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Abstract— Acoustic Soft Tactile (AST) skin is a novel sensing
technology that uses deformations of the acoustic channels
beneath the sensing surface to predict static normal forces
and their contact locations. AST skin functions by sensing
the changes in the modulation of the acoustic waves travelling
through the channels as they deform due to the forces acting
on the skin surface. Our previous study tested different AST
skin designs for three discrete sensing points and selected two
designs that better predicted the forces and contact locations.
This paper presents a study of the sensing capability of these
two AST skin designs with continuous sensing points with a
spatial resolution of 6 mm. Our findings indicate that the
AST skin with a dual-channel geometry outperformed the
single-channel type during calibration. The dual-channel design
predicted more than 90% of the forces within a ± 3 N tolerance
and was 84.2% accurate in predicting contact locations with
± 6 mm resolution. In addition, the dual-channel AST skin
demonstrated superior performance in a real-time pushing
experiment over an off-the-shelf soft tactile sensor. These results
demonstrate the potential of using AST skin technology for real-
time force sensing in various applications, such as human-robot
interaction and medical diagnosis.
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I. INTRODUCTION

Tactile information is vital for a robot manipulator to
perform complex manipulation tasks [1]. The lack of tactile
sensing makes it difficult for a manipulator to achieve
dexterity comparable to that of the human hand [2]. This
understanding has resulted in the integration of various tactile
sensing technologies into the manipulator counterparts. As
end effectors play a vital role in in-hand manipulation,
greater emphasis is placed on providing tactile sensing
capability to the end effectors [3].

Soft tactile sensors are preferred when force control is
required to handle delicate objects using robot end effec-
tors. Their sensing surface is composed of soft deformable
materials, and they provide two functions: (i) providing a
soft contact surface and (ii) converting the contact forces
into noticeable deformations. They then uses electronic (e.g.,
resistive [4], capacitive [5], piezoelectric [6], magnetic [7],
impedance [8]) and non-electronic principles (e.g., camera-
based [9], [10], [11], [12], [2], fluid-based [13], and acous-
tics [14], [15], [16], [17]) or their combinations [18] to
quantify these deformations into useful tactile information.
When electronic circuits are used as tactile sensory pickups,
their close-knit arrangement under sensory skin requires
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Fig. 1: Overview of AST skin technology

sophisticated manufacturing techniques. Moreover, such em-
bedded electronics are subject to crosstalk [19]. While
considering camera-based soft tactile sensors, their overall
form factor hinders their usability in applications where
space is a constraint. The camera size and its associated
optical arrangements behind the sensing surface limit the
possibility of size reduction. However, fluid-based soft tactile
sensors offer delayed responses to tactile interactions [19].
In addition, they require fluid flow control valves and other
accessories, which make the overall system bulky.

Compared to all these sensing principles, the acoustic
method offers the freedom to use minimal hardware with less
computational costs to extract rich tactile information from
sensing surface deformations. This capability was demon-
strated by sensorizing a flexible pneumatic finger with a
single speaker and mic unit [20], [21]. Moreover, if the
acoustic transmitter and receiver unit can be placed away
from the sensing surface, we can develop standalone compact
skins of any form factor that can be easily fitted to existing
hardware (e.g., end effectors) where space is a constraint.
These factors inspired us to use the acoustic principle to
develop a scalable sensing skin.

We demonstrate an Acoustic Soft Tactile (AST) skin with
embedded acoustic channel(s) whose deformation modulates
the acoustic waves traveling through them when external
force acts on the skin surface. This modulation is then
mapped to the contact force and its location, which causes
skin deformation (refer Fig 1). This skin technology can
overcome some of the drawbacks of current soft tactile
sensing methods, such as (i) ease in manufacturing, as it does
not require any complex integrated electronic circuits for



tactile measurements, (ii) sensor skin can be made compact
and superimposed on location with space constraints as the
acoustic hardware can be placed elsewhere, (iii) skin can be
made to any form factor and shape as long as it is possible
to have acoustic channels beneath the sensing surface (iv)
moreover, with all these possibilities, AST skin offers real-
time sensing capabilities.

We evaluated the tactile sensing capabilities of several
AST skin designs [22]. However, this study was limited
to three discrete sensing points on the skin surface at a
resolution of 20 mm.

In this paper, we study the performance of AST skin
by considering continuous sensing points with a 6 mm
spatial accuracy. This study will help to realise if AST skin
technology can be extended as C-AST, which is the skin with
continuous sensing points at this target spatial resolution. We
will study the possibility of enabling 2D sensing points with
a much finer resolution in the future.

II. TOWARDS CONTINUOUS ACOUSTIC SOFT TACTILE
SKIN (C-AST SKIN)

The AST skin consists of hollow Acoustic Channels (ACs)
embedded within the deformable sensing skin. The speaker
emits a continuous sound signal through the channels which
the microphone will receive. When an external force deforms
the sensing surface, these ACs also deform, resulting in a
variation in the amplitude of the acoustic wave received by
the microphone. The variation is then mapped into contact
force and its contact location using Fast Fourier Transfor-
mation (FFT) and machine learning techniques. To prove
the concept, we made simple prototypes of AST skin with a
generic headphone speaker and microphone placed on either
side of the skin. To enable the portability of the skin during
the studies, we arranged them in a 3D-printed casing. In the
future, we will develop application-based AST skins with the
miniature speaker-mic unit and without a hard casing around
the skin.

Previously, a few AST skin designs are prototyped and
evaluated to test the following questions [22]: (i). Is the
single channel enough to develop a skin requiring narrow
sensing surfaces? (ii) Can this channel take a simple geomet-
rical shape to distinguish forces with their contact locations
when acted at different points on its length? (iii). Can
multiple ACs can be used if it is required to have a broader
sensing surface? (iv) Whether these ACs can have similar or
dissimilar geometrical shapes? (v) What speaker-microphone
arrangement is ideal for better skin performance?

To answer these, as a first attempt, we have used two sim-
ple AC geometries (cylinder and cone) and various speaker-
microphone configurations. And to test the feasibility of
using multiple ACs for broader skin, we started with a
dual-channel configuration. We studied these parameters by
considering three sensing points on the skin surface, 20 mm
apart, as shown in Fig 3.

Preliminary findings[22]: We could draw the following
inferences on the AST skin designs:

(a) AST-1

(b) AST-4d

Fig. 2: AST designs

Fig. 3: AST-4d skin with three sensing points

• A single AC can measure forces and contact locations
for skin that requires only a narrow sensing area.

• Single AC can have a simple cylindrical shape as it can
differentiate forces and their contact location acting at
different points on its length.

• The skin that may require a broader sensing area can use
multiple channels with a single speaker for all channels.
Also, this finding outlines the scope of scalability of
AST skin as it doesn’t require a separate speaker for
each channel.

• While using multiple ACs, better performance is shown
when the channels are of different geometrical shapes.

While analysing the performance of all these AST skin
configurations, the skins AST-1 and AST-4d performed well
(refer Fig 2). The configurations AST-1 (single channel
design) and AST-4d (dual channel design) could make more
than 93% of force measurements within ±1.5 N tolerance
(for a full-scale range of 0-30+1 N) and make contact
location predictions with more than 96% accuracy.

Inspired by our preliminary findings, we select the skins
AST-1 and AST-4d for further performance testing. Here,
we study these skin’s performance in predicting force and
contact location within closer sensing points. As a step
towards that, we consider nine sensing points 6 mm apart
spanning the length of skin (refer Fig 4b).

A. Methodology

This section outlines the methodology adopted for calibrat-
ing the two AST skins with nine continuous sensing points



(a) Calibration setup (b) 9 sensing points

Fig. 4: AST skin calibration

with a spatial resolution of 6 mm.
a) Sensor calibration: The calibration setup consists

of a 6-degree-of-freedom robotic arm1 mounted with a
high-precision axial load cell measuring 0-1 KN. A peg is
mounted to the load cell to make contact with the sensing
point on the skin. The respective AST skin is placed on the
worktable firmly, as shown in Fig 4a.

During the calibration process, the speaker continuously
plays a reference signal. Here, we use a reference signal
consisting of four sine waves with frequencies 300 Hz, 500
Hz, 700 Hz, and 900 Hz with an individual amplitude of 0.6
on a 0 to 1 scale.

The robotic arm is driven to the sensing points ’A’ to
’I’ individually. On each point, the arm pushes the peg
vertically with an increment of 0.3 mm until the load cell
reading reaches 30+2 N. After each increment, the micro-
phone records 20 samples of the reference sound signal and
labels with the corresponding force value and sensing point
location.

Later, the reference signal recorded during each step is
converted to the FFT data (amplitude of individual frequency
components 300 Hz, 500 Hz, 700 Hz, 900 Hz) using the Fast
Fourier Transform (FFT). And the final calibration data set
will have load cell values, with the corresponding sensing
point location and the FFT data. This calibration data set
has 3600 data points generated for an AST skin, i.e., 400
data points per sensing point. The data processing pipeline
adopted in the calibration process is shown in Fig 5a.

b) Tactile feature extraction method: The amplitude
of the different frequency components (FFT data) changes
as forces increase at each sensing location [22]. So for
predicting the unknown forces and their contact locations
at an instance, the corresponding FFT data is used. This is
expressed as:

1The UFactory xArm by ufactory.cc

(a) Data processing pipeline

(b) Machine learning model for force and location
estimation

Fig. 5: Tactile feature extraction method: we use a combined
approach of FFT and ML to extract tactile features from
the acoustic signals. Machine learning models learn the
correlation between force and location and the change in
the acoustic signal modulation captured by the microphone.

(Fi, Li) = f(A300i, A500i, A700i, A900i) (1)

where Fi is the unknown force at an instance i, and
A300i, A500i, A700i, A900i are the amplitude of frequency
components 300 Hz, 500 Hz, 700 Hz, 900 Hz recorded at the
same instance (FFT data), and Li is the location of contact.

We utilised Machine Learning (ML) techniques to estimate
the force and contact location from FFT data (Fig 5b). We
compared a range of regression and classifier models to
predict unknown forces and contact locations. These models
are trained with a calibration data set of respective skin with
a data partition of 90:10 and a 10-fold cross-validation. For
each skin, we selected the regression and classifier models
that had the lowest validation error and the highest validation
accuracy, respectively (see Tables I and II).

III. RESULTS AND DISCUSSIONS

This section presents the skin performance in predicting
the contact forces and their locations. And also discusses the
skin performance when tested in a real-time pushing task.

A. Calibration performance

1) Contact force prediction: The force prediction results
are presented as percentage predictions made within a tol-
erance of ±1 to ±5 N (refer Fig. 6). It has been studied
that AST-4d provides better force predictions than AST-
1. AST-4d could make 68.89% of the predictions within



TABLE I: Comparsion of Regression models for force pre-
diction based on validation error

Regression models for force prediction Validation Error (N)
AST-1 AST 4d

Linear Regression
Linear 3.41 3.33
Interactions Linear 3.24 2.69
Robust 3.47 3.36
Stepwise Linear 3.25 2.69
Regression Trees
Fine Tree 3 2.32
Medium Tree 2.82 2.24
Coarse Tree 2.86 2.42
Support Vector Machines
Linear 3.5 3.37
Quadratic 3.29 2.68
Cubic 4.36 2.46
Fine Gaussian 2.73 1.98
Medium Gaussian 2.86 2.21
Coarse Gaussian 3.14 2.81
Gaussian Process
Rational Quadratic 2.73 1.73
Squared Exponential 2.78 1.9
Matern 5/2 2.75 1.78
Exponential 2.59 1.71
Ensemble of Trees
Boosted Trees 2.97 2.4
Bagged Trees 2.57 1.95
Neural Networks
Narrow Neural 3.23 2.18
Medium Neural 2.88 1.94
Wide Neural Network 2.69 1.86
Bilayered Neural Network 2.75 1.94
Trilayered Neural Network 2.78 1.92

±1 N tolerance, but it is 50% in the case of AST-1. This
difference in performance continues when analysing the
force predictions for other tolerance ranges. From this, it can
be inferred that a better force prediction performance can be
obtained for closer sensing points by increasing the number
of ACs and when these channels have different geometrical
shapes.

2) Contact location prediction: Tables III, IV and V
summarise the contact location prediction results. From the
results, AST-4d performed slightly better while making true
location predictions and within ± 6mm spatial resolution.
AST-1 can predict true locations with 62.94% accuracy
and locations with ± 6mm resolution at 75.55% accuracy.
For AST-4d, they are 64.16% and 84.16%, respectively.
Therefore, regarding location prediction capability, skin with
multiple ACs with different geometries again showed its
potential.

So, from both force and location prediction results, we
can infer that for improving the spatial resolution of sensing
points on AST skin, using multiple ACs with different
geometrical shapes can be adopted. And we call the AST-4d
a possible C-AST configuration, as it can provide continuous
sensing points on the sensing surface.

B. Real-time testing of the AST-4d skin

To further analyse the performance of skin design with
multiple and geometrically different channels, we did a
pushing experiment with AST-4d skin. We also aim to

TABLE II: Comparsion of Classifier models for contact
location prediction based on validation accuracy

Classifier models for location prediction Validation Accuracy(%)
AST-1 AST 4d

Tree
Fine Tree 45.2 45.2
Medium Tree 25.5 31.3
Coarse Tree 17.6 22.9
Discriminant Analysis
Linear Discriminant 26.7 32.9
Quadratic Discriminant 26.5 39.3
Naı̈ve Bayes Classifiers
Guassian Naı̈ve Bayes 16.5 22.7
Kernal Naı̈ve Bayes 27.7 31.2
Support Vector Machines
Linear SVM 27.1 38.2
Quadratic 49.8 54.1
Cubic xx 52.1
Fine Guassian 57.4 66.3
Medium Guassian 45.1 55.7
Coarse Guassian 23.3 37.5
Nearest Neighbor Classifier
Fine KNN 58.3 65.3
Medium KNN 51.8 64.2
Coarse KNN 32.8 44.8
Cosine KNN 37.8 53
Cubic KNN 50.2 64.5
Weighted KNN 59 67.3
Ensemble Classifiers
Boosted Trees 26 32.8
Bagged Trees 63.2 64.3
Subspace Discriminant 21.8 31.6
Subspace KNN 51.1 44.7
RUSBossted Trees 23.8 31.9
Neural Network Classifiers
Narrow NN 55.1 55.3
Medium NN 60.1 61.9
Wide NN 63.3 65.4
Bilayered NN 58 58.7
Trilayered NN 57.7 59

TABLE III: AST-1 - Predicted contact location (LocP ) Vs
True location (LocT ) for 40 test cases per sensing points

Loc AP BP CP DP EP FP GP HP IP
AT 28 0 1 2 1 2 2 3 1
BT 1 29 3 1 1 1 1 1 2
CT 0 3 26 2 2 2 3 1 1
DT 0 3 3 22 2 4 3 1 2
ET 0 0 0 1 38 1 0 0 0
FT 1 0 5 6 2 16 4 4 2
GT 2 0 3 2 0 8 17 5 3
HT 2 0 1 3 1 2 5 26 0
IT 0 1 0 3 1 1 4 9 21

TABLE IV: AST-4d - Predicted contact location (LocP ) Vs
True location (LocT ) for 40 test cases per sensing points

Loc AP BP CP DP EP FP GP HP IP
AT 19 7 3 1 2 3 3 1 1
BT 12 22 1 3 1 0 0 1 0
CT 1 3 29 4 2 0 1 0 0
DT 0 1 8 25 2 2 1 1 0
ET 0 0 2 2 29 5 0 2 0
FT 0 0 3 2 3 22 6 2 2
GT 1 0 0 3 0 4 25 6 1
HT 0 2 3 0 0 1 4 28 2
IT 0 4 0 0 0 0 1 3 32



(a) AST-1

(b) AST-4d

Fig. 6: Percentage of force predictions made within ±1 N to
±5 N

compare its sensing performance with an off-the-shelf soft
tactile sensor (Xela uSkin2). During this experiment, the AST
skin is fastened to an extension attached to the robot arm to
push a box fixed on the work table. We have provided an
axial load cell attached to the box with a peg connected to
it. The peg confirms the contact of the sensor surface during
the pushing action. The load cell measures the interaction
forces during the pushing and is compared with the AST
skin reading. A normal static load of 5 N, 10 N, and 15
N is applied to the box by driving the robot arm through
the peg. In the first instance, the peg makes contact with
the center of the sensing surface of AST-4d skin (point E).
Later we change this contact point to D (top) and F (bottom),
which are at 6 mm resolution (refer Fig 4b). We applied
these forces at each point and recorded ten readings. The
same experiment is repeated with the Xela sensor starting
from the center of its sensing area to two points at ±6mm
(refer Fig 8). Before we did this experiment, we re-calibrated
the AST-4d skin.

Table VI presents the mean error in force measurements
obtained from the AST-4d skin and the Xela sensor, along

2xelarobotics.com

TABLE V: Average accuracy of true location prediction and
with ±6mm resolution

Sensing
points

AST-1 prediction AST 4d prediction

True ±6 mm
resolution True ±6 mm

resolution
A 70 70 47.5 65
B 72.5 82.5 55 87.5
C 65 77.5 72.5 90
D 55 67.5 62.5 87.5
E 95 100 72.5 90
F 40 55 55 77.5
G 42.5 75 62.5 87.5
H 65 77.5 70 85
I 52.5 75 80 87.5

Average 61.94 75.55 64.16 84.16

(a) AST skin (b) Xela uSkin

Fig. 7: Testing experimental setup: A uFactory 6DOF robotic
arm is used to test C-AST. This figure shows the real-time
pushing experiment with (a) C-AST skin and (b) Xela uSkin.
A load cell (measuring range: 1 to 1 KN, resolution: 0.0001
N) is attached to the box to be pushed. The tactile sensors
are attached to the robot’s wrist while pushing against the
load cell from right to left.

Fig. 8: Front view of the Xela USkin sensor and the locations
considered real-time testing in Fig. 7. The Xela uSkin has
4x4 tactile cells (taxel) each providing normal and shear x
and shear y readings. The company provides the calibration
for the sensor.

with their respective standard deviations. The results show
that the AST-4d skin outperforms the Xela sensor in measur-



TABLE VI: Error in force measured by AST-4d and Xela
sensor during the pushing experiment (standard deviation in
brackets)

Locations True value (N) Mean error (N)
AST-4d Xela

Top
5 -0.50 (0.54) 1.63 (0.10)

10 -0.50 (0.78) 1.39 (0.02)
15 -0.34 (0.99) 9.83 (0.06)

Center
5 -1.06 (0.68) 2.67 (0.02)

10 -0.15 (0.81) 3.99 (0.04)
15 0.12 (1.09) 11.55 (0.16)

Bottom
5 0.42 (0.63) 2.01 (0.03)

10 0.85 (0.70) 1.44 (0.27)
15 1.87 (1.49) -0.46 (0.08)

ing pushing forces at all test points, with a relatively lower
error. Among all sensing points, the maximum mean error
recorded by the AST-4d skin is 1.87 N at point F, while the
Xela sensor yields better performance at the bottom sensing
point with a maximum mean error of 2.01 N across all other
sensing points. This could be attributed to the fact that the
load cell peg had better contact with the taxels at this bottom
point than in other locations. In contrast, the AST-d skin
relies on channel deformations rather than a specific taxel
activation, which could contribute to its superior performance
in this scenario. Overall, these findings suggest that the AST-
4d skin is a promising configuration for C-AST which can
provide accurate and reliable force sensing.

IV. CONCLUSIONS

This study demonstrates that the proposed AST skin
technology can be used for high-resolution tactile readings.
We evaluated two AST skin designs (dual and single-channel
design) to predict the normal contact forces and their loca-
tions. It was found that the dual-channel design surpassed the
single-channel design in terms of force and contact location
prediction accuracy. Moreover, our study results indicate that
the performance of the AST skin can be further improved
by increasing the number of channels and with different
geometrical shapes. We believe that AST skin technology
has the potential to revolutionise the field of tactile sensing,
as it can be built at a low cost and exhibits good measurement
capabilities.

Our future work will include extending the skin sensing
area with 2-D sensing points and improving the spatial
resolution by investigating different channel topologies and
configurations. We will also investigate how C-AST can
measure shear forces. Moreover, we intend to utilise this
sensor technology for applications such as strawberry picking
and breast cancer examination [23].
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