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Phonological effects on the perceptual weighting
of voice cues for voice gender categorization

Almut Jebens, Deniz Başkent, and Laura Rachmana)

Department of Otorhinolaryngology/Head and Neck Surgery, University Medical Center Groningen,
University of Groningen, Groningen, the Netherlands

a.n.jebens@student.rug.nl; d.baskent@rug.nl; l.rachman@rug.nl

Abstract: Voice perception and speaker identification interact with linguistic processing. This study investigated whether lexi-
cality and/or phonological effects alter the perceptual weighting of voice pitch (F0) and vocal-tract length (VTL) cues for per-
ceived voice gender categorization. F0 and VTL of forward words and nonwords (for lexicality effect), and time-reversed
nonwords (for phonological effect through phonetic alterations) were manipulated. Participants provided binary “man”/
“woman” judgements of the different voice conditions. Cue weights for time-reversed nonwords were significantly lower than
cue weights for both forward words and nonwords, but there was no significant difference between forward words and non-
words. Hence, voice cue utilization for voice gender judgements seems to be affected by phonological, rather than lexicality
effects. VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Among the many voice cues, two anatomically related cues, mean fundamental frequency (F0) and vocal-tract length
(VTL), mainly relate to the perceived gender of a talker’s voice (Smith and Patterson, 2005). F0 is related to the glottal
pulse rate and is perceived as vocal pitch, while VTL correlates with a speaker’s body size (Evans et al., 2006; Fitch and
Giedd, 1999) and shapes the formant frequencies in the speech signal (Hillenbrand et al., 1995). When synthesized and
manipulated, these voice cues affect the perception of voice gender (Fuller et al., 2014). Furthermore, voice cues are impor-
tant to distinguish different talkers in multi-talker listening conditions and may improve speech intelligibility (Brungart,
2001; Darwin et al., 2003).

Listeners with normal hearing (NH) typically use both F0 and VTL cues, and give a perceptual weighting to them,
for the assessment of a speaker’s voice gender (Skuk and Schweinberger, 2014). In contrast, deaf individuals with cochlear
implants (CIs) have shown reduced sensitivity to synthesized VTL cues from syllables (Gaudrain and Başkent, 2018). When
utilizing F0 and VTL cues to assess voice gender, CI users overly rely on F0 cues (Fuller et al., 2014). In daily life, they may
benefit from linguistic content for voice perception, such as lexical status, as was shown in CI simulation studies comparing
forward and time-reversed words (Koelewijn et al., 2021), or sentential context, when contrasting words and sentences
(Meister et al., 2016). Further support for interactions between language and voice comes from studies showing that familiar-
ity with a voice can improve speech intelligibility (Holmes et al., 2018; Holmes and Johnsrude, 2020; Nygaard and Pisoni,
1998). Conversely, listeners are better at identifying and distinguishing voices when they hear them in their native language
(Goggin et al., 1991; Johnson et al., 2011). Finally, listeners tend to assign two utterances to the same speaker instead of to
two different speakers when they form a lexical compound (e.g., day-dream) compared to when the two combined items
lack any meaning (Narayan et al., 2017; Quinto et al., 2020). However, it is not known if such a linguistic influence also
exists for voice gender perception, and if so, whether it is driven by lexicality or phonological effects.

In this study, as a first step to explore lexicality and phonological effects on the use of indexical cues, voice gen-
der categorization was measured in NH listeners in different linguistic conditions. Forward Dutch words and nonwords, as
well as time-reversed nonwords, were synthesized to manipulate F0 and VTL cues and create different voice identities
ranging from female-source talkers to synthesized male-like talkers. In order to address phonological effects, we used tem-
poral reversal of speech, which leads to phonetic changes where articulatory and voicing characteristics are altered, such
that little of the segmental content remains in the signal (Sheffert et al., 2002).

We hypothesized that if voice cue weighting for the assessment of voice gender is influenced by effects of lexical-
ity, this would result in higher cue weights for forward words compared to forward nonwords. This result would be in
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line with findings by Xie and Myers (2015), who found better talker identification performance in meaningful vs meaning-
less sentences, which they suggest may be driven by top-down effects of lexicon knowledge that increase access to talker-
specific acoustic-phonetic cues. In addition, if voice cue weighting for voice gender categorization is influenced by phono-
logical effects, we expect higher cue weights for forward nonwords compared to time-reversed nonwords as a result of
increased sensitivity to these cues, as was reported by Koelewijn et al. (2021).

2. Methods

2.1 Participants

Twenty adult participants (self-reported gender: 3 women, 17 men; mean age: 26.8 years, range 18–49 years) were recruited
and reimbursed via the online testing-platform “Prolific” (Palan and Schitter, 2018). All participants reported not having
any neurological disorders or history of language or reading impairments. Participants reported to be native speakers of
Dutch, and five of the 20 participants were raised multilingually (see Table S1 in the supplementary material1 for demo-
graphic information). Participants reported having normal hearing, which was confirmed with an online version of the
digit-in-noise test (DIN; Smits et al., 2006) for 19 out of 20 participants. The study received ethical approval by the
Medical Ethical Committee of the University Medical Center Groningen (METc 2018/427). Participants provided informed
consent prior to the study and received financial compensation according to Prolific and departmental guidelines.

2.2 Stimuli

Two linguistic manipulations were created. First, we examined the contribution of lexical status by including words and
nonwords. Second, we examined phonological effects through phonetic alterations by including forward nonwords and
time-reversed nonwords. By time-reversing speech, some phonetic features of a language are altered, for example, because
consonant processing is disrupted through time-reversal due to the removal of voice onset time features, or because illicit
phoneme sequences may occur (for further discussion, see Perrachione et al., 2019). On the other hand, some features,
such as amplitude, duration, and mean F0, are preserved, and the formant transition structure of certain phonemes, such
as fricatives and long vowels, is roughly mirrored in the reversed signal (Binder et al., 2000). Eight words and eight non-
words with a consonant-consonant-vowel-consonant (CCVC) or a consonant-vowel-consonant-consonant (CVCC) format
were selected from the VariaNTS corpus (Arts et al., 2021) for two of the linguistic conditions. The number of stimuli
with the consonant cluster at the beginning and the end was balanced across the stimuli. Three utterances of each selected
stimulus, produced by three different female speakers, were included in this study. The three source-speakers were selected
from the eight available female speakers in the VariaNTS database. Selection was done after applying a 12th order high-
pass Butterworth filter with a cut-off at 80Hz and adding 5ms of silence at the start of the sound files using Adobe
Audition software (Adobe Inc., San Jose, CA). These voices were selected because they sounded the most natural and
clearest after F0 and VTL manipulations (as follows) according to the authors. The source-speakers’ mean F0 and their
height and weight are presented in Table 1.

The selected words were controlled for morphological and lexical-semantic parameters and both words and non-
words were controlled for phonological parameters. All words are monomorphemic nouns, meaning that they only contain
one meaningful word element. In terms of lexical-semantic features, they are rated as highly familiar on a scale from 1
(unfamiliar) to 7 (highly familiar) by Dutch native speakers (Arts et al., 2021). They were classified as high-frequent by
the authors of the corpus based on two corpora, ranging from 21 to 515 per million according to the CELEX database
(Baayen et al., 1993) and from 24 to 274 per million according to the SUBTELEX database (Keuleers et al., 2010). In
terms of their phonological features, all word and nonword stimuli have a low neighborhood density (Marian et al., 2012).
The number of neighbors is defined by the words within the language that can be created by deleting, substituting, or add-
ing phonemes to the original item. Nonwords have a high phonotactic probability that is derived from biphone frequencies
of their phonemes (Arts et al., 2021). This value refers to the frequency with which two subsequent phonemes in real
Dutch words occur based on the CLEARPOND database (Marian et al., 2012). Words and nonwords were controlled for
the position of the consonant cluster, either appearing at the beginning or the end of the stimulus. Due to a possible inter-
action between a speaker’s VTL and the formants (Irino and Patterson, 2002), words and nonwords were matched for
vowels. Furthermore, phonotactic probability did not significantly differ between words and nonwords [t(14)¼ �1.14,
p¼ 0.28]. Controlled parameters for words and nonwords are presented as supplementary material1 in Tables S2 and S3,
respectively. For the third linguistic condition, time-reversed versions of the selected nonwords were created using MATLAB.

Table 1. Age, height, weight, and mean F0 of the three source-speakers from the VariaNTS corpus (Arts et al., 2021).

Speaker Age (years) Height (cm) Weight (kg) Mean F0 (Hz)

2 20 171 59 214.36
12 22 175 78 191.83
15 21 176 65 199.38
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For each stimulus item, nine voice conditions were created by manipulating F0 and VTL values independently
from each other. F0 was decreased by 0.0, 6.0, and 12.0 semitones (st) and VTL was increased by 0.0, 1.8, and 3.6 st
(Fig. 1). These values were based on previous work on “voice gender categorization” (Smith and Patterson, 2005; Smith
et al., 2007). Furthermore, in a study with normal-hearing adult listeners, Fuller et al. (2014) have shown that simulta-
neously decreasing F0 by 12 st and increasing VTL by 3.6 st reliably changed the perception from a female voice to a
male voice. Stimuli were resynthesized using the PyWorld wrapper (Hsu, 2016) for the WORLD vocoder (Morise et al.,
2016), implemented in the Voice Transformation Server (Gaudrain, 2021). To avoid an effect of potential artifacts due to
the resynthesis procedure, stimuli for which F0 and VTL differences were 0.0 st were resynthesized as well, using the same
procedure. Taking all conditions together, this resulted in a total of 648 stimuli that were presented to each participant [9
voice conditions � 3 linguistic conditions � 8 items � 3 speakers].

2.3 Procedure

Data were collected through a remote testing procedure on a web-based platform that was developed using the JavaScript
framework JsPsych (de Leeuw, 2015). Participants completed the experiment on their own computers and all participants
were requested to wear headphones and to be in a quiet room during the test. Informed consent and demographic infor-
mation were provided at the start of the experiment. Furthermore, participants were asked to complete an online DIN test
(Smits et al., 2006; Smits et al., 2013) via https://www.hoortest.nl/ to verify their hearing status (sufficient: n¼ 19, insuffi-
cient: n¼ 1, poor: n¼ 0).

Participants then proceeded with the “voice gender categorization task,” consisting of a one-interval two-alterna-
tive forced-choice (1I-2AFC) categorization task in which responses were limited to “woman” and “man” and no feedback
was provided, similar to Nagels et al. (2020) and Fuller et al. (2014). The experimental session started with six practice tri-
als during which the practice items from Tables S2 and S31 were presented in two voice conditions (DF0/DVTL¼ 0.0/0.0
st and �12/þ3.6 st). The practice stimuli were produced by a different female speaker than the three included female
source-speakers in the main experiment to prevent any adaptation effects. Practice stimuli also stemmed from the
VariaNTS corpus (Arts et al., 2021) and were controlled for the same linguistic variables as the testing stimuli.

Linguistic conditions were presented in separate blocks, with three block repetitions per linguistic condition,
resulting in a total of nine blocks. The block order was randomized, as well as the order of speakers and voice conditions
within each block. Participants completed the experiment in approximately 50min.

2.4 Cue weighting

To quantify how participants used voice cues in different linguistic conditions, perceptual weighting of F0 and VTL was
calculated for each linguistic condition using RStudio (Version 1.2.5042) and the lme4 package (Bates et al., 2020). We
first normalized the F0 and VTL differences in st relative to the voices of the source talkers, defined as dF0¼�DF0/12
� 0.5 and dVTL¼DVTL/3.6 � 0.5. This procedure was performed to make sure that, despite differences in range and
quality, F0 and VTL were functionally equivalent for subsequent model fitting. After normalizing the voice cues, the origi-
nal female voices had a dF0 value of �0.5 and a dVTL value of �0.5, while the intermediate voice differences (�6 st for
F0 and þ1.8 st for VTL) had a value of 0.0, and the most male-like voice differences had a value of þ0.5 (�12 st for F0
and þ3.6 st for VTL). Cue weight coefficients were then extracted for each voice cue and each linguistic condition by

Fig. 1. Nine voice conditions were created by manipulating F0 and VTL cues relative to the female source-voices.
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fitting a mixed-effects logistic regression model with random intercepts and slopes for dF0 and dVTL per voice condition
and per participant, in lme4 syntax: response � (1þ(dF0 þ dVTL) � linguistic condition j partici-
pant). Finally, coefficients for dF0 and dVTL for every linguistic condition were converted into Berkson (Bk) units for
each st, which corresponds to a log2 odds ratio per st (i.e., one Bk per st equals doubling the categorization of a given
stimulus as “man” (see Hilkhuysen et al., 2012; Nagels et al., 2020), and factors were sum coded. The Bk units of each par-
ticipant were then analyzed by fitting a generalized linear mixed-effects model with random intercepts per participant. In
the next step, we compared models in a backward stepwise model selection with an analysis of variance (ANOVA) Chi-
Square test, and based on their significance (p¼ 0.05), factors were kept in the model. We started with the full factorial
model and a two-way interaction between the fixed effects of voice cue (F0 and VTL) and linguistic condition (words, non-
words, reversed nonwords) and a random intercept per participant and cue weight in Bk/st as an outcome variable, in
lme4 syntax: cue weight � voice cue � linguistic condition þ (1jparticipant). Finally, a post hoc
analysis was performed based on the best-fitting model using emmeans from the emmeans package (Lenth et al., 2018),
through pairwise comparisons with Bonferroni correction.

3. Results

Figure 2 shows the average percentages of “female” ratings at each F0 and/or VTL manipulation for each linguistic condi-
tion. Figure 3 shows participants’ cue weights for F0 and VTL in each linguistic condition. Model comparison showed that
the full model with a random intercept per participant had a significantly better fit than the full model without a random
intercept [v2(1)¼ 23.3, p< 0.001]. Backward stepwise selection showed that the best-fitting and most parsimonious model
was the model with voice cue and linguistic condition as fixed effects. This model did not differ significantly from the
model with a two-way interaction between voice cue and linguistic condition [v2(2)¼ 2.4, p¼ 0.30], while it had a signifi-
cantly better fit than the models with only voice cue [v2(2)¼ 14.8, p< 0.001] or only linguistic condition as fixed effect
[v2(1)¼ 28.6, p< 0.001].

Follow-up pairwise comparisons revealed that cue weights for time-reversed nonwords were significantly lower
than cue weights for forward words and nonwords [ps< 0.001], while the cue weights did not differ between forward
words and forward nonwords [p¼ 1]. This indicates that voice gender categorization responses of time-reversed stimuli
were less affected by F0 and VTL changes than categorization responses of forward stimuli. It should be noted that abso-
lute cue weights should only be compared between the linguistic conditions, but not across voice cues. F0 and VTL per-
ception rely on different mechanisms and as such, a direct comparison of the use of these cues is not straightforward.
While the conversion of cue weights to Bk/st allows for performing statistical analyses on these physical units, it is not
known whether and how this may map onto perceptual units. For this reason, the effect of voice cue was not submitted to
further statistical testing.

4. Discussion

This study investigated whether perceptual weighting of F0 and VTL cues for the categorization of voice gender is affected
by linguistic effects. We manipulated F0 and VTL cues of monosyllabic stimuli in three linguistic conditions: forward
words, forward nonwords, and time-reversed nonwords. Our results show that cue weighting of F0 and VTL was signifi-
cantly different for the time-reversed stimuli compared to the two forward-presented stimulus conditions, while cue
weighting did not significantly differ between the forward words and forward nonwords. These results indicate that cue
weighting of F0 and VTL for voice gender categorization is altered by stimulus time-reversal, but not by lexical status, and
imply that voice gender perception and linguistic processing are altered by phonological processes as a result of the pho-
netic manipulations.

Fig. 2. Average voice gender categorization judgements as a function of differences in F0 (x axis) and VTL (y axis) in st for each linguistic con-
dition. The numbers indicate the average “woman” responses in percentages. The colors provide a gradient between 100% “man” responses
(blue) and 100% “woman” responses (yellow).

ARTICLE asa.scitation.org/journal/jel

JASA Express Lett. 2 (12), 125202 (2022) 2, 125202-4

 30 N
ovem

ber 2023 09:00:59

https://scitation.org/journal/jel


Our results differ from those reported by Abu El Adas and Levi (2022) and Perrachione et al. (2015), who found
that listeners were better at identifying talkers when presented with words compared to nonwords. Furthermore, Xie and
Myers (2015) also found that listeners were more accurate at identifying talkers when presented with meaningful com-
pared to meaningless sentences. On the other hand, Zarate et al. (2015) found no difference in talker identification when
comparing word vs nonword conditions. It is worth noting that our test differs from talker identification tasks used in the
abovementioned studies because the phonological representation that listeners have to access in identification tasks is likely
much more precise than the phonological representations for voice gender perception. Consequently, the extent to which
lexical status affects performance in these tasks may also differ.

The results presented here also suggest that the reduced sensitivity for F0 and VTL cues in words as reported by
Koelewijn et al. (2021) could be related to the distorted phonetics induced by time-reversing the stimuli. In a follow-up
study, Koelewijn et al. (2022) showed a reduced sensitivity to F0 and VTL cues in time-reversed words compared to for-
ward words and nonwords. These results are in line with the current findings, as they also point to phonological effects, as
a result of phonetic manipulations, on voice cue sensitivity. Furthermore, the results of Koelewijn et al. (2021) suggest that
the differences in the perceptual weighting of F0 and VTL for voice gender categorization may be a result of reduced
access to these cues when the speech signal is time-reversed.

The current findings have implications for other relevant areas as well. A language effect on voice perception was
previously implied in a speaker discrimination study where listeners rated native-language speakers as more dissimilar than
speakers of an unfamiliar language (Fleming et al., 2014). As this study also used time-reversed stimuli, this language famil-
iarity effect (LFE) was proposed to be related to a greater familiarity with the phonetic and phonological structure of the lis-
tener’s native language, rather than the ability to understand the linguistic content. On the other hand, linguistic processing
models describing the LFE propose that linguistic competence (e.g., word recognition and speech comprehension abilities)
further increases voice perception (Goggin et al., 1991; Xie and Myers, 2015). It should also be noted that the LFE is sensi-
tive to task design, as shown by different variations of talker identification tasks and talker discrimination tasks, even when
using the same stimuli in different types of tasks (for reviews, see Levi, 2019; Perrachione, 2019). Two commonly used tasks
to address LFEs are voice lineup tasks, in which listeners have to pick out a learned voice among a set of different voices,
and voice discrimination tasks (Levi, 2019). The voice gender categorization task used in this study is neither a pure recogni-
tion or identification task, nor a discrimination task. Instead, listeners are asked to make broad categorizations (man vs
woman) based on varying voice cues. These differences in experimental design should therefore be carefully considered
when comparing findings of interactions between voice and language perception. Nevertheless, while various studies have
suggested that sufficient indexical cues remain accessible in time-reversed speech samples for speaker recognition (Bricker
and Pruzansky, 1966; Fleming et al., 2014; Sheffert et al., 2002; Van Lancker et al., 1985), our results suggest a difference in
accessibility to these cues for voice categorizations due to the partial disruption of the phonetic structure.

The difference in perceptual cue weighting of F0 and VTL cues for time-reversed stimuli is also of relevance
when considering disorders such as developmental dyslexia. This reading disorder is considered to be driven by impaired
phonological abilities (Snowling, 1998), although other more cognitive abilities have been suggested to be impaired, such

Fig. 3. F0 and VTL cue weights shown for the three linguistic conditions. Cue weights are presented as Berkson per semitone (Bk/st). The box-
plots show the median cue weights per voice cue and per linguistic condition. Boxes extend from the lower to the upper quartiles (interquar-
tile range, IQ) The whiskers indicate the lowest and highest data points within plus or minus 1.5 times the IQ. The dot indicates an outlier
with a value larger than 1.5 times the IQ.
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as time perception or executive functions (Gooch et al., 2011). In this clinical group, voice perception abilities have been
found to be impaired (Perrachione et al., 2011). By controlling for lexical status, by contrasting words with nonwords, we
explicitly tested for lexicality effects and could assign the difference in perceptual weighting between forward and time-
reversed nonwords to phonological processes as a result of our phonetic manipulations. This emphasizes the link between
voice perception abilities and language impairments such as dyslexia with an underlying phonological impairment. Future
research could investigate the voice cue weightings in phonological disorders, and how these are affected by phonetic
manipulations.

Finally, our results imply that the linguistic content could influence how voice cues are perceived and utilized to
derive speaker-related characteristics such as voice gender, which could benefit CI users in their daily communication. In a
previous study, Meister et al. (2016) reported that CI users made better use of F0 and VTL cues in a voice gender catego-
rization task when using sentences compared to single words or word repetitions. While it has been suggested that longer
speech samples also provide the listener with more time to interpret speaker-related information, the results by Meister
et al. are likely driven by the richer phonetic inventory of sentences compared to word repetitions, which carry more
redundant information. Previous work on voice identity learning showed that voice learning did not transfer well between
words and sentences (Nygaard and Pisoni, 1998). Follow-up work should include sentence stimuli to investigate whether
the phonetic manipulation effects on voice cue weighting reported here transfer to longer stimuli. Together with the results
of Meister et al. (2016) and Koelewijn et al. (2021), these findings point to the possibility that top-down mechanisms
driven by phonological processing could be utilized by CI users as a compensation strategy (Başkent et al., 2016).
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