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ON CONSTRUCTING TOPOLOGY FROM ALGEBRA

Abstract

In this thesis we explore natural procedures through which topological structure can be constructed from

specific semigroups. We will do this in two ways: 1) we equip the semigroup object itself with a topological

structure, and 2) we find a topological space for the semigroup to act on continuously.

We discuss various minimum/maximum topologies which one can define on an arbitrary semigroup (given

some topological restrictions). We give explicit descriptions of each these topologies for the monoids of binary

relations, partial transformations, transformations, and partial bijections on the set N. Using similar methods

we determine whether or not each of these semigroups admits a unique Polish semigroup topology. We also

do this for the following semigroups: the monoid of all injective functions on N, the monoid of continuous

transformations of the Hilbert cube [0, 1]N, the monoid of continuous transformations of the Cantor space 2N,

and the monoid of endomorphisms of the countably infinite atomless boolean algebra. With the exception

of the continuous transformation monoid of the Hilbert cube, we also show that all of the above semigroups

admit a second countable semigroup topology such that every semigroup homomorphism from the semigroup

to a second countable topological semigroup is continuous.

In a recent paper, Bleak, Cameron, Maissel, Navas, and Olukoya use a theorem of Rubin to describe the

automorphism groups of the Higman-Thompson groups Gn,r via their canonical Rubin action on the Cantor

space. In particular they embed these automorphism groups into the rational groupR of transducers introduced

by Grigorchuk, Nekrashevich, and Sushchanskii. We generalise these transducers to be more suitable to higher

dimensional Cantor spaces and give a similar description of the automorphism groups of the Brin-Thompson

groups dVn (although we do not give an embedding into R). Using our description, we show that the outer

automorphism group Out(dV2) of dV2 is isomorphic to the wreath product of Out(1V2) with the symmetric

group on d points.

5
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Part 1. Introduction

This thesis is concerned with methods for choosing an appropriate or “best” topological structure

in a given context. We are particularly interested in doing this when we are provided with a nice

algebraic object to work with. This usually involves finding a topological structure which is in some

way “compatible” with our algebraic object and investigating its uniqueness given some “reasonable”

topological assumptions.

We have three main parts. In Part 2, we establish the definitions and background knowledge that

we require in the remaining parts. In particular we include proofs of some of the key theorems in the

literature which Part 3 and Part 4 are dependant on. The most important of these being:

• Comparable Polish (3.25) topologies on a group are equal (Theorem 4.27).

• All homomorphisms from the symmetric group on N to second countable groups are continuous,

and similarly all homomorphisms from the homeomorphism group of the Cantor space to

second countable groups are continuous (Theorem 5.39)

• Rubin’s Theorem (Theorem 5.49).

The term “automatic continuity” is often used in the literature to describe properties like the one

in Theorem 5.39. However to avoid confusion we have avoided this terminology in all the formal

statements made in this document.

In Part 3, we are concerned with identifying natural ways of defining topologies on a given semigroup.

We are also interested in finding topologies compatible with important semigroups which are unique

up to some “reasonable” topological restrictions.

To this end, we will give five ways of defining a topology on an arbitrary semigroup, each of which is

in some sense a bound on the set of “nice” topologies compatible with the semigroup. These topologies

are the minimum Fréchet topology (6.6), the Fréchet/Hausdorff-Markov topologies (6.7), the Zariski

topology (6.9), and the second countable continuity topology (6.11). Notably, some of these topologies

are always comparable (see Proposition 6.15).

We explore and describe these topologies for various naturally occurring semigroups and as a result

show that each of them is compatible with either 0, 1 or many Polish topologies (see Theorems 9.4,

9.10, 9.18, 9.21, 9.23, 9.29, 9.35 and 9.42).

Clones (8.1) are a natural generalisation of monoids, and many of the monoids we discuss have

natural clone analogues. We also extend some of the results in Part 3 to these analogues (see Corol-

laries 9.11, 9.30, 9.36 and 9.43).

In Part 4, we use Rubin’s Theorem (see Corollary 5.50) to study the automorphisms of the Brin-

Thompson groups dVn (see Definition 10.2 and [7]). In [3] it was shown that, via Rubin’s Theorem,

it is possible to categorise which homeomorphisms of the Cantor set correspond to automorphisms of

the Higman-Thompson groups Gn,r. This description is based on the combinatorial properties of the

minimum transducers representing these homeomorphisms as described in [15].

We extend the notion of a transducer given in [15] so as to allow transducers to describe continuous

maps on “higher dimensional” Cantor spaces (see Theorem 11.16). We then extend the methods of

[3] to give an analogous description of the groups Aut(dVn) (see Theorem 12.18). We then use this

description to draw an algebraic connection between the outer automorphism groups of the groups

dVn for different values of d (see Theorems 14.19 and 14.18).
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Part 2. Assumed Knowledge and Definitions

The purpose of this part is to establish the previously known results from the literature which we

need for later parts, as well as introducing some relevant notation and terminology. It is also assumed

that the reader is familiar with the following concepts:

• Zorn’s Lemma.

• Cardinals and taking the cardinalities of arbitrary sets (the cardinality of a set X is denoted

by |X|).
• The claims about compact and Hausdorff spaces in Remark 3.18.

• Brouwer’s Theorem (Theorem 3.20).

• The Baire Category Theorem (Theorem 3.28).

In the Hilbert cube subsection (9.5) of Part 3 we also make use of Theorem 9.27 (Theorem 5.2.4 of

[34]), and in the boolean algebra subsection (9.7) we make use of the Stone Duality Theorem (9.41)

but no other subsections of this document are dependent on these results.

1. Sets

Most of the concepts in this section are well-known. However it will be important (particularly in

Part 3) that the reader is comfortable with how these objects are viewed in this thesis. At times we

will write “:=” instead of “=” to indicate that the given equality if defining the object on the left.

Definition 1.1 (Numbers).

We denote the set of natural numbers (including 0) by N. We also denote the set of integers by Z, the

set of rational numbers by Q, and the set of real numbers by R.

If a, b ∈ R, then we write [a, b], (a, b], [a, b) or (a, b) to denote the usual closed, half-open and open

intervals in R. If a, b ∈ Z, then {a, a+ 1, . . . , b} :=
{
i ∈ Z

∣∣∣ a ≤ i ≤ b}.

Definition 1.2 (Power set).

If X is a set, then we denote the power set of X (the set of subsets of X) by P(X).

Definition 1.3 (Functions, Assumed Knowledge: 1.2).

If X,Y are sets, then we say that f is a function from X to Y (denoted f : X → Y ) if f is a subset

of the set X × Y which satisfies the following condition:

(1) For all x ∈ X, there is a unique y ∈ Y with (x, y) ∈ f .

We will compose our functions from left to right. Note that we later (Definition 1.5) define the set

X × Y using functions, so this is technically a circular definition. Formally this can be avoiding by

defining X × Y without the use of functions first and then redefining the notation later, but we avoid

doing this for simplicity.

Definition 1.4 (Function sets, Assumed Knowledge: 1.3).

If X and Y are sets, then we define XY to be the set of all functions from Y to X. If Y is a natural

number n, then we treat n as the set {0, 1, . . . n− 1} for these purposes.

Definition 1.5 (Product sets and projection maps, Assumed Knowledge: 1.4).

If (Xi)i∈I are sets, then we define

∏
i∈I

Xi :=

t ∈
(⋃
i∈I

Xi

)I ∣∣∣∣∣∣ for all i ∈ I we have (i)t ∈ Xi

 .
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Note that if X,Y are sets and for all y ∈ Y we define Xy := X, then XY =
∏
y∈Y Xy. If

X0, X1, . . . , Xn−1 are sets, then we will also use the notation:

X0 ×X1 × · · · ×Xn−1 :=
∏

i∈{0,1,...,n−1}

Xi.

We will often use the notation ((0)t, (1)t, . . . , (n− 1)t), to define an element t of X0 ×X1 × . . .×Xn.

Moreover, we will generally denote the projection maps πi :
∏
j∈I Xj → Xi (defined by (t)πi = (i)t) by

πi. We rely on context for the domain of the map πi. In particular if X,Y are sets and (x, y) ∈ X×Y ,

then (x, y)π0 = x and (x, y)π1 = y.

Definition 1.6 (Binary relations, Assumed Knowledge: 1.2, 1.5).

If X and Y are sets and b ⊆ X × Y , then we say that b is a binary relation from X to Y (or a binary

relation on X if X = Y ). Let b be a binary relation from a set X to a set Y . If S ⊆ X, then we define

the image of S under b by

(S)b :=
{
y ∈ Y

∣∣∣ there is x ∈ S with (x, y) ∈ b
}
.

If S ⊆ P(X), then we similarly define the image of S by (S)b :=
{

(A)b
∣∣∣ A ∈ S}, we also extend this

to P(P(X)),P(P(P(X))) etc. We define the inverse of b by

b−1 :=
{

(y, x) ∈ Y ×X
∣∣∣ (x, y) ∈ b

}
.

If b′ is a binary relation from Y to another set Z, then we define the composition of b and b′ by

bb′ :=
{

(x, z) ∈ X × Z
∣∣∣ there is y ∈ Y with (x, y) ∈ b and (y, z) ∈ b′

}
.

We define the domain, image and kernel of b by dom(b) := (Y )b−1, img(b) := (X)b and ker(b) :={
(x, y) ∈ dom(b)2

∣∣∣ ({x})b = ({y})b
}

respectively. Note that functions are examples of binary relations

and composition of functions is a special case of composition of binary relations, so these definitions

can be applied to functions.

If b is a binary relation from X to Y and S is a set, then we define the restriction of b to S by

b �S := b ∩ (S × Y ).

We denote the relation
{

(x, x)
∣∣∣ x ∈ X} by idX (this relation is often called the identity function,

the diagonal relation or equality relation on X). We say that a binary relation b from X to Y is

surjective if img(b) = Y and injective if ker(b) = idX . If f is a function, then we say that f is bijective

if it is both injective and surjective.

Definition 1.7 (Countable, Assumed Knowledge: 1.1, 1.6).

We say that a set X is countable if there is an injective function from X to N. In particular, finite sets

are countable.

Definition 1.8 (Union and intersection conventions).

If X is a set, then we define ⋃
X :=

⋃
S∈X

S, and
⋂
X :=

⋂
S∈X

S.

Where
⋃
S∈∅ S = ∅, and

⋂
S∈∅ S will be the “universe” or “space” we are working in (when this is

ambiguous the notation is avoided).
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Definition 1.9 (Complement).

If X is a set and S ⊆ X, then we will denote the complement of S in X by Sc. That is

Sc := X\S =
{
x ∈ X

∣∣∣ x /∈ S} .
In the rare cases when the set X is ambiguous the notation Sc is avoided.

Definition 1.10 (Types of binary relation, Assumed Knowledge: 1.6).

Suppose that X is a set and b is a binary relation on X. We will use the following terms to describe

these potential properties of b:

(1) Reflexive: if x ∈ X then we have (x, x) ∈ b.
(2) Transitive: if (x, y) ∈ b and (y, z) ∈ b we also have (x, z) ∈ b.
(3) Anti-Symmetric: if (x, y) ∈ b and (y, x) ∈ b then x = y.

(4) Symmetric: if (x, y) ∈ b then (y, x) ∈ b.
(5) Total: if x, y ∈ X then either (x, y) ∈ b or (y, x) ∈ b.

We say that b is a preorder if it is reflexive and transitive. We say that a preorder b is a partial order

if it is anti-symmetric. We say that a preorder b is an equivalence relation if it is symmetric. We say

that a partial order b is a total order if it is total. If ≤ is one of these types of binary relations we will

often write x ≤ y to mean (x, y) ∈ ≤, and x < y to mean that x, y are distinct and satisfy x ≤ y.

If X is a set and ≤ is a partial order on X, then we say that x ∈ X is

(1) Minimum if x ≤ y for all y ∈ X.

(2) Minimal if for all y ∈ X we have y ≤ x⇒ y = x.

(3) Maximum if y ≤ x for all y ∈ X.

(4) Maximal if for all y ∈ X we have x ≤ y ⇒ y = x.

If ∼ is an equivalence relation on a set X and x ∈ X, then we define the equivalence class of x by

[x]∼ :=
{
y ∈ X

∣∣∣ x ∼ y}. Furthermore we define X/ ∼ :=
{

[x]∼

∣∣∣ x ∈ X}, and we define the index of

∼ to be |X/ ∼ |.
Definition 1.11 (Filters, Assumed Knowledge: 1.10).

Suppose that (X,≤) is a partially ordered set. We say that a subset F of X is a filter if:

(1) For all x, y ∈ F , there is z ∈ F with z ≤ x and z ≤ y.

(2) If z ∈ X and there is x ∈ F with x ≤ z, then z ∈ F .

We say that a filter F on X is proper if F 6= X, and we say that F is a ultrafilter if it is maximal

(with respect to containment) among the proper filters on X.

Filters are often considered on the power set of some set ordered by inclusion, in this case it follows

from Zorn’s Lemma that every proper filter in contained in an ultrafilter.

2. Categories

We will use many categories throughout this document. In particular we introduce a category of

transducers which is used heavily throughout Part 4, and we have a categorical perspective when

discussing clones in Part 3. Most of the categories of this document have products (Definition 2.3).

We make heavy use of this fact throughout the document and in particular the notation

〈(fi)i∈I〉P
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(where I is an index set, (fi)i∈I are morphisms with a common source object, and P is a product

object) will be used heavily.

The following lengthy “Definition” is for the purposes of those who (like the author) are scared

when proper classes are used at length. If the reader is comfortable with proper classes then they are

encouraged to skip it.

Definition 2.1 (Proper classes, Assumed Knowledge: 1.3, 1.5).

If P is a property which assigns the value true or false to every set (being countable for example), then

it will often be useful to talk simultaneously about all the sets which satisfy P . We will informally use

the term class to simultaneously refer to all the sets with some property. Recall that every element of

a set is itself a set, we make no distinction between a set S and the class associated with the property

of being an element of S. Many classes are not sets, a famous example being the class of sets which

do not contain themselves. We refer to a class that is not a set as a proper class. If C is a class defined

by a property P , then we will often write c ∈ C or P (c) to mean that c satisfies P .

As proper classes are not formal ZFC objects, much care is required when working with them.

Nevertheless as we will see later, many natural and useful examples of categories make use of proper

classes. Thus it will be useful to be able to make subclasses, tuples of classes, products of classes, and

make functions between classes.

Note that we cannot define a function whose image consists of classes. In particular when we give

subscripts to classes here we are not defining a function, we are only saying that we allow this notation

at different times with a different number of classes being discussed.

(1) If A,B are classes defined by properties PA, PB respectively, then we say that A is a subclass

of B if PA implies PB .

(2) If C0, C1, . . . , Cn−1 are classes (including at least one proper class) defined by the properties

P0, P1, . . . , Pn−1 respectively, then we write

(C0, C1, . . . , Cn−1)

to refer to the class of pairs (ci, i) where ci satisfies property Pi. This is very different to how

tuples where defined for sets (Definition 1.5), it is in fact much more like how disjoint unions

are typically defined, but all that will matter in this document is that our original classes are

“recoverable” from this class. Note that Ci is the class of c such that (c, i) ∈ (C0, C1, . . . , Cn−1).

(3) If C0, C1, . . . , Cn−1 are classes defined by the properties P0, P1, . . . , Pn−1 respectively, then we

write

C0 × C1 × . . .× Cn−1

to refer to the class of n-tuples (c0, c1, . . . , cn−1) such that each ci is a set which satisfies prop-

erty Pi. Note that in the case that our classes are sets, this definition agrees with Definition 1.5.

(4) If A,B are classes defined by properties PA, PB respectively, then we say that f : A → B is

class function to mean that f is a subclass of A×B and for all a ∈ A, there is a unique b ∈ B
with (a, b) ∈ f . If a ∈ A, then we write (a)f to denote the unique b ∈ B with (a, b) ∈ f . Note

that this agrees with Definition 1.3.

Definition 2.2 (Categories and functors, Assumed Knowledge: 2.1).

We say that C is a category to mean that C is a tuple (OC ,MC , sC , tC , ◦C), where
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(1) OC is a class (called the objects of the category).

(2) MC is a class (called the morphisms of the category).

(3) sC : MC → OC and tC : MC → OC are class functions (which assign to morphisms a source

and target respectively).

(4) CompC is the subclass ofMC×MC consisting of those (m0,m1) with (m0)tC = (m1)sC (called

the composable pairs).

(5) ◦C : CompC →MC is a class function (called composition) such that if (a, b), (b, c) ∈ CompC

then

((a, b)◦C)sC = (a)sC , ((a, b)◦C)tC = (b)tC , ((a, b)◦C , c)◦C = (a, (b, c)◦C) ◦C .

(6) For all O ∈ OC , there is a unique 1O ∈ MC such that (1O)sC = (1O)tC = O and if

(1O,m0), (m1, 1O) ∈ CompC then

(1O,m0)◦C = m0 and (m1, 1O)◦C = m1.

If C is a category and A,B are objects of C, then we say A,B are isomorphic in C if there are

morphisms fA, fB of C with

(fA, fB)◦C = 1A and (fB , fA)◦C = 1B .

If A,B are categories, then we write f : A → B is a functor to mean that f is a tuple (fO, fM) where

(1) fO : OA → OB is a class function.

(2) fM :MA →MB is a class function.

(3) For all a, b ∈ CompC and O ∈ OC we have

(1O)fM = 1(O)fO , ((a)tA)fO = ((a)fM)tB, ((b)sA)fO = ((b)fM)sB

((a, b)◦A)fM = ((a)fM, (b)fM) ◦B .

We say that a category is small if it is a tuple of sets and big if it is not.

The notation πi in the following definition is used because in the category of sets and functions (see

Example 2.4) the natural projection maps are precisely theses maps from Definition 1.5. While these

are not the only products or projection maps, all concrete examples discussed in this document will be

(essentially) of this type. For example in Definition 11.14, the projections will not even be functions,

but they are triples of the usual projection maps.

Definition 2.3 (Categorical products, Assumed Knowledge: 1.1, 2.2).

If C is a category, I is a set and (Oi)i∈I are objects of C, then a product of (Oi)i∈I in C is a pair

(P, (πi)i∈I) such that

(1) P is an object of C (called the product object).

(2) For each i ∈ I, πi is a morphism of C with source P and target Oi (called the projection

morphisms).

(3) If B is an object of C and (fi)i∈I are morphisms of C with fi : B → Oi, then there is a unique

morphism 〈(fi)i∈I〉P : B → P of C such that

(〈(fi)i∈I〉P , πi)◦C = fi

for all i ∈ I.
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The morphism described in the third condition above is dependant not only on the product object P ,

but also on the choice of projection morphisms. However in this document we will never consider a

single object as a product in multiple ways so the notation with always be unambiguous.

We are often interested in the cases when I is {0, 1, . . . , n− 1} for some n ∈ N. In this case we will

often write 〈f0, f1, . . . , fn−1〉P instead of 〈(fi)i∈{0,1,...,n−1}〉P .
Example 2.4 (Important categories, Assumed Knowledge: 1.5, 2.2, 2.3).

The most notable example of a category is the category of sets and functions. All sets are objects of

this category and the morphisms are tuples (A, f,B) where f : A→ B is a function. The source and

target of (A, f,B) are A,B respectively, and the composition of (A, f,B), (B, g, C) is (A, fg, C). We

cannot simply use functions as the morphisms of this category because the target of a function is not

deducible from the function itself, however we will sometimes abuse language and treat functions as

morphisms to avoid clunky notation. As one would expect this category has products for arbitrary

collections of sets and they are precisely as described in Definition 1.5.

The “category of categories and functors” is also a natural candidate, but this fails to be a category

as big categories cannot be elements of classes. However small categories and functors do form a

category in the natural fashion.

3. Topology

This section consists mostly of introducing terminology and facts from topology which will be using

throughout the document. Polish spaces (3.25) will be of particular interest, and Baire Category (3.28)

plays a prominent role in the study of these spaces.

In our view of topology we are occasionally interested the topology of a space as an object in its own

right. For example in the Rubin construction (5.47) the partial order on a given topology is crucial,

and in Part 3 we frequently compare multiple topologies on the same set.

Definition 3.1 (Topological space, Assumed Knowledge: 1.2, 1.8, 1.9).

A topological space is a pair (X, T ) where X is a set and T ⊆ P(X) satisfies:

(1) If F ⊆ T is finite, then
⋂
F ∈ T .

(2) If S ⊆ T , then
⋃
S ∈ T .

(3) Both ∅ and X are elements of T .

In this case we say that T is a topology on X. Recall that we allow empty unions/intersections

(Definition 1.8) so the third condition above is technically redundant. When convenient we will often

identity the pair (X, T ) with the set X, particularly in the use of the symbols ∈,⊆ etc. We will refer

to elements of T as open sets and sets whose complement is in T as closed sets. If a set is both open

and closed then we will call it clopen.

Definition 3.2 (Subspaces, Assumed Knowledge: 3.1).

If (X, T ) is a topological space and A ⊆ X, then we will view A as a topological space with the

topology

T �A:=
{
U ∩A

∣∣∣ U ∈ T } .
This is called the subspace topology on A.

Definition 3.3 (Continuous maps and homeomorphisms, Assumed Knowledge: 1.6, 2.2, 2.4, 3.1).

If X and Y are topological spaces, then we say that a function f : X → Y is continuous if whenever
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U ⊆ Y is open, (U)f−1 is also open. We say that f is a homeomorphism if it is a bijection and f−1 is

also continuous (in this case we say that X and Y are homeomorphic).

It is routine to verify that topological spaces and continuous maps form a category (2.2), and

homeomorphisms are the isomorphisms of this category.

Definition 3.4 (Closure and interior, Assumed Knowledge: 3.1).

If X is a topological space and S ⊆ X, then we define

S− :=
⋂{

F ⊆ X
∣∣∣ F is closed and F ⊇ S

}
, S◦ :=

⋃{
U ⊆ X

∣∣∣ U is open and U ⊆ S
}
.

These are called the closure and interior of S respectively. Note that the closure of a set is always

closed and the interior of a set is always open. We often use these notations together with the notation

for complement (1.9) horizontally together in one superscript to denote doing them in succession, for

example S−c(= Sc◦) denotes the complement of the closure of the set S.

Definition 3.5 (Neighbourhoods, Assumed Knowledge: 3.4).

If X is a topological space S ⊆ X and x ∈ X, then we say that S is a neighbourhood (often written

nbhd) of x if x ∈ S◦. We denote the set of all neighbourhoods of x by NbhdsX(x). Note that a set S

is open if and only if S is a neighbourhood of each of its elements.

The set of neighbourhoods (3.5) of a point in a topological space form a filter (1.11). We will later

see that it is precisely these filters which allow the Rubin construction (5.47) to construct the elements

of Rubin spaces.

Definition 3.6 (Discrete and trivial topologies, Assumed Knowledge: 3.1).

If X is a set, then the discrete topology on X is P(X) and the trivial topology on X is {∅, X}. A

topological space equipped with the discrete topology is called a discrete space.

Definition 3.7 (Subbasis, Assumed Knowledge: 3.1, 3.6).

Suppose that X is a set, B is a collection of subsets of X, and T is the smallest topology on X

containing B (this topology always exists because B is contained in the discrete topology on X). In

this case we say that B is a subbasis for T or that T is the topology generated by B.

Definition 3.8 (Basis, Assumed Knowledge: 3.7).

Suppose that X is a set, B is a collection of subsets of X, and T =
{⋃

S
∣∣∣ S ⊆ B} is a topology. In

this case we say that B is a basis for T . In particular any basis for a topology is a subbasis for that

topology. Also if S is a subbasis for a topology T on X, then
{⋂

F
∣∣∣ F ⊆ S is finite

}
is a basis for T .

Definition 3.9 (Second countable, Assumed Knowledge: 1.7, 3.8).

We say that a topology/topological space is second countable if the topology admits a countable basis.

Definition 3.10 (Isolated points, Assumed Knowledge: 3.1).

If X is a topological space and x ∈ X, then we say that x is an isolated point of X if {x} is open.

Definition 3.11 (Product topology, Assumed Knowledge: 1.5, 2.3, 3.3, 3.7).

If (Xi)i∈I are topological spaces, then we view
∏
i∈I Xi as a topological space with the topology

generated by the sets of the form (U)π−1
i where U is open in Xi. We call this topology the pointwise

topology or the product topology.

Note that (with respect to the product topology) the projections maps are all continuous and map

open sets to open sets. It is routine to verify that this construction gives a categorical product in the

category of topological spaces and continuous functions (see Definition 2.3).
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As we will see later, the products above are very useful for constructing continuous maps. They are

also very useful for proving that nice looking maps are indeed continuous, as we can often show that they

are continuous by constructing them as compositions of maps of the form 〈f, g〉P (see Definition 2.3)

for appropriate choices of f, g and P .

Definition 3.12 (Union topology, Assumed Knowledge: 3.2).

If (Xi)i∈I are disjoint topological spaces, then we view
⋃
i∈I Xi as a topological space with the topology{

U ⊆
⋃
i∈I

Xi

∣∣∣∣∣ U ∩Xi is open in Xi for all i ∈ I

}
.

We call this topology the disjoint union topology.

It is routine to verify that this is a topology and for all i ∈ I, the original topology on Xi agrees

with the subspace topology on Xi ⊆
⋃
i∈I Xi.

Definition 3.13 (Zero-dimensional, Assumed Knowledge: 3.7).

We say that a topological space X is zero-dimensional if it has a subbasis consisting of clopen sets.

Definition 3.14 (Hausdorff, Assumed Knowledge: 1.6, 3.5, 3.11, 3.18).

We say that a topological space X is Hausdorff if one of the following equivalent (see Remark 3.18)

conditions holds :

(1) If x, y ∈ X and x 6= y, then there exist disjoint neighbourhoods Ux, Uy of x and y respectively.

(2) The diagonal idX (recall Definition 1.6) of X is a closed subset of X ×X.

Definition 3.15 (Fréchet, Assumed Knowledge: 3.1).

We say that a topological space X is Fréchet if for all x ∈ X, the set {x} is a closed subset of X.

The notion of a Fréchet space is a weakening of the notion of a Hausdorff space which is particularly

useful as it gives us concrete examples of sets which must be open/closed with respect to our topology.

In particular in Part 3, we will often make use of the observation that every finite subspace of a Fréchet

space is discrete.

Definition 3.16 (Compact, Assumed Knowledge: 1.2, 1.11, 3.1, 3.5, 3.18).

We say that a topological space X is compact if any of the following equivalent (see Remark 3.18)

conditions holds:

(1) If S is a collection of open subsets of X with
⋃
S = X, then there is a finite F ⊆ S with⋃

F = X.

(2) If S is a collection of closed subsets of X and
⋂
F 6= ∅ for all finite F ⊆ S, then

⋂
S 6= ∅.

(3) If F is a proper filter on (P(X),⊆), then there is a proper filter F ′ on (P(X),⊆) and x ∈ X
such that NbhdsX(x) ∪ F ⊆ F ′.

Definition 3.17 (Locally compact, Assumed Knowledge: 3.2, 3.16).

We say that a topological space X is locally compact if every element of X has a compact neighbour-

hood.

Proposition 3.18 (Compactness and Hausdorffness facts, Assumed Knowledge: 1.11, 3.3, 3.11, 3.14,

3.16).

The following facts about compactness and Hausdorffness are well known and we use them frequently

throughout the document.

(1) The three definitions of compactness given in Definition 3.16 are equivalent.
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(2) The two definitions of Hausdorffness given in Definition 3.14 are equivalent.

(3) If φ : X → Y is a continuous bijection between compact Hausdorff spaces then φ−1 is also

continuous (Theorem 26.6 of [25]).

(4) A closed subspace is a compact space is compact (Theorem 26.2 of [25]).

(5) A continuous image of a compact space is compact (Theorem 26.5 of [25]).

(6) A compact subspace of a Hausdorff space is closed (Theorem 26.3 of [25]).

(7) An arbitrary product of Hausdorff spaces is Hausdorff.

(8) An arbitrary product of compact spaces is compact (Tychonoff’s Theorem) (Theorem 37.3 of

[25]).

(9) If X is a compact Hausdorff space and x ∈ X then every neighbourhood of x contains a compact

neighbourhood of x (Theorem 26.4 of [25]).

(10) If X is a compact topological space and F is an ultrafilter (Definition 1.11) on X, then there

is x ∈ X such that NbhdsX(x) ⊆ F .

Proof. (1) : For (1) ⇐⇒ (2) see Theorem 26.9 of [25]. The equivalence of (2) and (3) follows from

the observation that a filter F ⊆ P(X) is proper if and only if ∅ /∈ F , and thus NbhdsX(x) ∪ F is

contained in a proper filter if and only if x ∈
⋂
S∈F S

−.

(2) : Note that x, y ∈ X and x 6= y, then Ux, Uy are neighbourhoods of x, y respectively if and only

if Ux × Uy is a neighbourhood of (x, y). Moreover Ux, Uy are disjoint if and only if Ux × Uy is disjoint

from idX .

(7) : Let (Xi)i∈I be Hausdorff topological spaces. If x, y ∈
∏
i∈I Xi, and i ∈ I is such that

(x)πi 6= (y)πi, then there are disjoint neighbourhoods Ux, Uy of (x)πi, (y)πi respectively (in Xi). The

sets (Ux)π−1
i and (Uy)π−1

i are then the required neighbourhoods of x and y.

(10) : This is immediate from the third definition of compactness in Definition 3.16. �

Definition 3.19 (Cantor space, Assumed Knowledge: 3.11, 3.6).

We define the Cantor space 2N to be the set {0, 1}N with the product topology (where {0, 1} has the

discrete topology).

Theorem 3.20 (Brouwer’s Theorem, Assumed Knowledge: 3.3, 3.9, 3.10, 3.13, 3.14, 3.16, 3.19).

Any second countable, zero-dimensional, Hausdorff, compact topological space with no isolated points

is homeomorphic to either ∅ or 2N.

There are many known proofs of Brouwer’s Theorem, see for example Theorem 7.4 of [20].

Definition 3.21 (Metric spaces, Assumed Knowledge: 1.1, 1.5).

If (X, d) is a pair where d : X ×X → [0,∞) is a function satisfying the following for all x, y, z ∈ X:

(1) (x, y)d = 0 ⇐⇒ x = y.

(2) (x, y)d = (y, x)d.

(3) (x, z)d ≤ (x, y)d+ (y, z)d.

then we call (X, d) a metric space and we call d a metric on X.

Definition 3.22 (Topology of a metric space, Assumed Knowledge: 3.7, 3.21).

If (X, d) is a metric space, then we define the topology induced by d to be the topology T generated

by the sets of the form

Bd(x, r) :=
{
y ∈ Y

∣∣∣ (x, y)d < r
}
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for all (x, r) ∈ X × R. In this case we say that T is compatible with d. We will always assume a

metric space is equipped with this topology unless otherwise stated. We say that a topological space

is metrizable if it is compatible with a metric.

Definition 3.23 (Convergence of sequences, Assumed Knowledge: 3.5, 3.22).

If X is a topological space and (xi)i∈N is a sequence of points in X, then we say that (xi)i∈N converges

to a limit x ∈ X (written (xi)i∈N → x) if:

(1) For all N ∈ NbhdsX(x), the set
{
i ∈ N

∣∣∣ xi /∈ N} is finite.

This concept is particularly useful in metrizable spaces as in these cases a function is continuous if and

only if it preserves limits of sequences.

Definition 3.24 (Complete metric, Assumed Knowledge: 3.23, 3.22).

Let (X, d) be a metric space. A sequence (xi)i∈N in X is called Cauchy if it satisfies the following

condition:

(1) For all ε > 0 there is N ∈ N such that for all n,m ≥ N we have (xn, xm)d ≤ ε.

We say that d is complete if all Cauchy sequences in (X, d) converge.

Definition 3.25 (Polish spaces, Assumed Knowledge: 3.9, 3.24).

We say that a topological space X is Polish, if it is second countable and there is a complete metric

on X which induces its topology.

Note that it is not true in general that if X is a Polish space, then all metrics compatible with X

are complete. For example the open unit interval with the standard metric is not complete but it is

homeomorphic to R which is complete with respect to the standard metric.

Definition 3.26 (Denseness, Assumed Knowledge: 3.4).

Suppose that X is a topological space and A,B ⊆ X. We say that A is dense in B if B ⊆ A−.

We say that A is somewhere dense (in X) if it is dense in a non-empty open subset of X (equivalently

if A−◦ 6= ∅). We say that A is nowhere dense (in X) if A is not somewhere dense (in X) (equivalently

if A−c = Ac◦ is dense in X).

Definition 3.27 (Meagreness, Assumed Knowledge: 1.7, 3.26).

If X is a topological space and A ⊆ X, then we say that A is meagre (in X) if A is a countable union

of nowhere dense sets (or equivalently if A is disjoint from the intersection of a countable collection of

dense open sets).

We say that A is comeagre if Ac is meagre in X (or equivalently if A contains a countable intersection

of dense open sets).

Theorem 3.28 (Baire Category Theorem, Assumed Knowledge: 3.22, 3.24, 3.27).

If X is a topological space which is compatible with a complete metric, then all comeagre subsets of X

are dense in X.

There are many known proofs of the Baire Category Theorem, see for example Theorem 8.4 of [20].

Definition 3.29 (Almost containment, Assumed Knowledge: 1.10, 3.27).

If X is a topological space, then we define a preorder .X on the subsets of X by

A .X B ⇐⇒ there exists C comeagre in X such that A ∩ C ⊆ B ∩ C.
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We also say A ≈X B if A .X B .X A. This notation is of particularly use due to the following

observations:

A ≈X B ⇐⇒ there is C comeagre in X with C ∩A = C ∩B,

A ≈X ∅ ⇐⇒ A is meagre in X,

A ≈X X ⇐⇒ A is comeagre in X.

Remark 3.30 (Meagreness in subspaces, Assumed Knowledge: 3.2, 3.29).

If X is a topological space and A ⊆ B are subspaces of X, then A ≈B ∅ implies that A ≈X ∅ (the

converse is not always true).

We conclude this section with a proof of the Kuratowski-Ulam Theorem which we will use when

giving a proof that all homomorphisms from groups with ample generics to second countable groups

are continuous (Theorem 5.38).

The converse of the Kuratowski-Ulam Theorem also holds for sets which are almost open (Defini-

tion 4.21). However we only provide the version of the result which we will be needing. For more

information see for example Theorem 8.41 of [20].

Theorem 3.31 (Kuratowski-Ulam, Assumed Knowledge: 3.9, 3.11, 3.29).

Suppose that X,Y are second countable topological spaces and C ≈X×Y X × Y . Then

X ≈X
{
x ∈ X

∣∣∣ ({x} × Y ) ≈({x}×Y ) ({x} × Y ) ∩ C
}
.

Proof. Let (Bi)i∈N be a countable basis for Y . Let (Ui)i∈N be a sequence of dense open subsets of

X × Y such that

C ⊇
⋂
i∈N

Ui.

For all i, j ∈ N let Di,j := (Ui ∩ (X ×Bj))π0. As π0 maps open sets to open sets, the sets Di,j are all

open. Moreover as π0 is a continuous surjection and each of the sets Ui ∩ (X ×Bj) is dense in X ×Bj ,
the sets Di,j are dense in X. So for all i, j ∈ N we have Di,j ≈X X and thus⋂

i,j∈N
Di,j ≈X X.

Whenever x ∈ Di,j it follows that Ui ∩ (X × Bj) ∩ ({x} × Y ) 6= ∅. So if x ∈
⋂
i,j∈NDi,j then

Ui ∩ ({x} × Y ) is open and dense in {x} × Y for all i ∈ N. The result follows. �

4. Structures

In this section, we introduce the model theoretic view of the structures we will be working with.

This allows us to talk about topological structures and define notation in a more general context. This

will be useful as while we are primarily concerned with groups and semigroups we will occasionally

need to use other types of structures.

Definition 4.1 (Signature, Assumed Knowledge: 1.1, 1.5).

A signature is a 3-tuple σ = (Fσ, Rσ, arσ), where

(1) Fσ is a set (whose elements are called function symbols or operation symbols).

(2) Rσ is a set (whose elements are called relation symbols) disjoint from Fσ.

(3) arσ : Fσ ∪Rσ → N is a function (assigns each symbol an arity).
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Definition 4.2 (Structure, Assumed Knowledge: 4.1).

If σ is a signature, then we say that M = (M,σ, I) is a σ-structure if

(1) M is a set (called the universe of M).

(2) I : Fσ ∪Rσ →
⋃
n∈N

(
MMn ∪ P(Mn)

)
is such that

(F )I ∈MMn

⇐⇒ (F ∈ Fσ and (F ) arσ = n) and

(R)I ∈ P(Mn) ⇐⇒ (R ∈ Rσ and (R) arσ = n).

The idea being that I interprets each element of Fσ as an operation and each element of Rσ as a

relation. If S ∈ Fσ ∪Rσ then we will use the notation SM to denote (S)I. We often treat a structure

M as if it where equal to its universe M for ease of notation. We say that a σ-structure is algebraic if

Rσ = ∅.

Definition 4.3 (Homomorphisms, Assumed Knowledge: 1.6, 2.2, 2.3, 4.2).

If X and Y are σ-structures and f : X→ Y is a function, then we say that f is a homomorphism if for

all F ∈ Fσ and R ∈ Rσ we have

FX ◦ f = f (F ) arσ ◦ F
Y and (RX)f (R) arσ ⊆ R

Y

where fn := 〈(πif)i∈{0,1,...,n−1}〉Xn (recall Definition 2.3). We say that a homomorphism is a embed-

ding if it is injective and the containment above can be strengthened to (RX)f (R) arσ = RY∩(img(f)n).

We say that a homomorphism is an isomorphism if it is a surjective embedding. If there is an

isomorphism between structures X and Y, then we say that they are isomorphic (denoted X ∼= Y).

It is routine to verify that for a signature σ, the class of σ-structures and homomorphisms forms a

category (2.2), and the notions of isomorphism from Definitions 2.2 and 4.3 coincide.

Definition 4.4 (Semigroup signature, Assumed Knowledge: 4.1).

We define σS to be the signature ({∗},∅, {(∗, 2)}), where ∗ is some fixed symbol. The choice of ∗ is

not very important, but for example one could define ∗ := (19, 20, 01, 18).

Definition 4.5 (Semigroups and monoids, Assumed Knowledge: 4.4).

We say a σS-structure S is a semigroup if for all a, b, c ∈ S we have ((a, b)∗S , c)∗S = (a, (b, c)∗S)∗S . If

S is a semigroup, and a, b ∈ S then we will often write ab as an abbreviation of (a, b)∗S .

If S is a semigroup and s ∈ S, then we define the maps ρs : S → S and λs : S → S by (t)ρs = ts, and

(t)λs = st for all t ∈ S. These maps are dependent on the semigroup S but when used the intended

semigroup is to be inferred from context.

If S is a semigroup and there is an element e ∈ S such that ea = ae = a for all a ∈ S, then we say

that S is a monoid and e is an identity for S. It is routine to verify that if M is a monoid then it has

a unique identity element, we will denote this element by 1M .

Definition 4.6 (Inverse semigroup signature, Assumed Knowledge: 4.4).

We define the σI to be the signature ({∗, ι},∅, {(∗, 2), (ι, 1)}) (extending the signature σS) where ι is

some fixed symbol. The actual value of the symbol ι is not very important, but for example one could

define ι := (09, 14, 22, 05, 18, 19, 05).

Definition 4.7 (Inverse semigroup, Assumed Knowledge: 4.6).

We say a σI -structure S = (S, σI , I) is an inverse semigroup if (S, σS , I �{∗}) is a semigroup and for
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all a, b ∈ S we have

((a)ιS)ιS = a, a (a)ιS a = a, a (a)ιS b (b)ιS = b (b)ιS a (a)ιS.

If S is an inverse semigroup and a ∈ S, then we will usually denote (a)ιS by a−1 for brevity.

Definition 4.8 (Units, Assumed Knowledge: 4.2, 4.5, 4.9).

If S is a semigroup and g ∈ S, then we say that g is a unit if there is an element g−1 ∈ S (called the

inverse of g) such that for all s ∈ S we have g−1gs = s = sgg−1. It is routine to verify that the inverse

of any unit is unique.

Definition 4.9 (Groups, Assumed Knowledge: 4.7, 4.8).

It is routine to verify that if S is a semigroup, then the set of units U(S) of S is a substructure of S.

We consider U(S) to be an inverse semigroup with the added unary operation being the map sending

an element to its inverse.

We refer to the inverse semigroup U(S) as the group of units of S, and we say that an inverse

semigroup is a group if it is the group of units of a semigroup. Note that if G is a group and g ∈ G,

then gg−1 is an identity for G.

It is important to note that (as defined in this section), we do not consider groups or inverse

semigroups to be the same objects as the semigroups obtained from them by removing their inverse

operation. It will be important to keep this distinction in mind as it will have a real impact when we

start talking about topological groups and topological inverse semigroups.

4.1. Topological structures.

Definition 4.10 (Topological structures, Assumed Knowledge: 2.2, 3.11, 4.2, 4.3, 4.9).

A topological σ-structure S is a pair (S, TS), where

(1) S is a σ-structure.

(2) TS is a topology on S.

(3) For all F ∈ Fσ, the function F S is continuous with respect to TS and the corresponding product

topology.

(4) For all R ∈ Rσ the set RS is closed with respect to TS and the corresponding product topology.

In this case we say that TS is compatible with S. We will use the established structure terminology

and topology terminology for topological structures by ignoring the topological or structural part of

the object as required. For example a topological group is a topological structure whose underlying

structure is a group, and we consider a topological structure to be discrete if its associated topology

is discrete.

We will sometimes think of a topological space as a topological structure in the signature with no

symbols, and think of a structure without topology as a discrete structure.

If f : S→ T is a function between topological structures which is both a homeomorphism of spaces

and an isomorphism of structures, then we call f a topological isomorphism.

Topological structures and continuous homomorphisms form a category (2.2), this is essentially the

intersection of the usual categories of structures and topological spaces.

Definition 4.11 (Substructures, Assumed Knowledge: 4.10).

If S is a topological σ-structure and M ⊆ S is closed under the operations {F S : F ∈ Fσ}, then we say
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that M is a topological substructure of S, and we view M is a topological structure in the signature σ

by restricting the operations, relations and topology in the natural fashion.

One should verify that such an object always satisfies the conditions required to be a topological

structure. This follows from the observation that if X is a topological space, A ⊆ X and V is a set,

then the topology on AV is the same regardless of whether we view it as a subspace of a power of X

or a power of a subspace of X.

The following example of a topological structure is particularly important as many of the topological

semigroups discussed in Part 3 are topological substructures of it.

Example 4.12 (Binary relation monoids are topological, Assumed Knowledge: 1.6, 3.5, 3.7, 4.5,

4.10).

If X is a set, then we define BX to be the monoid of binary relations from X to X, with composition

as the binary operation (recall Definition 1.6). We define T BX to be the topology X generated by the

sets of the form

Ux,y :=
{
b ∈ BX

∣∣∣ (x, y) ∈ b
}

for all x, y ∈ X. With these definitions, (BX , T BX) is a topological semigroup and moreover the map

b 7→ b−1 is continuous.

Proof. Let x, y ∈ X be arbitrary. We first need to show that the set

V :=
{

(a, b) ∈ BX
∣∣∣ ab ∈ Ux,y}

is open. Let (a, b) ∈ V be arbitrary, to conclude that V is open we need only show that V is a

neighbourhood of (a, b).

As ab ∈ Ux,y, we have (x, y) ∈ ab. Thus by the definition of ab, there is some z ∈ X such that

(x, z) ∈ a and (z, y) ∈ b. Thus (a, b) ∈ Ux,z×Uz,y. By the definition of composition of binary relations

we have Ux,zUz,y ⊆ Ux,y, thus Ux,z × Uz,y ⊆ V ◦. In particular, V is a neighbourhood of (a, b).

It remains to show that the map b 7→ b−1 is continuous. For all x, y ∈ X we have

U−1
x,y =

{
b−1 ∈ BX

∣∣∣ (x, y) ∈ b
}

=
{
b ∈ BX

∣∣∣ (y, x) ∈ b
}

= Uy,x.

Thus the map b→ b−1 fixes the subbasis for T BX (setwise) and hence is continuous as required. �

Example 4.13 (The full transformation monoid, Assumed Knowledge: 3.11, 4.12).

If X is a set, then we define the full transformation monoid of X to be the set XX with composition

of functions as the operation. We also define the pointwise topology PT X on XX to be the product

topology obtained by viewing each copy of X with the discrete topology. The pair (XX ,PT X) is

notably a topological subsemigroup of (BX , T BX) (recall Example 4.12),

Definition 4.14 (Product structures, Assumed Knowledge: 2.3, 3.11, 4.10).

If (Si)i∈I are topological σ-structures, then we view P :=
∏
i∈I(Si)i∈I as a topological σ-structure as

follows:

If f ∈ Fσ has (f) arσ = n and (si,0)i∈I , (si,1)i∈I , . . . (si,n−1)i∈I ∈ P then

((si,0)i∈I , (si,1)i∈I , . . . , (si,n−1)i∈I)f
P = ((si,0, si,1, . . . , si,n−1)fSi)i∈I .

If R ∈ Rσ has (R) arσ = n and (si,0)i∈I , (si,1)i∈I , . . . (si,n−1)i∈I ∈ P then

((si,0)i∈I , (si,1)i∈I , . . . , (si,n−1)i∈I) ∈ RP ⇐⇒
(
(si,0, si,1, . . . , si,n−1) ∈ RSi for all i ∈ I

)
.
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It is routine to verify that the above construction is a product in the category of topological σ-

structures and continuous homomorphisms (recall Definition 2.3).

Example 4.15 (Product of posets, Assumed Knowledge: 1.10, 4.14).

If (X,≤) is a partially ordered set (which we view as a structure in the signature with one binary

relation symbol) and n ∈ N, then the relation on Xn as given in Definition 4.14 is also a partial order

and is defined by

(x0, x1, . . . , xn−1) ≤ (y0, y1, . . . , yn−1) ⇐⇒ (xi ≤ yi for all i < n)

where x0, x1, . . . , xn−1, y0, y1, . . . , yn−1 ∈ X are arbitrary.

Definition 4.16 (Congruences and quotients, Assumed Knowledge: 1.6, 1.10, 4.11, 4.14).

If S is a structure, and ∼ is an equivalence relation on S, then we say that ∼ is a congruence on S if

∼ is a substructure of S2. In this case we view the set Q := S/ ∼ as a σ-structure (called the quotient

of S by ∼) as follows:

If f ∈ Fσ, R ∈ Rσ and s0, s1, . . . , sn−1 ∈ S then

([s0]∼, [s1]∼, . . . , [sn−1]∼)fQ = [(s0, s1, . . . , sn−1)fS]∼,

([s0]∼, [s1]∼, . . . , [sn−1]∼) ∈ RQ ⇐⇒ (([s0]∼ × [s1]∼ × . . .× [sn−1]∼) ∩RS) 6= ∅.

This is well-defined precisely because ∼ is a congruence.

For an important example of this, note that if S,T are σ-structures and f : S → T is a ho-

momorphism, then ker(f) (recall Definition 1.6) is a congruence on S. Moreover the induced map

f∗ : S/ ker(f) → T is an injective homomorphism. When this induced map f∗ is an isomorphism, we

call f a quotient map.

4.2. Polish semitopological groups are nice. In this subsection we give a proof of a key result

from the literature: That comparable Polish topologies compatible with a group are always equal

(Theorem 4.27). This fact is the primary reason we are interested in Polish spaces as opposed to

any other class. While the topological assumptions are quite strong, this result is very useful when

investigating the potential topologies on a group. While this result does not hold for semigroups in

general or even inverse semigroups, as we will see in Part 3, it will still be useful to us in these more

general algebraic contexts.

Definition 4.17 (Semitopological semigroups, Assumed Knowledge: 4.5, 4.7, 4.10, 4.12).

We define a semitopological semigroup to be a pair (S, T ) such that

(1) S is a semigroup.

(2) T is a topology on S.

(3) For all s ∈ S, the maps λs and ρs are continuous (recall Definition 4.5).

Similarly we define a semitopological inverse semigroup to be a pair (I, T ) such that (S, T ) is a

semitopological semigroup (where S the semigroup obtained by removing the unary operation of I).

In these cases we say that T is semicompatible with S or I.

For each s ∈ S let cS,s : S → S be the constant map with value s. As

λs = 〈cS,s, idS〉S2 ◦ ∗S and ρs = 〈idS , cS,s〉S2 ◦ ∗S (recall Definition 2.3)

it follows that all topologies compatible with S are also semicompatible with S.
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The contents of Lemma 4.18, Lemma 4.19 and Corollary 4.20 are well-known. However how these

facts are stated and grouped tends to vary depending on the author’s needs. For example in [20], these

facts can be found as (parts of) Proposition 3.3, Theorem 3.11, Lemma 13.2 and Lemma 13.3.

Lemma 4.18 (Nice Polish subspaces, Assumed Knowledge: 3.2, 3.25).

If (X, T ) is a Polish topological space and U ⊆ X is open or closed, then the topological space (U, T �U )

is Polish.

Proof. First observe that a subspace of a second countable space is always second countable so we

need only show that the subspaces are compatible with complete metrics. Let d be a complete metric

compatible with (X, T ). First suppose that U is closed. In this case any Cauchy sequence of (U, d �U×U )

has a limit in X, which must be an element of U due to U being closed. We next suppose that U is

open. We define a map d′ : U → R by

(x)d′ = inf
({

(x, v)d
∣∣∣ v ∈ X\U}) .

Note that if ε > 0, x, y ∈ U and (x, y)d ≤ ε then |(x)d′ − (y)d′| ≤ ε, so the map d′ is continuous.

As X\U is closed, it follows that img(d′) ⊆ (0,∞). We define a new map δ : U × U → R by

(x, y)δ = (x, y)d+

∣∣∣∣ 1

(x)d′
− 1

(y)d′

∣∣∣∣ .
It is routine to verify that δ satisfies the first two conditions of being a metric on U . For the third

condition, note that if x, y, z ∈ U , then

(x, z)δ = (x, z)d+

∣∣∣∣ 1

(x)d′
− 1

(z)d′

∣∣∣∣
≤ (x, y)d+ (y, z)d+

∣∣∣∣ 1

(x)d′
− 1

(y)d′

∣∣∣∣+

∣∣∣∣ 1

(y)d′
− 1

(z)d′

∣∣∣∣ = (x, y)δ + (y, z)δ.

If (xi)i∈N is a sequence in U , then if (xi)i∈N is Cauchy with respect to δ, then (xi)i∈N is Cauchy with

respect to d and hence converges with respect to T �U . Similarly if (xi)i∈N converges to x ∈ U with

respect to T �U , then

lim
i∈N

(x, xi)δ = lim
i∈N

(
(x, xi)d+

∣∣∣∣ 1

(x)d′
− 1

(xi)d′

∣∣∣∣) = 0.

Thus the metric δ is complete and compatible with T �U as required. �

Lemma 4.19 (More nice Polish spaces, Assumed Knowledge: 2.3, 3.11, 4.18).

Suppose that ((Xi, Ti))i∈N are Polish topological spaces and consider the space (I, TI) where I is the

intersection of the sets Xi and TI is the topology on I generated by all of the subspace topologies Ti �I .

The space
∏
i∈NXi is also Polish (with the usual product topology). Moreover, if there is a Hausdorff

space (X, T ) such that for all i ∈ N, we have Xi ⊆ X and T �Xi⊆ Ti, then TI is Polish.

Proof. For each i ∈ N, let di be a metric compatible with Xi. Then for each i ∈ N, let d′i : Xi×Xi → R
be defined by (x, y)d′i = min({(x, y)di,

1
2i }). We now define a metric d on

∏
i∈NXi by

(x, y)d = max
i∈N

((x)πi, (y)πi)d
′
i.
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It is routine to verify that this is a well defined complete metric compatible with the product topology

on
∏
i∈NXi. Thus

∏
i∈NXi is Polish. Consider the subspace

D :=

{
x ∈

∏
i∈N

Xi

∣∣∣∣∣ (x)πi = (x)πj

for all i, j ∈ N

}
=

{
x ∈

∏
i∈N

Xi

∣∣∣∣∣ (x)〈πi, πj〉X2 ∈ idX

for all i, j ∈ N

}
=
⋂
i,j∈N

(idX)〈πi, πj〉−1
X2

of
∏
i∈NXi. As (X, T ) is Hausdorff, the space D is a closed subspace of the Polish space

∏
i∈NXi.

By Lemma 4.18, it follows that D is a Polish space. It follows from the definition of D that

〈(idI)i∈N〉∏
i∈NXi

: I → D is a continuous bijection. As πi is the inverse of this map for every choice of

i ∈ N, it follows that this is a homeomorphism from I to a Polish space. The result follows. �

Corollary 4.20 (Even more nice Polish spaces, Assumed Knowledge: 2.3, 3.11, 4.18).

Suppose that (X, T ) is a Polish topological space and (Vi)i∈N are closed subsets of X. In this case the

subspace
⋂
i∈NX\Vi of (X, T ) is Polish, and the topology generated by T and all of the sets (Vi)i∈N is

also Polish.

Proof. From Lemma 4.18 each of the spaces X\Vi is Polish, so their intersection is also Polish from

Lemma 4.19.

Let i ∈ N be arbitrary. By Lemma 4.18, each of Vi and X\Vi is a Polish subspace of X. As the

topology Ti generated by T and Vi is equal to the disjoint union topology of Vi and X\Vi, it follows

that it is Polish. Thus from Lemma 4.19, it follows that the topology generated by all of the topologies

Ti is also Polish as required. �

Definition 4.21 (Almost open sets, Assumed Knowledge: 3.1, 3.29).

If X is a topological space and S ⊆ X, then we say that S is almost open if there is an open set U

such that U ≈X S (recall Definition 3.29).

Note that there is no relation between algebraic σ structures as defined earlier and σ-algebras from

the following definition.

Definition 4.22 (σ-algebras, Assumed Knowledge: 1.2, 1.7).

Suppose that X is a set and Σ ⊆ P(X) is such that

(1) If A ∈ Σ, then Ac = X\A ∈ Σ.

(2) If A ⊆ Σ is countable, then
⋃
A ∈ Σ.

(3) The empty set is an element of Σ.

In this case we say that Σ is a σ-algebra on X. Recall that we allow empty unions (Definition 1.8) so

the third condition is technically redundant.

Lemma 4.23 (cf Proposition 8.22 of [20], Almost open σ-algebra, Assumed Knowledge: 4.21, 4.22).

If X is a topological space, then the almost open subsets of X form a σ-algebra.

Proof. Let A ⊆ X be almost open. Let U be an open subset of X such that U ≈X A. Note that

U c = U c◦ ∪ (U c\U c◦) = U c◦ ∪ (U c ∩ U c◦c) = U c◦ ∪ (U c ∩ U cc−) = U c◦ ∪ (U c ∩ U−).

As U c ∩U− is closed and (U c ∩U−)◦ = U c◦ ∩U−◦ = U−c ∩U−◦ = ∅, it follows that U c ∩U− ≈X ∅.

Thus Ac ≈X U c = U c◦ ∪ (U c ∩ U−) ≈X U c◦ and so Ac is almost open.

Suppose that A is a countable collection of almost open sets. If A is empty then
⋃
A = ∅ is almost

open, otherwise let A =
{
Ai

∣∣∣ i ∈ N
}

. For each i ∈ N, let Ui be open and let Ci be comeagre such
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that Ui ∩ Ci = Ai ∩ Ci. It follows that⋃
A ≈X

(⋂
i∈N

Ci

)
∩

(⋃
i∈N

Ai

)
=

(⋂
i∈N

Ci

)
∩

(⋃
i∈N

Ui

)
≈X

⋃
i∈N

Ui.

As
⋃
i∈N Ui is open, the result follows. �

Definition 4.24 (Analytic spaces, Assumed Knowledge: 3.3, 3.25).

We say that a topological space X is analytic if it is the image of a Polish space under a continuous

map.

Lemma 4.25 (cf. Theorem 7.9 of [20], NN is a nice space, Assumed Knowledge: 1.2, 3.3, 3.25, 4.13,

4.19).

The topological space (NN,PT N) from Example 4.13 is Polish. Moreover if X is a non-empty Polish

topological space, then X is the image of a continuous map from (NN,PT N).

Proof. The fact that NN is Polish follows from the fact that N is Polish together with Lemma 4.19.

Let d be a complete metric compatible with X and let B :=
{
Ui

∣∣∣ i ∈ N
}

be a countable basis for

X consisting of non-empty sets. For each i ∈ N, we choose a fixed di ∈ Ui. As B is a basis for X, it

follows that D :=
{
di

∣∣∣ i ∈ N
}

is dense in X and so for all x ∈ X, there are sequences of points in D

converging to x.

We say that a sequence (xi)i∈N in X is strongly Cauchy if for all i ∈ N we have (xi, xi+1)d ≤ 1
2i . It

is routine to verify that strongly Cauchy sequences are Cauchy.

We now define

C :=
{
f ∈ NN

∣∣∣ (d(i)f )i∈N is a strongly Cauchy sequence
}
.

From the definition of a strongly Cauchy sequence, it follows that the subspace C of NN is closed. As

strongly Cauchy sequences are Cauchy and d is complete, it follows that the map φ : C → X given by

(f)φ = lim
i→∞

d(i)f

is well defined. It is routine to verify that the map φ is also continuous. Moreover as D is dense in X,

the map φ is surjective as well.

Let c : P(NN)\{∅} → NN be such that (S)c ∈ S for all S ∈ P(NN)\{∅}. For each f ∈ NN\C,

we define mf := max
({
m ∈ N

∣∣∣ there exists h ∈ C with h �m= f �m
})

(note that this is only well

defined because C is closed). We then define a map ψ : NN → C as follows

(f)ψ =

{
f if f ∈ C({
g ∈ C

∣∣∣ g �mf= f �mf

})
c if f 6∈ C

}
.

This map ψ : NN → C is surjective by definition, it is also routine to verify that ψ is continuous. It

follows that ψφ is a continuous surjection from NN to X as required. �

Lemma 4.26 (cf. Theorem 14.7 of [20], Lusin Separation Theorem, Assumed Knowledge: 3.2, 3.14,

4.22, 4.24, 4.25).

Suppose that (X, T ) is a Hausdorff topological space and Σ is a σ-algebra on X with T ⊆ Σ. If {U, V }
is a partition of X into analytic subspaces of (X, T ), then {U, V } ⊆ Σ.
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Proof. If U = ∅ or V = ∅, then the result is clear. Otherwise both U and V are images of non-

empty Polish spaces under continuous maps. Thus from Lemma 4.25, there are continuous maps

φU : NN → X,φV : NN → X with img(φU ) = U and img(φV ) = V .

We say A,B ⊆ X are separated by Σ if there are A′, B′ ∈ Σ such that A ⊆ A′, B ⊆ B′ and

A′ ∩B′ = ∅. It suffices to show that U and V are separated by Σ.

Claim: Suppose that (Ui)i∈N, (Vi)i∈N are sequences of subsets of X such that
⋃
i∈N Ui and

⋃
i∈N Vi

are not separated by Σ. In this case there are i, j ∈ N such that Ui and Vj are not separated by Σ.

Proof of Claim: Suppose for a contradiction that Ui and Vj are separated by Σ for all i, j ∈ N. For

each i, j ∈ N let U ′i,j , V
′
i,j ∈ Σ be disjoint such that Ui ⊆ U ′i,j and Vj ⊆ V ′i,j . We define

U ′ :=
⋃
i∈N

⋂
j∈N

U ′i,j and V ′ :=
⋃
j∈N

⋂
i∈N

V ′i,j .

We have that U ′, V ′ ∈ Σ are disjoint,
⋃
i∈N Ui ⊆ U

′ and
⋃
i∈N Vi ⊆ V

′. As U ′ ∩ V ′ = ∅, it follows that⋃
i∈N Ui and

⋃
i∈N Vi are separated by Σ. This is a contradiction. ♦

Suppose for a contradiction are U and V are not separated by Σ. For each n ∈ N, we define fn :

{0, 1, . . . , n− 1} → N, and gn : {0, 1, . . . , n− 1} → N as follows:

(1) f0 = g0 = ∅.

(2) If fi is already defined and the sets({
f ∈ NN

∣∣∣ fi ⊆ f})φU and
({
g ∈ NN

∣∣∣ gi ⊆ g})φV
are not separated by Σ, then by the claim choose fi+1, gi+1 such that fi ⊆ fi+1, gi ⊆ gi+1 and({
f ∈ NN

∣∣∣ fi+1 ⊆ f
})

φU and
({
g ∈ NN

∣∣∣ gi+1 ⊆ g
})

φV are not separated by Σ.

We can then define f :=
⋃
i∈N fi and g :=

⋃
i∈N gi. As X is Hausdorff and (f)φU 6= (g)φV (φU and φV

has disjoint images), we can choose open Uf ∈ NbhdsX((f)φU ) and Vg ∈ NbhdsX((g)φV ) such that

Uf ∩ Vg = ∅. As φU , φV are both continuous, there is some N ∈ N such that

(Uf )φ−1
U ⊇

{
f ∈ NN

∣∣∣ fN ⊆ f} and (Vg)φ
−1
V ⊇

{
g ∈ NN

∣∣∣ gN ⊆ g} .
As Uf , Vg ∈ Σ, it follows that

({
f ∈ NN

∣∣∣ fN ⊆ f})φU and
({
g ∈ NN

∣∣∣ gN ⊆ g})φV are separated

by Σ, this is a contradiction. �

Theorem 4.27 (Comparable Polish group topologies, Assumed Knowledge: 3.25, 4.10, 4.17).

Suppose that G,H are groups, and TG, TH are Polish topologies semicompatible with G,H respectively.

If φ : G → H is an isomorphism and φ is continuous with respect to TG and TH , then φ−1 is also

continuous.

Proof. We need only show that if (xi)i∈N is a sequence of elements of H which converge to some x ∈ H
with respect to TH , and S := {x} ∪

{
xi

∣∣∣ i ∈ N
}

, then φ−1 �S is continuous.

Let B =
{
Ui

∣∣∣ i ∈ N
}

be a countable basis for the topology TG. By Lemma 4.18, the sets Ui and

X\Ui are analytic (with respect to TG) for each i ∈ N. Therefore as φ is continuous, it follows that

(Ui)φ and (X\Ui)φ are analytic with respect to TH . From Lemmas 4.23 and 4.26, it follows that Ui

and X\Ui are almost open with respect to TH . Thus there is a comeagre subset C of H such that for

all i ∈ N, the set Ui ∩ C is open in TH �C . In particular φ−1 �C is continuous.
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As C is comeagre in the semitopological group (H, TH), it follows that C∩Cx−1∩
(⋂

i∈N Cx
−1
i

)
is also

comeagre in (H, TH). So from Theorem 3.28, it follows that there is some h ∈ C∩Cx−1∩
(⋂

i∈N Cx
−1
i

)
.

Thus (S)λh ⊆ C. It follows that φ−1 �S= λh �S ◦φ−1 �C ◦λ(h−1)φ−1 , and is thus continuous as

required. �

4.3. Words and terms. In this subsection we introduce words and terms. Words are used constantly

throughout Part 4 and terms give us access to a large collection of continuous maps to work with given

a topological structure (they are also used to define the Zariski topology in Part 3).

Definition 4.28 (Words, Assumed Knowledge: 1.4, 1.6, 1.10, 4.5).

If X is a set, then we denote the free monoid on X by X∗. The universe of this monoid is the set

X∗ :=
⋃
n∈N

Xn.

If w ∈ X∗ ∪XN, then we call w a word or string in the alphabet X. In this context we will refer to the

elements of X as letters. We denote by |w| the length of the word w, that is the value n ∈ N∪{ℵ0} such

that w ∈ Xn (conveniently this is the same as the cardinality of w so this notation is unambiguous).

If n ∈ N then we write w �n to mean the restriction of the function w to the set {0, 1, . . . , n− 1}, we

call such restrictions the prefixes of w. The set X∗ ∪XN is partially ordered by the relation v ≤ w if

v is a prefix of w (this is the same as the ⊆ relation).

If v = (v0, v1, . . . , v|v|−1) ∈ X∗ and w = (w0, w1, . . .) ∈ X∗ ∪XN, then the concatenation of v and

w is defined by

vw = (v0, v1, . . . , v|v|−1, w0, w1, . . .).

Restricting concatenation to X∗ gives the binary operation of X∗ as a monoid. The identity of

X∗ is the element of length 0 which we call the empty word and denote by ε. Although technically

X 6= X1 (Definition 1.4), we will often for convenience treat letters and words of length 1 as the same

objects.

It is routine to verify that concatenation is always cancellative, that is if v, u, w are finite words then

vu = vw ⇒ u = w, and uv = wv ⇒ u = w.

It follows from this that maps ρw and λw (using the monoid X∗) are injective for all w ∈ X∗. When

infinite words are being used, we extend the domain of λw to allow for infinite words (note that λw is

still injective).

Definition 4.29 (Terms of a signature, Assumed Knowledge: 4.1, 4.28).

For this definition we will need sets to represent the symbols comma, open bracket and closed bracket.

To avoid confusion with the symbols being used for their English function, we use、to denote the set

representing a comma, we use「 to denote the set representing an open bracket and we use 」to done

the set representing a closed bracket. The actual choice of these sets is unimportant as long as they

are distinct from each other and anything else they could be confused with. For example one could

define

、 := (03, 15, 13, 13, 01)

「 := (15, 16, 05, 14, 00, 02, 18, 01, 03, 11, 05, 20)

」 := (03, 12, 15, 19, 05, 04, 00, 02, 18, 01, 03, 11, 05, 20).
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If V is a set and σ is a signature, then we inductively define a term of σ over the variable set V to be

a string in the alphabet {、,「,」} ∪ Fσ ∪ V which is one of:

(1) The string x for some x ∈ V .

(2) The string 「t0、t1、. . .、tn」F where F ∈ Fσ has arity n and t0, t1, . . . , tn are terms.

Definition 4.30 (Term operations, Assumed Knowledge: 2.3, 3.11, 4.10, 4.29).

If X is a σ-structure, and V is a set (called a variable set), then for each term t of σ over V we will

define a corresponding term operation tXV : XV → X. We do this inductively on the length of t as

follows:

(1) If t ∈ V , then we define tXV to be the projection map πt.

(2) If t =「t0、 t1、 . . . 、 tn」F where F ∈ Fσ has arity n and t0, t1, . . . , tn are terms, then we

define tXV : XV → X by

tXV = 〈t0XV , t1XV , . . . , tn−1
X
V 〉Xn ◦ F

X (recall Definition 2.3).

It is routine to check that any term of σ over V is considered exactly once in exactly one of the above

cases. Note that by construction, if X is a topological structure, then all term operations of X over

any variable set are continuous (using the appropriate product topologies).

Example 4.31 (Term operations in semigroups and inverse semigroups, Assumed Knowledge: 4.30).

It is routine to verify that if S is a topological semigroup and V is a variable set, then the term

operations t : SV → S are precisely the maps of the form

((sv)v∈V )t = sv0sv1sv2 . . . svn−1

where n ∈ N and v0, v1, . . . , vn−1 ∈ V . In particular these maps are continuous. Similarly if S is

a topological inverse semigroup and V is a variable set, then the term operations t : SV → S are

precisely the maps of the form

((sv)v∈V )t = si0v0s
i1
v1 . . . s

in−1
vn−1

where n ∈ N, i0, i1, . . . , in−1 ∈ {1,−1} and v0, v1, . . . , vn−1 ∈ V .

5. Nice actions

In this section we introduce actions of semigroups on objects from categories. We also provide proofs

of the remaining key results from the literature motioned earlier. We first show that all homomorphisms

from Aut(2N) or Sym(N) to second countable groups are continuous, and we conclude by proving

Rubin’s Theorem which given a nice group allows one to construct a canonical action of that group on

a nice topological space.

Definition 5.1 (Endomorphisms and automorphisms, Assumed Knowledge: 1.6, 2.2, 4.5, 4.9, 4.10).

If C is a category, O is an object of C, and the class of morphisms in C with O as both source and

target form a set, then we denote this set by End(O) (the category being used will be given by the

context).

We give End(O) a monoid structure by defining the product of f, g ∈ End(O) to be (f, g)◦C . We

then define Aut(O) to be the group of units of End(O) (recall Definition 4.9).
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Definition 5.2 (Actions, Assumed Knowledge: 4.14, 5.1).

If S is a topological semigroup, X is a topological structure and a : X× S → X is a function, then we

say that a is an action (of S on X) if the map φa : S → End(X) given by

(x)((f)φa) = (x, f)a

is a well-defined homomorphism of semigroups. We define actions analogously for groups using Aut(X)

in place of End(X). Recall that as per Definition 4.10, we consider both structures with no topology

and topological spaces with no structure as topological structures. In the case that an action being

used is clear from context we will sometimes write xf instead of (x, f)a. We say that the action a is:

(1) Continuous if the map a : X× S → X is continuous.

(2) Transitive if for all x, y ∈ X, there is f ∈ S with (x, f)a = y.

(3) Faithful if the map φa is injective.

Definition 5.3 (Powers of actions, Assumed Knowledge: 5.2).

If a is an action of a group G on a set X, then we define an to be the action of G on Xn given by:

((x0, x1 . . . xn−1), g)an = ((x0, g)a, (x1, g)a, . . . , (xn−1, g)a).

This notation always takes precedent over the notation in Definition 1.4.

Definition 5.4 (Action orbits, Assumed Knowledge: 5.2).

If a is an action of a group G on a topological structure X, and x ∈ Xn then we call the set ({x}×G)a

the orbit of x under a.

The following type of action (ample generics) frequently occurs in the literature in the case of a

group acting on itself by conjugation. Indeed we will only be using it in this case. There are many

nice examples of actions with ample generics (see Theorem 5.18 and Theorem 5.33) but proving this

tends to be quite involved.

Definition 5.5 (Ample generics, Assumed Knowledge: 3.27, 5.3, 5.4).

If a is an action of a topological group G on a topological structure X, then we say that a has ample

generics if for all n ∈ N the action an has an orbit comeagre in Xn.

Definition 5.6 (Centralizer and normalizer, Assumed Knowledge: 4.9, 4.11).

Recall that two semigroup elements f, g commute if fg = gf . If G is a group and S ⊆ G, then we

define the centralizer and normalizer of S in G by

CG(S) :=
{
f ∈ G

∣∣∣ f commutes with all elements of S
}
,

NG(S) :=
{
f ∈ G

∣∣∣ fS = Sf
}

respectively. It is routine to verify that CG(S) and NG(S) are always subgroups of G. In the case that

S is a singleton {f}, we will often write CG(f) in place of CG({f}) for brevity.

If G is a group, S is a subgroup of G and NG(S) = G, then we say that S is a normal subgroup of

G (denoted S EG). In this case we define the quotient of G by S by:

G/S :=
{
gS
∣∣∣ g ∈ G} .

The set G/S is viewed as a group, and sets of elements of G are multiplied in the usual fashion.
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Definition 5.7 (Conjugation action, Assumed Knowledge: 5.2, 5.6).

If G is a group, then we define conjG : G2 → G to be the action

(g, h) conjG = h−1gh.

We call the group (G)φconjG (recall Definition 5.2), the inner automorphism group of G (denoted

Inn(G)). If ψ ∈ Aut(G), and h ∈ G, then ψ−1 ◦ ((h)φconjG) ◦ ψ = ((h)ψ)φconjG . In particular

Inn(G)EAut(G). We call the group Aut(G)/ Inn(G) the outer automorphism group of G and denote

this group by Out(G).

Before proceeding to Sym(N) and Aut(2N), we give a nice and easy consequence of a group having

ample generics (Theorem 5.9). This fact seems to be well known but we do not know of a specific

reference for it.

Definition 5.8 (Commutators, Assumed Knowledge: 4.10).

If G is a topological group, then we define the commutator map [·, ·] : G2 → G by [f, g] = f−1g−1fg.

Theorem 5.9 (Commutator width 1, Assumed Knowledge: 3.28, 5.5, 5.8).

If G is a completely metrizable topological group and conjG has a comeagre orbit (in particular if it has

ample generics), then the commutator map [·, ·] : G2 → G is surjective.

Proof. Let C be a comeagre orbit of conjG and let f ∈ G be arbitrary. Then it follows that Cf is also

comeagre, and thus by the Baire Category Theorem (Theorem 3.28) the set C ∩ Cf is dense in G. It

follows that there are g, h ∈ C such that g = hf . Thus h−1g = f . As h, g ∈ C, there is k ∈ G such

that h = k−1gk. Thus

f = h−1g = (k−1gk)−1g = k−1g−1kg = [k, g]

as required. �

Definition 5.10 (Symmetric groups, Assumed Knowledge: 3.2, 4.10, 4.13).

If X is a set, then we define Sym(X) to be the group of all bijections from X to itself (if X ∈ N,

we treat X as {0, 1, . . . , X − 1}). We define the pointwise topology on Sym(X) to be the topology

T BX �Sym(X)= PT X �Sym(X) (recall Examples 4.12 and 4.13). The collection of sets of the form

Ux,y :=
{
f ∈ Sym(X)

∣∣∣ (x)f = y
}

for x, y ∈ X form a subbasis for this topology, and the collection of sets of the form

Uh :=
{
f ∈ Sym(N)

∣∣∣ h ⊆ f}
for finite h ⊆ X2 form a basis. From Example 4.12, we know that this topology makes Sym(X) into

a topological group.

Definition 5.11 (Spaces of continuous functions, Assumed Knowledge: 3.3, 3.16, 3.7).

If X,Y are topological spaces. Then we define C(X,Y ) to be the set of continuous maps from X to Y .

If X = Y then we write C(X) for brevity. The compact-open topology on C(X,Y ) is then the topology

generated by the sets of the form {
f ∈ C(X,Y )

∣∣∣ (F )f ⊆ U
}

where F ⊆ X is compact and U ⊆ Y is open.
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Theorem 5.12 (cf Proposition 1.3.3 of [34], Polish compact-open topologies, Assumed Knowledge:

3.4, 3.25, 5.11).

If X and Y are compact metrizable spaces, then C(X,Y ) with the compact-open topology is a Polish

space. Moreover if BX and BY are countable bases for X and Y respectively, then the collection of

sets of the form

B(UX , UY ) :=
{
f ∈ C(X,Y )

∣∣∣ (U−X )f ⊆ UY
}

for UX ∈ BX and UY ∈ BY generate the topology on C(X,Y ). Moreover if d is any metric compatible

with Y , then the metric d∞ on C(X,Y ) defined by

(f, g)d∞ = sup
x∈X

((x)f, (x)g)d

is complete and compatible with the compact-open topology.

It is well known (see for example Proposition 4.5 of [20]) that if f : (X, dx)→ (Y, dy) is a continuous

map between compact metric spaces then f is uniformly continuous. Meaning that for all ε > 0, then

there is δ > 0 such that

(a, b)dx < δ ⇒ ((a)f, (b)f)dy < ε.

As a result we obtain the following corollary to Theorem 5.12.

Corollary 5.13 (Composition of continuous maps is continuous, Assumed Knowledge: 3.11, 5.11,

5.12).

Let (X, dx), (Y, dy), (Z, dz) be compact metric spaces. The composition map from C(X,Y )×C(Y, Z)→
C(X,Z) is continuous (using the compact-open topologies (Definition 5.11) and the product topology

(Definition 3.11)).

Proof. Let (f, g) ∈ C(X,Y )× C(Y,Z) and ε > 0 be arbitrary. Let δ > 0 be such that

(a, b)dy < δ ⇒ ((a)g, (b)g)dx <
ε

2
.

It follows that if

sup
x∈X

((x)f, (x)f ′)dy < δ and sup
y∈Y

((x)g, (x)g′)dz <
ε

2
,

then

sup
x∈X

((x)f ′g′, (x)fg)dz ≤ sup
x∈X

(((x)f ′g, (x)fg)dz + ((x)f ′g, (x)f ′g′)dz) < ε.

The result then follows from Theorem 5.12. �

Proposition 5.14 (Polish homeomorphism groups, Assumed Knowledge: 3.18, 4.20, 5.13).

If X is a compact metrizable topological space, then the group Aut(X) of homeomorphisms of X is a

Polish space with the compact-open topology.

Proof. Let B be a countable basis for X with ∅ 6∈ B. From Theorem 5.12, the sets B(U, V ) :={
f ∈ C(X)

∣∣∣ (U−)f ⊆ V
}

for U, V ∈ B form a basis for the compact-open topology.

For all x, y ∈ X with x 6= y, let

Px,y :=

{
(U, V ) ∈ B2

∣∣∣∣∣ there exist U ′, V ′ ∈ B such that x ∈ U ⊆ U− ⊆ U ′,
y ∈ V ⊆ V − ⊆ V ′, and U ′ ∩ V ′ = ∅

}
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Note that (by Remark 3.18 part 9) the set Px,y is never empty and that the set P :=
⋃
x,y∈X Px,y ⊆ B2

is countable. From Remark 3.18, Aut(X) consists of the elements of C(X) which are bijections. Thus

Aut(X) =

 ⋂
(U,V )∈P

⋃
U ′,V ′open
and disjoint

B(U,U ′′) ∩B(V, V ′′)

 ∩
( ⋂
V ∈B

⋃
U∈B

B(U, V )

)
.

is a countable intersection of sets which are open with respect to the compact-open topology. It follows

from Corollary 4.20 that this subspace of C(X) is also Polish. �

5.1. The symmetric group. In [21], it is stated that “one can easily show that S∞ has ample

generics”. We do not know of a reference for this fact so we give our own proof (Theorem 5.18). As

we see below, the key in showing that Sym(N) has ample generics will be viewing elements of Sym(N)

as algebraic objects.

Definition 5.15 (Unary algebras, Assumed Knowledge: 4.1).

If n ∈ N, then we define the signature σu,n := ({0, 1, . . . , n − 1},∅, {(0, 1), (1, 1), . . . , (n − 1, 1)}).
That is σu,n has the n unary function symbols {0, 1, . . . , n − 1} and no other symbols. We call a

σu,n-structure an n-unary algebra. Moreover, we say that an n-unary algebra U is bijective if for all

i ∈ {0, 1, . . . , n− 1} the map iU is a permutation of U.

For example when n = 2 a bijective n-unary algebra consists of a set X and pair of permutations

of X.

Definition 5.16 (Connected components, Assumed Knowledge: 1.10, 4.11, 5.15).

The connected components of an n-unary algebra U are the equivalence classes of the least equivalence

relation on U containing the set ⋃
i<n

iU.

We say that an n-unary algebra is connected if this relation is all of U×U. In particular, the connected

components of a unary algebra partition it into connected substructures.

Proposition 5.17 (Polish symmetric groups, Assumed Knowledge: 4.20, 4.26, 5.10).

The group Sym(N) is a Polish space with the pointwise topology.

Proof. By Lemma 4.25, the space NN is Polish. As

Sym(N) =

(⋂
a∈N

⋃
b∈N

{
f ∈ NN

∣∣∣ (b, a) ∈ f
})
∩

⋂
a6=b

⋃
c6=d

{
f ∈ NN

∣∣∣ (a, c) ∈ f and (b, d) ∈ f
} ,

the result follows from Corollary 4.20. �

Theorem 5.18 (Sym(N) has ample generics, Assumed Knowledge: 1.4, 3.29, 5.5, 5.7, 5.16, 5.10).

The action conjSym(N) has ample generics (using the pointwise topology).

Proof. Let n ∈ N be fixed, and let

C :=

y ∈ Sym(N)n

∣∣∣∣∣∣∣
the connected components of the unary algebra (N, σu,n, y)

consist of countably infinitely many copies of every finite

bijective connected n-unary algebra.


We will first show that C is an orbit of conjnSym(N).
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Note that x, y ∈ Sym(N)n are in the same orbit precisely when the corresponding unary algebras

(N, σu,n, x) and (N, σu,n, y) are isomorphic (a conjugating element of Sym(N) is the same as an iso-

morphism). As the property defining C is preserved by isomorphisms, it follows that C is closed under

the action of Sym(N).

We now show that all elements of C are in the same orbit. Suppose that x, y ∈ C. Let {Ci,j : i, j ∈
N} be the connected components of (N, σu,n, y), indexed in such a way that Ci0,j0

∼= Ci1,j1 if and only

if i0 = i1. Similarly let {Di,j : i, j ∈ N} be the set of connected components of (N, σu,n, x), indexed in

such that way that Di0,j0
∼= Di1,j1 if and only if i0 = i1, and Ci0,j

∼= Di1,j if and only if i1 = i2.

For all i, j ∈ N, let φi,j : Ci,j → Di,j be an isomorphism of unary algebras. We now define

φ :=
⋃
i,j∈N φi,j . It follows that φ : (N, σu,n, y)→ (N, σu,n, x) is an isomorphism of unary algebras and

hence (y, φ) conjnSym(N) = x.

Now that we have identified our orbit, we show that it is comeagre. Let R be a countable set

whose elements are bijective connected n-unary algebras and such that each isomorphism class of

finite bijective n-unary algebras has precisely one representative in R. Our description of C gives us

that if we define the sets

Bm :=
{
y ∈ Sym(N)n

∣∣∣ the connected component of m in (N, σu,n, y) is finite
}

BA,m :=

{
y ∈ Sym(N)n

∣∣∣∣∣ (N, σu,n, y) has at least m connected components

isomorphic to A

}
for m ∈ N and A ∈ R then

C =

( ⋂
m∈N

Bm

)
∩

 ⋂
A∈R
m∈N

BA,m

 .

So it suffices to show that all of these sets we are open and dense. They are open because the properties

defining them are determined by only finitely many points.

We must show that they are dense. Let m ∈ N and A ∈ R be arbitrary. Let U :=
∏
i<n Ui be a

non-empty basic open set in Sym(N)n, and for all k < n let fk be finite bijections between subsets of

N such that Uk =
{
g ∈ Sym(N)

∣∣∣ fk ⊆ g}. Let

P :=
⋃

k∈{0,1,...,n−1}

dom(fk) ∪ img(fk).

We first show that Bm ∩ U 6= ∅. For all k < n, let f ′k be a permutation of P ∪ {m} which contains

fk, and let gk ∈ Sym(N) contain f ′k. Then (g0, g1, . . . , gn−1) ∈ Bm ∩ U .

It remains to show that BA,m ∩ U 6= ∅. Let φ0, φ1, . . . , φm−1 : A→ N\P be injections with disjoint

images. For each k ∈ {0, 1, . . . , n− 1} let gk ∈ Sym(N) contain the partial bijection

fk ∪
⋃
j∈m

φ−1
j (kA)φj .

Then (g0, g1, . . . , gn−1) ∈ BA,m ∩ U as required. �

Corollary 5.19 (Permutations are commutators, Assumed Knowledge: 5.9, 5.18).

Every element of the group Sym(N) is a commutator.
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5.2. Homeomorphisms of Cantor space. Our main aim in this subsection is to provide an argu-

ment that the action conjAut(2N) has ample generics (where Aut(2N) is the group of homeomorphisms

of the Cantor set equipped with the compact-open topology).

The argument we present is that of Aleksandra Kwiatkowska [22], which shows that a generic

homeomorphism of 2N can be constructed as a sort of limit of a nice class of finite topological structures.

This limit is in the sense of “Projective Fräıssé Theory” as introduced by Irwin and Solecki in [19].

The conditions defining a projective Fräıssé class are analogous to those for the usual definition of

a Fräıssé class, except with quotient maps used in place of embeddings (however a projective Fräıssé

class need not be closed under quotients).

Definition 5.20 (Projective Fräıssé class, Assumed Knowledge: 4.3, 4.16).

We say a class C of discrete σ-structures is a projective Fräıssé class if it satisfies the following prop-

erties:

(1) C is closed under topological isomorphism.

(2) C contains countably infinitely many structures up to isomorphism.

(3) C consists of finite structures.

(4) If D,E ∈ C, then there is F ∈ C and quotient maps φD, φE from F onto D and E respectively.

(5) If C,D,E ∈ C and φD,C : D → C, φE,C : E → C are quotient maps, then there is F ∈ C and

quotient maps φF,D, φF,E from F onto D and E respectively, such that φF,DφD,C = φF,EφE,C .

Example 5.21 (Non-empty finite semigroups, Assumed Knowledge: 4.3, 4.16).

The class of non-empty finite discrete semigroups form a projective Fräıssé class.

Proof. The first three conditions of Definition 5.20 are immediate. We first verify Condition 4. If D

and E are finite discrete semigroups, then so is F := D×E. Moreover if D,E are non-empty then the

projection maps π0 : F → D and π1 : F → E are surjective. As semigroups are algebraic structures,

it follows that these are quotient maps, thus Condition 4 follows.

It remains to verify Condition 5. Suppose that C,D and E are finite discrete semigroups and

φD,C : D → C, φE,C : E → C are quotient maps. Let

F :=
{

(d, e) ∈ D × E
∣∣∣ (d)φD,C = (e)φE,C

}
.

It is routine to verify that F is a subsemigroup of D×E. If we define φF,D : F → D and φF,E : F → E

to be the restrictions of the projection maps π0 and π1 respectively to the set F , then we have

φF,DφD,C = φF,EφE,C .

It thus suffices to show that φF,D and φF,E are quotient maps (which for algebraic structures is

equivalent to being a surjective homomorphism). If d ∈ D is arbitrary, then we have

{d} × ({(d)φD,C})φ−1
E,C ⊆ F

(by the definition of F ). As φE,C is a quotient map, it follows that ({(d)φD,C})φ−1
E,C 6= ∅, hence φF,D

is surjective. By the same argument, φF,E is also surjective as required. �

Theorem 5.22 (Projective Fräıssé limit, Assumed Knowledge: 3.20, 3.22, 5.20).

If C is a projective Fräıssé class, then there is a unique (up to topological isomorphism) second countable,

compact, metrizable, zero-dimensional topological structure Flim←(C) satisfying

(1) For all D ∈ C, there is a continuous quotient map φD : Flim←(C)→ D.
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(2) If X is a discrete, finite set and f : Flim←(C) → X is a continuous surjection, then there is

Sf ∈ C, a continuous quotient map φf : Flim←(C) → Sf and a surjective map sf : Sf → X

such that f = φfsf .

(3) If A,B ∈ C, and ψ1 : A→ B, ψ2 : Flim←(C)→ B are continuous quotient maps, then there is

a continuous quotient map ψ3 : Flim←(C)→ A such that ψ3ψ1 = ψ2.

We call such an object Flim←(C) a projective Fräissé limit of C.

Proof. We first show existence. Let S =
{
Si
∣∣∣ i ∈ N

}
be a countable set of structures in C, such that

every element of C is isomorphic to a unique element of S.

Build by the following algorithm a sequence of structures (Pi)i∈N in C, and a sequence of quotient

maps (φi+1 : Pi+1 → Pi)i∈N:

(1) Choose N ⊆ N containing 0 such that |N | = |N c|, define i := 0, choose t : N → S to be a

bijection, and define P0 := S0.

(2) Choose M ⊆ N\(N ∪{0, 1, . . . i− 1}) such that |N| = |N\(M ∪N ∪{0, 1, . . . i− 1})| and choose

a bijection q from M to the set⋃
j<i

A,B∈S

{
(ψ0, ψ1) ∈ Hom(A,B)×Hom(Pj ,B)

∣∣∣ ψ0, ψ1 is are quotient maps
}
.

(3) Redefine t := t ∪ q, N := N ∪M and i := i+ 1.

(4) If (i)t is undefined, then define Pi := Pi−1 and define φi to be the identity map. If (i)t is a

structure, then by Definition 5.20 Condition 4, let Pi ∈ C be a structure which (i)t and Pi−1

are both quotients of and choose φi : Pi → Pi−1 to be a quotient map. If (i)t = (ψ0, ψ1) is

a pair of quotient maps ψ0 : A → B and ψ1 : Pj → B, then by Definition 5.20 Condition 5,

choose Pi to be a structure and φi : Pi → Pi−1 be a quotient map such that there is a quotient

map ψ : Pi → A satisfying

ψ ◦ ψ0 = φi ◦ (φi−1 ◦ . . . ◦ φj+1 ◦ ψ1).

(5) Go to step 2.

In particular, this sequence has the property that every structure in C is a quotient of a structure in

the sequence, and if A,B ∈ C and ψ1 : A→ B, ψ2 : Pj → B are quotient maps, then there is i ∈ N and

a quotient map from ψ3 : Pi → A such that ψ3ψ1 = φiφi−1 . . . φj+1ψ2.

We now define L to be the topological structure{
(pi)i∈N ∈

∏
i∈N

Pi

∣∣∣∣∣ for all i ∈ N we have (pi+1)φi+1 = pi

}
.

We next need to verify that L has the required properties. First note that L is a closed subspace of∏
i∈N Pi which by Theorem 3.20 is a Cantor space, so L satisfies the given topological conditions.

Note also that all the projection maps πi : L→ Pi are quotient maps. Thus L has the first required

property as each element of C is a quotient of one of the Pi.
To check the second condition, suppose that X is a finite discrete space and f : L → X is a

continuous surjection. The preimage of each point in X is a clopen and is hence a finite union of sets

of the form ({a})π−1
i where a ∈ Pi. It follows, by taking the max M of all such i, that f can be

factored into maps πMsf as required.
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We now check the third condition. Let ψ1 : A → B and ψ2 : L → B be continuous quotient maps.

As in the above paragraph, we can find j ∈ N and ψ′2 : Pj → B such that ψ2 = πjψ
′
2. Thus by the

construction of (Pi)i∈N, there is i ∈ N and ψ′3 : Pi → A with ψ′3ψ1 = φiφi−1 . . . φj+1ψ
′
2. Thus choosing

φ3 := πiφ
′
3 gives the required map.

It remains to show uniqueness. Let L0 and L1 be structures with the listed properties. As L0 is

zero-dimensional and second countable, we can find a sequence of equivalence relations (∼0,i)i∈N, such

that the equivalence classes of these relations are all clopen and they together form a basis for the

topology on L0. Be redefining ∼0,i := ∼0,i−1 ∩ ∼0,i, we can assume without loss of generality that each

relation in this sequence is contained in the previous one (so the corresponding sequence of partitions

is getting finer). Also by the second condition of the theorem (and refining more if necessary), we can

assume that for all i ∈ N, the structure L0/ ∼0,i is isomorphic to a structure in C. We also define an

analogous sequence of equivalence relations (∼1,i)i∈N on L1.

As

(1) the classes of (∼0,i)i∈N form a basis for L0,

(2) L1/ ∼1,0 is isomorphic to an element of C, and

(3) L0 satisfies the first condition of the theorem,

we can find i0 ∈ N and a quotient map φ0,0 : L0/ ∼0,i0→ L1/ ∼1,0. Similarly using the fact that L1

satisfies the third condition of the theorem, we can find j0 ∈ N and φ1,0 : L1/ ∼1,j0→ L0/ ∼0,i0 such

that ([x]∼1,j0
)φ1,0φ0,0 = [x]∼1,0

for all x ∈ L1.

Continuing in this fashion we construct strictly increasing sequences (ik)k∈N, (jk)k∈N, and sequences

(φ0,k)k∈N, (φ1,k)k∈N such that for all x0 ∈ L0, x1 ∈ L1 and k ∈ N\{0} we have:

([x0]∼0,ik+1
)φ0,k+1φ1,k = [x0]∼1,ik

, and ([x1]∼1,jk
)φ1,kφ0,k = [x1]∼1,jk−1

.

We define a homomorphism φ0 : L0 → L1 by defining (x0)φ0 to be the unique element of the set⋂
k∈N([x0]∼0,ik+1

)φ0,k+1 (this exists because L1 is compact and is unique because L1 is Hausdorff). We

define φ2 : L1 → L0 analogously. By construction φ0, φ1 are continuous homomorphisms and they are

inverses of each other, so the result follows. �

We also give an alternative formulation of the above theorem which will be more useful at times.

Theorem 5.23 (Projective Fräıssé limit 2, Assumed Knowledge: 5.22).

If C is a projective Fräıssé class, then Flim←(C) is the unique (up to topological isomorphism) compact,

second countable, Hausdorff, zero-dimensional topological structure satisfying:

(1) For all D ∈ C, there is a partition of Flim←(C) into clopen sets such that the corresponding

quotient structure is isomorphic to D.

(2) If P is a finite partition of Flim←(C) into clopen sets, then there is a partition R of Flim←(C)
into clopen sets refining P and such that the quotient structure corresponding to R is an element

of C.

(3) If P0, P1 are finite partitions of Flim←(C) into clopen sets and φ : P0 → P1 is an isomorphism of

the corresponding quotient structures, then there is a topological isomorphism h : Flim←(C)→
Flim←(C) such that (S)h = (S)φ for all S ∈ P0.
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Proof. The first two conditions are reformulations of the corresponding conditions in Theorem 5.22

using the fact that for any quotient map φ we have

dom(φ)/ ker(φ) ∼= img(φ).

We show that the third condition of Theorem 5.22 is equivalent to the third condition of Theorem 5.23.

((3) of Theorem 5.22 ⇒ (3) of Theorem 5.23): Let P0, P1 be finite partitions of Flim←(C) into

clopen sets. By the second condition, we can assume without loss of generality that the corresponding

quotient structures are in C. The result follows by revisiting the uniqueness proof from Theorem 5.22

using L0 = L1 = Flim←(C) and choosing φ0,0 to be the map x→ ([x]P0
)φ (where [x]P0

is the element

of P0 containing x). The desired map h is then we map φ0 constructed in that proof.

((3) of Theorem 5.23⇒ (3) of Theorem 5.22): Let A,B ∈ C and φ1 : A→ B, φ2 : Flim←(C)→ B are

quotient maps. By renaming elements of A using Condition (1) we can assume without loss of generality

that A is a quotient of Flim←(C). By renaming elements of B, we can assume without loss of generality

that φ2 is the map x 7→ [x]ker(φ2). Let ψ : Flim←(C) → A be the quotient map mapping a point to

the set containing it. We have a natural isomorphism φ : Flim←(C)/ ker(φ2) → Flim←(C)/ ker(ψφ1)

defined by

([x]ker(φ2))φ = ({xφ2})(ψφ1)−1.

So there is a topological isomorphism h : Flim←(C) → Flim←(C) corresponding to this isomorphism.

Then defining φ3 = hψ we have

([x]ker(φ2))φ3φ1 = ({xφ2})(ψφ1)−1ψφ1 = {xφ2}

for all x ∈ Flim←(C), and so φ3φ1 = φ2 as required. �

We now establish the classes of structures whose limits will give our generic homeomorphisms.

Definition 5.24 (Cantor signatures, Assumed Knowledge: 4.1).

If n ∈ N, then we define the signature σb,n := (∅, {0, 1, . . . , n− 1}, {(0, 2), (1, 2), . . . , (n− 1, 2)}). That

is σb,n has the n binary relation symbols {0, 1, . . . , n− 1} and no other symbols.

Definition 5.25 (Amalgamation structures: 1.6, 4.2, 5.24).

For n ≥ 1, we define an n-Cantor amalgamation structure (n-CA structure) to be a non-empty finite

σb,n-structure A satisfying the following properties:

(1) For each i < n, the binary relations iA and (iA)−1 are surjective.

(2) The binary relation

ΓA :=
{

(a, (i, j)) ∈ A× ({0, 1, . . . , n− 1} × {−1, 1})
∣∣∣ |({a})(iA)j | ≥ 2

}
is a function with domain A.

(3) If (a, b) ∈ iA, then either (a)ΓA = (i, 1) or (b)ΓA = (i,−1).

It is somewhat difficult to construct natural examples of n-CA structures, but the following theorem

will allow us to construct a large collection of examples.

Theorem 5.26 (cf. Theorem 4.6 of [22], Cofinal amalgams, Assumed Knowledge: 1.5, 4.16, 5.25).

Suppose that S is a finite non-empty σb,n-structure, and each of iS and (iS)−1 a surjective binary

relation for all i < n. Then there is an n-CA structure QS which has S as a quotient.
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Proof. We define {0, 1, . . . , n − 1} × {−1, 1} × {0, 1} × S to be the universe of QS. For all s ∈ S and

i < n, we choose some si,l, si,r ∈ S with (si,l.s), (s, si,r) ∈ iS. We then define

iQS :=
{

((i, 1, 0, si,l), (j, p, k, s))
∣∣∣ (j, p, k, s) ∈ QS

}
∪
{

((j, p, k, s), (i,−1, 0, si,r))
∣∣∣ (j, p, k, s) ∈ QS

}
∪
{

((i, 1, j, a), (i,−1, k, b))
∣∣∣ (a, b) ∈ iS, j, k ∈ {0, 1}

}
.

First note that due to the third of the sets in the union above, the map (a, b, c, d)→ d from QS → S is

a quotient map. We now need to check that QS in an n-CA structure. First each of iQS and (iQS)−1

is surjective because of the first two sets in the union.

We need to show that ΓQS is a function. Let (a, b, c, d) ∈ QS be arbitrary. We must show that there

is exactly one pair (i, j) ∈ {0, 1, . . . , n − 1} × {−1, 1} with |(a, b, c, d)(iQS)j | ≥ 2. By definition of iQS

any such pair (i, j) must be equal to the pair (a, b). Moreover the last set in the union defining (aQS)b

must pair (a, b, c, d) with at least 2 elements. So ΓQS is precisely the function (a, b, c, d)→ (a, b). From

this observation the third condition for being an n-CA structure is clear. �

Our proof of Lemma 5.27 is quite different from the proof of the analogous statement given in [22],

but it is more inline with the theme of this document.

Lemma 5.27 (cf. Theorem 4.1 of [22], Amalgams amalgamate, Assumed Knowledge: 1.5, 2.3, 4.28,

5.2, 5.26).

Suppose that A,B, and C are n-CA structures, and φB,B → A, φC : C → A are quotient maps. Then

we can find an n-CA structure D and a pair of quotient maps φD,B : D → B and φD,C : D → C such

that

φD,CφC = φD,BφB.

Proof. First we consider the following substructure of B× C:

P :=
{

(b, c) ∈ B× C
∣∣∣ (b)φB = (c)φC

}
.

Note that the homomorphisms π0φB and π1φC from B × C to A are the same when restricted to P,

however P might not be an n-CA structure so we need to do a bit more work.

We define the free group of rank n by Fn. That is Fn is the set of all finite words in the alphabet

{0, 1, . . . , n− 1} × {−1, 1} (where we consider (i, 1) and (i,−1) to be mutual inverses for each i < n)

with the property that no letter can follow its inverse. The composition is given by concatenation and

then removing all instances of a letter followed by its inverse.

We view Fn as an σb,n-structure (its Cayley graph) by defining

iFn =
{

(x, y) ∈ Fn
∣∣∣ xi = y

}
.

Note that this structure is symmetric in that its automorphism group is transitive (the group Fn

acts transitively on it by left multiplication). Note also that if we have a σb,n-structure S, then showing

that all the relations iS and (iS)−1 are surjective is equivalent to showing that every s ∈ S is the image

of the empty word ε under a homomorphism from Fn to S.

Consider the following substructure of P

Pcore :=
{
p ∈ P

∣∣∣ there is a homomorphism q : Fn → P with (ε)q = p
}
.
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By the comment above, the binary relations iP
core

and (iP
core

)−1 are surjective for all i < n.

Claim: The maps π0 �Pcore and π1 �Pcore are both quotient maps.

Proof of Claim: We show that π0 �Pcore is a quotient map, the other case is symmetric. Let i <

n be arbitrary, and (a, b) ∈ iB be arbitrary. It suffices to show that there is (p, q) ∈ iP
core

with

((p)π0, (q)π0) = (a, b). As A is an n-CA structure, we either have ((a)φB)ΓA = (i, 1) or ((b)φB)ΓA =

(i,−1). We assume without loss of generality that ((b)φB)ΓA = (i,−1). There are 2 cases to consider:

(1) There are finite sequences b = b0, a = b−1, b−2, . . . , b−l in B and i0, i−1, . . . , i−l in {0, 1, . . . , n−
1} such that (bk−1, bk) ∈ iBk and ((bk)φB)ΓA = (ik,−1) for each −l < k ≤ 0 and ((b−l)φB)ΓA =

(i−l, 1).

(2) There are infinite sequences b = b0, a = b−1, b−2, . . . in B and i0, i−1, i−2, . . . in n such that

(bk−1, bk) ∈ iBk and ((bk)φB)ΓA = (ik,−1) for each k ∈ −N.

For now we consider the first case. Let (c0, c1) ∈ iC−l+1 be such that

((c0)φC, (c1)φC) = ((b−l)φB, (b−l+1)φB),

(these must exist as φC is a quotient map). Let qC : Fn → C be any homomorphism which maps

(ε, i−l+1) to (c0, c1). Similarly, let qB : Fn → B be any homomorphism which maps (ε, i−l+1) to

(b−l, b1−l), maps (i−l+1, i−l+1i−l+2) to (b−l+1, b−l+2) and so on.

Note that ((b−l)φB)ΓA = (i−l, 1) and ((b−l+1)φB)ΓA = (i−l+1,−1). A routine inductive argument

using this fact and the fact that A is an n-CA structure shows that there is a unique homomorphism

q : Fn → A such that (ε)q = (b−l)φB and (i−l+1)q = (b−l+1)φB. In particular it follows that qCφC =

qBφB as both maps have this property.

The map 〈qB, qC〉B×C : Fn → B× C is a homomorphism (recall Definition 2.3). As qCφC = qBφB, it

follows that the image of this homomorphism is contained in P and hence Pcore, finally the image of

the pair (i−l+1i−l+2 . . . i−1, i−l+1i−l+2 . . . i0) under 〈qB, qC〉B×C is mapped by π0 to (a, b) as required.

We now consider the case that there are infinite sequences b = b0, a = b−1, b−2, . . . in B and

i0, i−1, i−2, . . . in n such that (bk−1, bk) ∈ iBk and ((bk)φB)ΓA = (ik,−1) for each k ∈ −N. As B is

finite, we can choose s, t ∈ N such that −s < −t and b−s = b−t. Let (c0, c1) ∈ iC−s+1 be such that

((c0)φC, (c1)φC) = ((b−s)φB, (b−s+1)φB). We then inductively define a sequence c0, c1, c2, . . . as follows:

(1) Let c0, c1 be as before.

(2) If ck has already been defined and (ck)φC = (b−j)φB where −s ≤ −j < −t, then we choose

ck+1 to be such that (ck, ck+1) ∈ iC−j+1.

As the sequence c0, c1, c2, . . . is infinite it must repeat, thus we can assume without loss of generality

that we chose it to be eventually be periodic, and thus by changing the choice of c0, c1, we can assume

without loss of generality that there is k ∈ N such that cl = cl mod k for all l ∈ N.

We are now in the position to define maps from Fn to B and C. We have established some “cycles”

of note, that is c0, c1, . . . , ck = c0 and b−s, b1−s, . . . , b−t = b−s. Moreover these cycles are mapped

respectively by φC and φB to some common cycle a0, a1, . . . , ap = a0 in A (hence both k and s− t are

multiples of p but are not necessarily equal). We define a map qC : Fn → C by defining (ε)qC = c0 and

inductively extending this homomorphism to all of Fn as follows:
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(1) If (w0w1w2 . . . wl−1)qC is in the cycle c0, c1, . . . , ck = c0 and mapping w0w1w2 . . . wl to the

next/previous element in the cycle would preserve the fact that q is a homomorphism, then

map w0w1w2 . . . wl to the next/previous element in the cycle.

(2) Otherwise map w0w1w2 . . . wl to any element of C which preserves the fact that qC is a homo-

morphism.

We define a map qB similarly using the cycle b−s, b1−s, . . . , b−t = b−s, and a map qA using the cycle

a0, a1, . . . , ap = a0. Note that we never make any arbitrary choices in the construction of qA as if we

ever had a choice it would follow that ΓA was not a function. It follows that

qBφB = qA = qCφC.

Thus 〈qB, qC〉B×C is a homomorphism into Pcore. It is routine to verify that the edge (a, b) is mapped

onto by qB, so again we have the required outcome. ♦
By Theorem 5.26, let D be an n-CA structure such that there is a quotient map ψ : D→ Pcore. The

result follows by defining φD,C := ψπ1 and φD,B := ψπ0. �

Theorem 5.28 (We have a Projective Fräissé Class, Assumed Knowledge: 5.20, 4.14, 5.26, 5.27).

For each n ≥ 1, the n-CA structures form a projective Fräissé class.

Proof. We verify conditions (1)-(5) of Definition 5.20.

(1) The defining property of the class is an isomorphism invariant, so the class is closed under

isomorphisms.

(2) The class consists of finite structures in a finite signature and so has countably many isomor-

phism types. It also has infinitely many isomorphism types as by Theorem 5.26, it contains

structures of arbitrarily large finite cardinality.

(3) The class consists of finite structures by definition.

(4) Suppose that B and C are n-CA structures. Note that the structure B × C is a non-empty

σb,n-structure such that each relation and its inverse are surjective, moreover the projection

maps π0 and π1 are quotient maps. By Theorem 5.26 we can find an n-CA structure D such

that there is a quotient map ψ : D→ B×C. The maps ψπ0 and ψπ1 are the required quotient

maps.

(5) This is immediate from Lemma 5.27.

�

Definition 5.29 (The CA limit, Assumed Knowledge: 5.22, 5.28).

For each n ≥ 1, define nL to be a projective Fräissé limit of the class of n-CA structures (see Theo-

rem 5.22).

Now that for all n ∈ N\{0} we have the objects nL that we wanted, we need to show that nL can

be viewed as a generic element of Aut(2N)n.

Lemma 5.30 (Splitting points in n-CA structures, Assumed Knowledge: 5.26).

Suppose that S is an n-CA structure, i < n, p ∈ S, k ≥ 2 and (p)iS = {q0, q1, . . . , qk−1}. Then there

is an n-CA structure S2 and a quotient map φ : S2 → S with (p)φ−1 ≥ k and such that for each

p′ ∈ (p)φ−1 the set (({p′})iS2)φ is a singleton.



42 ON CONSTRUCTING TOPOLOGY FROM ALGEBRA

Proof. Let T denote the structure with universe (S\{p}) ∪ ({p} × {0, 1, . . . , k − 1}), and relations to

be defined later (we assume without loss of generality that {p} × {0, 1, . . . , k − 1} is disjoint from S).

Define φT : T→ S by

(x)φT =

{
x if x ∈ S\{p}
p if x ∈ {p} × {0, 1, . . . , k − 1}

}
.

For j ∈ {0, 1, . . . , n− 1}\{i}, we define

jT :=
{

(a, b)
∣∣∣ ((a)φT, (b)φT) ∈ jS

}
and

iT :=
{

(a, b)
∣∣∣ ((a)φT, (b)φT) ∈ iS and if a = (p, l) then b = ql

}
.

Note that φT is a quotient map from T to S and that each jT is surjective with surjective inverse. Thus

by Theorem 5.26 there is an n-CA structure S2 which quotients onto T. The composite of these two

quotient maps gives the required quotient map φ. �

Lemma 5.31 (Cantor limit is a Cantor space, Assumed Knowledge: 3.20, 5.23, 5.30).

For each n ≥ 1, the topological structure nL is homeomorphic to the Cantor set 2N.

Proof. By Theorem 3.20 it suffices to show that nL is non-empty, second countable, zero-dimensional,

Hausdorff, compact and has no isolated points. All of these except no isolated points are immediate

from Theorem 5.22. So we show that nL has no isolated points.

Suppose for a contradiction that p is an isolated point of nL. Thus {{p}, nL\{p}} is a partition of nL
into clopen sets. By Theorem 5.23 part (2), there is k ∈ N and a partition S := {C0, C1, . . . , Ck−1, {p}}
of nL into clopen sets such that the corresponding quotient structure is an n-CA structure. By

Lemma 5.30 there is an n-CA structure S2 and a quotient map φ : S2 → S with ({{p}})φ−1 ≥ 2 (we

can use ΓS to choose a relation allowing us the guarantee this).

By Theorem 5.23 part (1), we can assume without loss of generality that S2 is a quotient structure

of nL (whose elements are clopen subsets of nL). Thus the map sending s ∈ S to
⋃

({s})φ−1 is an

isomorphism from S to a quotient structure of nL. By Theorem 5.23 part (3), we can find a topological

isomorphism h : nL→ nL such that (s)h =
⋃

({s})φ−1 for all s ∈ S. LetA,B ∈ ({{p}})φ−1 be distinct.

It follows that (A)h−1 and (B)h−1 are disjoint non-empty subsets of {p}, this is a contradiction. �

Lemma 5.32 (Cantor limit relations are homeomorphisms, Assumed Knowledge: 1.5, 3.18, 5.31).

If n ≥ 1 and i ∈ {0, 1, . . . , n− 1}, then inL is a homeomorphism of nL.

Proof. We first show that inL is a function. Let x ∈ nL be arbitrary, and suppose that (x, y), (x, z) ∈
inL. It suffices to show that y = z. Suppose for a contradiction that y 6= z and let {Uy, Uz} be a

partition of nL into disjoint clopen subsets of nL with y ∈ Uy, z ∈ Uz. By Theorem 5.23 part (2) there

is a finite refinement S of this partition into clopen sets such that if we view S as quotient structure of

nL, then S is an n-CA structure.

Using the element of S containing x as p, let φ and S2 be as in Lemma 5.30. By Theorem 5.22 part

(3), there is a continuous quotient map ψ : nL → S2 such that ψφ is the map sending an element of

nL to the element of S containing it.
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Thus by the choice of S2, each element of ({[x]ker(ψ)})inL/ ker(ψ) is contained in a common element

of S (and hence only one element of {Ux, Uy}). This is a contradiction as x is related to both y and z

by inL.

We have shown that inL is a function, by symmetry (inL)−1 is also a function and thus inL is a

bijection. It remains to show that inL is continuous. As nL is a topological structure, we have that

inL is closed and hence compact subspace of nL2 (Remark 3.18). As inL is a bijection, both the maps

π0 and π1 from inL to nL are bijections. Moreover (as projections) both the maps π0 �inL , π1 �inL are

continuous and thus are homeomorphisms as they map between compact Hausdorff spaces. As the

function inL is equal to the composition of the inverse of π0 (using inL as the domain of π0) with π1,

the result follows. �

Theorem 5.33 (cf. Theorem 4.7 of [22], Aut(2N) has ample generics, Assumed Knowledge: 4.10,

5.23, 5.1, 5.5, 5.26, 5.32, 5.13).

The action conjAut(2N) has ample generics (using the compact-open topology on Aut(2N)) .

Proof. For all f = (f0, f1, . . . , fn−1) ∈ Aut(2N)n, let Sf denote the σb,n structure with universe 2N and

iSf = fi for all i < n. We show that the set

C :=
{
f ∈ Aut(2N)n

∣∣∣ Sf ∼= nL
}

is comeagre.

Let R =
{
Ri
∣∣∣ i ∈ N

}
be a collection of n-CA structures such that every n-CA structure is iso-

morphic to precisely one element of R. Let Clo(2N) denote the collection of clopen subsets of 2N, let

CloP(2N) denote the set of finite partitions of 2N into clopen sets. Let PS(2N) denote the set of surjec-

tions from elements of CloP(2N) to elements of R. Let QR denote the set of quotient maps between

elements of R. Note that the sets R,Clo(2N),CloP(2N),QR and PS(2N) are all countable.

By Theorem 5.12, it follows that the sets of the form{
f ∈ Aut(2N)

∣∣∣ (U)f = V
}

= B(U, V ) ∩B(U c, V c)

where U, V ∈ Clo(2N), form a subbasis for the topology on Aut(2N).

Claim: The sets of the form

Uφ :=
{
f ∈ Aut(2N)n

∣∣∣ φ is a quotient map from Sf to img(φ)
}

where φ can be any surjection from an element of CloP(2N) to a σb,n-structure, are a basis of clopen

sets for the topology on Aut(2N)n.

Proof of Claim:

Let φ be an arbitrary surjection from a partition of 2N into clopen sets to a σb,n-structure. To see that

Uφ is clopen in the compact-open topology, note that it is the intersection of the following two sets⋂
i<n

(a,b)∈iimg(φ)

⋃
U,V ∈Clo(2N)

U⊆
⋃

((a)φ−1)

V⊆
⋃

((b)φ−1)

{
(f0, f1, . . . , fn−1) ∈ Aut(2N)n

∣∣∣ (U)fi = V
}
,

⋂
i<n

(a,b)/∈iimg(φ)

⋃
V ∈Clo(2N)

V ∩(
⋃

((b)φ−1))=∅

{
(f0, f1, . . . , fn−1) ∈ Aut(2N)n

∣∣∣ (
⋃

((a)φ−1))fi = V
}
.
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We now need to show that every set of the form⋂
j<k

{
(f0, f1, . . . , fn−1) ∈ Aut(2N)n

∣∣∣ (Uj)fi = Vj

}
for i < n, k ∈ N, U0, U1, . . . , Uk−1V0, V1, . . . , Vk−1 ∈ Clo(2N) is a union of sets of the form Uφ. Let

f = (f0, f1, . . . , fn−1) in the above set be arbitrary. Let P be a partition of 2N into clopen sets such

that each of the sets Uj and Vj can be expressed as unions of elements of P and let φ be the identity

map from P to P (where we view the second P as a quotient structure of Sf ). Note that f ∈ Uφ and

let g = (g0, g1, . . . , gn−1) ∈ Uφ be arbitrary. Then (F )gi ⊆ Vj for all j < k and F ∈ P with F ⊆ Uj .

Similarly (F )gi ∩ Vj = ∅ for all j < k and F ∈ P with F ∩Uj = ∅. As g was arbitrary, it follows that

Uφ ⊆
⋂
j<k

{
(f0, f1, . . . , fn−1) ∈ Aut(2N)n

∣∣∣ (Uj)fi = Vj

}
as required.♦

We then define:

U1 :=
⋂
i∈N

⋃
φ∈PS(2N)
img(φ)=Ri

Uφ,

U2 :=
⋂

P∈CloP(2N)

⋃
φ∈PS(2N)

ker(φ) refines P

Uφ,

U3 :=
⋂

φ∈PS(2N)
g∈QR

img(g)=img(φ)

(Aut(2N)n\Uφ) ∪


⋃

ψ∈PS(2N)
dom(g)=img(ψ)

ψg=φ

Uψ



 .

From Theorem 5.22, it follows that C = U1 ∩ U2 ∩ U3.

We have now shown that C is a countable intersection of open sets. We need now only show that C

is dense. Let φ ∈ PS(2N) be an arbitrary surjection from a clopen partition of 2N to a σb,n-structure.

If Uφ 6= ∅, then img(φ) has the property that all its relations are surjective with surjective inverse.

Thus by Theorem 5.26, we can assume without loss of generality that img(φ) is an n-CA structure.

It suffices to show that Uφ ∩ C is not empty. By Lemmas 5.31 and 5.32, let f ∈ C be fixed. As

f ∈ U1, there is φ′ ∈ PS(2N) such that img(φ′) = img(φ) and f ∈ Uφ′ . Let q : 2N → img(φ) be defined

by (x)q = (U)φ′ where U is the element of dom(φ′) containing x. We have that q : Sf → img(φ)

is a continuous quotient map. Let h be any homeomorphism of 2N such that for all p ∈ img(φ) we

have (({p})q−1)h =
⋃

(({p})φ−1) (Theorem 5.23 (3)). It follows that (f, h) conjnAut(2N) is an element

of C ∩ Uφ as required. �

5.3. Automatic continuity for groups. In this subsection we use the ample generics results from

the previous two subsection to show that all homomorphisms from either of Sym(N) or Aut(2N) to

second countable groups are continuous.

This is done via a result (Theorem 5.38) of the paper [21] of Kechris and Rosendal, which states that

any Polish group whose conjugacy action has ample generics will satisfy this condition. The results in
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this subsection are all individually present in some form in the literature but we include them so we

can present a self contained proof of Theorem 5.39.

Lemma 5.34 (Countable covers, Assumed Knowledge: 3.5, 3.9, 3.26, 4.10).

Suppose that G is a second countable topological group with identity 1G. If N is a neighbourhood of

1G, then there is a sequence (gi)i∈N of elements of G such that G =
⋃
i∈NNgi.

Proof. As G is a topological group and 1G = 1−1
G , it follows that A := N ∩N−1 is a neighbourhood of

1G. Let B be a countable basis for G with ∅ /∈ B. By the axiom of choice, let (gi)i∈N be a sequence

of elements of G such that every element of B contains gi for some i ∈ N. It follows that
{
gi

∣∣∣ i ∈ N
}

is a dense subset of G. It suffices to show that G =
⋃
i∈NNgi. Let g ∈ G be arbitrary. The set Ag is

a neighbourhood of g, so there is i ∈ N such that gi ∈ Ag. It follows that g ∈ A−1gi = Agi ⊆ Ngi as

required. �

The following theorem is often referred to as (part of) Effros’ Theorem. For more information see

[35] for example.

Theorem 5.35 (Effros’ Theorem, Assumed Knowledge: 3.4, 3.22, 3.25, 3.27, 4.10, 5.2, 5.34).

Suppose that G is a Polish group and suppose that a : X×G→ X is a continuous and transitive action

of G on a metrizable space X which is not meagre in itself. If N is a neighbourhood of 1G in G and

x ∈ X, then (x,N)a is a neighbourhood of x in X.

Proof. Let dG be a complete metric compatible with G, and dX be a metric compatible with X.

Claim: If A is a neighbourhood of 1G in G and z ∈ X, then z ∈ ((z,A)a)−◦.

Proof of Claim: Let A2 be a neighbourhood of 1G in G such that A−1
2 = A2 and A2

2 ⊆ A. By

Lemma 5.34, let (ti)i∈N be a sequence of elements of G such that
⋃
i∈NA2ti = G. It follows that⋃

i∈N(z,A2ti)a = X. As X is not meagre in itself, it follows that at least one of the sets (z,A2ti)a is

somewhere dense and so (z,A2)a is somewhere dense. If b ∈ A2 is such that (z, b)a ∈ ((z,A2)a)−◦,

then z ∈ (((z,A2)a)−◦, b−1)a = ((z,A2b
−1)a)−◦ ⊆ ((z,A)a)−◦ as required.♦

Let V be an open neighbourhood of 1G such that V −1 = V and (V −)2 ⊆ N . By the claim, we have

x ∈ ((x, V )a)−◦. It thus suffices to show that ((x, V )a)−◦ ⊆ (x,N)a.

Let y ∈ ((x, V )a)−◦ be arbitrary. As V is inverse closed, it follows that similarly x ∈ ((y, V )a)−◦.

We define sequences (gi)i∈N and (hi)i∈N in G inductively as follows:

(1) Choose g0 ∈ V to be such that

(x, g0)a ∈ BdX
(
y,

1

20

)
∩
((

y,BdG

(
1G,

1

20

)
∩ V

)
a

)−◦
(we can do this as (x, V )a is dense in a neighbourhood of y).

(2) Choose h0 ∈ BdG
(
1G,

1
20

)
∩ V to be such that

(y, h0)a ∈ BdX
(

(x, g0)a,
1

21

)
∩
((

x,BdG

(
g0,

1

21

)
∩ V

)
a

)−◦
(we can do this as

(
y,BdG

(
1G,

1
20

)
∩ V

)
a is dense in a neighbourhood of (x, g0)a).

(3) Suppose that gi−1 and hi−1 are defined. Choose gi ∈ BdG
(
gi−1,

1
2i

)
∩ V to be such that

(x, gi)a ∈ BdX
(

(y, hi−1)a,
1

2i

)
∩
((

y,BdG

(
hi−1,

1

2i

)
∩ V

)
a

)−◦



46 ON CONSTRUCTING TOPOLOGY FROM ALGEBRA

(we can do this as
(
x,BdG

(
gi−1,

1
2i

)
∩ V

)
a is dense in a neighbourhood of (y, hi−1)a).

(4) Suppose that gi and hi−1 are defined. Choose hi ∈ BdG
(
hi−1,

1
2i

)
∩ V to be such that

(x, hi)a ∈ BdX
(

(x, gi)a,
1

2i+1

)
∩
((

x,BdG

(
gi,

1

2i+1

)
∩ V

)
a

)−◦
(we can do this as

(
y,BdG

(
hi−1,

1
2i

)
∩ V

)
a is dense in a neighbourhood of (x, gi)a).

By construction, the sequences (gi)i∈N and (hi)i∈N are Cauchy and so they converge to some g, h ∈ V −

respectively. As our action is continuous, it follows that ((x, gi)a)i∈N and ((y, hi)a)i∈N converge to

(x, g)a and (y, h)a respectively.

For all i ∈ N we have ((x, gi)a, (y, hi)a)dX ≤ 1
2i , so we must have that (x, g)a = (y, h)a. Thus

y = (x, gh−1)a, and so y ∈ (x, V −(V −1)−)a = (x, (V −)2)a ⊆ (x,N)a as required. �

Lemma 5.36 (cf. Lemma 6.6 of [21], Extending generic tuples, Assumed Knowledge: 3.5, 3.25, 3.30,

3.31, 3.28, 5.5, 5.35).

Suppose that G is a Polish Group, the action conjG has ample generics, A ⊆ G is not meagre in G,

(x0, x1, . . . , xn−1) ∈ Gn has a comeagre orbit under conjnG, B ⊆ G is such that for all comeagre subsets

C of G the set B ∩ C is dense in G, and N is a neighbourhood of the identity 1G of G.

In this case there is (a, g, b) ∈ A×N ×B such that

((x0, x1, . . . , xn−1, a), g) conjnG = (x0, x1, . . . , xn−1, b)

has comeagre orbit under conjn+1
G .

Proof. For the purposes of this proof, we will say that a element of Gn is generic if its orbit under

conjnG is comeagre. By Theorems 3.28 and 3.31, there exists a generic (z0, z1, . . . , zn−1) ∈ Gn such that

G ≈G
{
y ∈ G

∣∣∣ (z0, z1, . . . , zn−1, y) is generic
}
.

Let h ∈ G be such that (z0, z1, . . . , zn−1) = ((x0, x1, . . . , xn−1), h) conjnG, we now have:

G = hGh−1

≈G h
{
y ∈ G

∣∣∣ (z0, z1, . . . , zn−1, y) is generic
}
h−1

=
{
hyh−1

∣∣∣ (z0, z1, . . . , zn−1, y) is generic
}

=
{
y ∈ G

∣∣∣ (z0, z1, . . . , zn−1, h
−1yh) is generic

}
=
{
y ∈ G

∣∣∣ ((x0, x1, . . . , xn−1, y), h) conjnG is generic
}

=
{
y ∈ G

∣∣∣ (x0, x1, . . . , xn−1, y) is generic
}
.

Let a ∈ A be such that (x0, x1, . . . , xn−1, a) is generic. Let Gx0,x1,...,xn−1 be the subgroup of elements

of G which commute with each of x0, x1, . . . , xn−1. Note that{
y ∈ G

∣∣∣ (x0, x1, . . . , xn−1, y) is generic
}

= (a,Gx0,x1,...,xn−1
) conjG .

Moreover this set is comeagre and so it is not meagre in G by Theorem 3.28. In particular the space

(a,Gx0,x1,...,xn−1) conjG is not meagre in itself by Remark 3.30. As Gx0,x1,...,xn−1 ≤ G is closed, it is

Polish and so by Theorem 5.35, we have that (a,Gx0,x1,...,xn−1 ∩N) conjG is a neighbourhood of a in
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the space (a,Gx0,x1,...,xn−1
) conjG. By assumption B ∩ (a,Gx0,x1,...,xn−1

) conjG is dense in G and so in

particular, it follows that there is some b ∈ B ∩ (a,Gx0,x1,...,xn−1
∩N) conjG as required. �

Lemma 5.37 (cf. Lemma 6.7 of [21], Generic Cantor map, Assumed Knowledge: 3.19, 4.28, 5.36).

Suppose that G is a Polish Group, the action conjG has ample generics, A ⊆ G is not meagre in G,

B ⊆ G is such that for all comeagre subsets C of G the set B ∩ C is dense in G.

In this case, there is a continuous map a 7→ ha from 2N → G such that if p ∈ {0, 1}∗, a, b ∈ 2N,

p0 < a and p1 < b, then h−1
a Aha ∩ h−1

b Bhb 6= ∅ (recall Definition 4.28).

Proof. Let d be a complete metric for G. We define a maps w → hw, w → xw from {0, 1}∗ → G

inductively to satisfy for following properties:

(1) If w ∈ {0, 1}n then the tuple (xw�0 , xw�1 , xw�2 , . . . , xw) has a generic orbit under conjn+1
G .

(2) hε = 1G.

(3) If w ∈ {0, 1}n and (n− 1)w = 0 then xw ∈ A.

(4) If w ∈ {0, 1}n and (n− 1)w = 1 then xw ∈ B.

(5) If w ∈ {0, 1}n and (n− 1)w = 1 then hw = hw�n−1 .

(6) If w0, w1 ∈ {0, 1}n, (n−1)w0 = 0, (n−1)w1 = 1 and w0 �n−1= w1 �n−1 then (hw0 , hw1)d ≤ 1
2n ,

and moreover there is some g ∈ G which commutes with each of xw0�0 , xw0�1 , . . . , xw0�n−1
and

such that (xw0
, g) conjG = xw1

and hw0
= ghw1

.

We do this by defining hε = 1G and xε to have comeagre orbit under conjG, we then define the rest

by induction on n (the inductive step follows from Lemma 5.36).

For w ∈ 2N, we define hw to be the limit of the sequence (hw�n)n∈N (by construction this sequence

is Cauchy and so converges). By construction, if a 6= b ∈ 2N, n = min
{
i ∈ N

∣∣∣ (i)a 6= (i)b
}

and

(n)a = 0, then xa�n+1 ∈ A, xb�n+1 ∈ B. Note also that (by conditions (5) and (6)) the sequences

((xa�n+1 , ha�k) conjG)k≥n+1 and ((xb�n+1 , hb�k) conjG)k≥n+1 are constant. Thus:

(xa�n+1
, ha) conjG = (xa�n+1

, ha�n+1
) conjG

= (xa�n+1
, ghb�n+1

) conjG where g is as in Condition (6)

= (xb�n+1
, hb�n+1

) conjG

= (xb�n+1
, hb) conjG .

In particular this value is an element of h−1
a Aha ∩ h−1

b Bhb as required. �

Theorem 5.38 (cf. Theorem 6.24 of [21], Ample continuity, Assumed Knowledge: 4.3, 5.37).

If G is a Polish Group and the action conjG has ample generics, then every homomorphism from G to

a second countable topological group is continuous.

Proof. Let H be a second countable topological group. Let φ : G → H be a homomorphism. We

need to show that φ is continuous at 1G, (that the preimage of every neighbourhood of 1H is a

neighbourhood of 1G). Let N be a neighbourhood of 1H , let V be an inverse closed neighbourhood of

1H with V 20 ⊆ N . Define A := (V )φ−1, we have that

G =
⋃

h∈(G)φ

(V h)φ−1.
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By Lemma 5.34 (as (G)φ is second countable) there is a sequence (gi)i∈N with

G =
⋃
i∈N

(V (gi)φ)φ−1 =
⋃
i∈N

Agi.

Thus A is not meagre in G.

Claim: There is a non-empty open U ⊆ G such that U ∩A5 is comeagre in U .

Proof of Claim: Suppose that A5 is not comeagre in any non-empty open set U . It follows that

B := (A5)c is not meagre in any non-empty open set. If C is comeagre in G, then C is comeagre in

all non-empty open subsets of G so B ∩ C is dense in G. By Lemma 5.37, let w → hw from 2N be a

continuous map such that if p ∈ {0, 1}∗, a, b ∈ 2N, p0 ≤ a and p1 ≤ b then (h−1
a Aha)∩ (h−1

b Bhb) 6= ∅.

If h ∈ G, then

(h−1Ah) ∩ (h−1Bh) = (h−1Ah) ∩ (h−1((A5)c)h) ⊆ (h−1Ah) ∩ (h−1(Ac)h) = ∅.

It follows that the map w → hw is injective. As 2N is uncountable, there must be i ∈ N and a 6= b ∈ 2N

such that ha, hb ∈ Agi. Assume without loss of generality, that there is p ∈ {0, 1}∗ such that p0 ≤ a

and p1 ≤ b.
Note that

(A, hah
−1
b ) conjG = (A, hag

−1
i gih

−1
b ) conjG

= (hbg
−1
i )(hag

−1
i )−1A(hag

−1
i )(hbg

−1
i )−1

⊆ A5.

But by assumption (B, hb) conjG ∩(A, ha) conjG 6= ∅, so B ∩ (A, hah
−1
b ) conjG 6= ∅ which is a contra-

diction. ♦

So there is a non-empty open set subset of G in which A5 is comeagre. As A (and thus A5) are

inverse closed, it follows that A10 is comeagre in an open neighbourhood U of 1G. Let h ∈ U be

arbitrary. We have that U ∩ Uh is an open neighbourhood of h. Thus A10 ∩ A10h is comeagre in

U ∩ Uh. So there are h0, h1 ∈ A10 such that h0 = h1h. It follows that h ∈ A20.

As h was arbitrary we obtain U ⊆ A20 ⊆ (N)φ−1, and φ is continuous as required. �

Theorem 5.39 (Ample automatic examples, Assumed Knowledge: 4.3, 5.37).

If G is one of the following topological groups, then all homomorphisms from G to second countable

topological groups are continuous.

(1) Sym(N) with the pointwise topology (recall Proposition 5.17).

(2) Aut(2N) with the compact-open topology (recall Proposition 5.14).

Proof. The groups Sym(N) and Aut(2N) are Polish groups by Propositions 5.17 and 5.14 respectively.

Moreover, by Theorems 5.18 and 5.33 respectively we know that conjSym(N) and conjAut(2N) have ample

generics. The result then follows from Theorem 5.38. �

5.4. Rubin’s Theorem. Rubin’s Theorem was first proved by Matatyahu Rubin in [31, Corollary

3.5]. The theorem shows that for a given group, there is at most one way for it to act “nicely” on

a “nice” topological space (see Theorem 5.49). In particular, the topological space is constructable

entirely from the group. In this subsection we give a proof of Rubin’s Theorem, and conclude with
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the corollary (Corollary 5.50) to Rubin’s Theorem which we will require in Part 4. The author of

this thesis learned of Rubin’s proof via a set of notes taken by Francesco Matucci and James Belk on

Rubin’s original proof. What is presented here is a minimalistic version of the proof which avoids all

references to boolean algebras and gives an explicit description of the Rubin action of a given group

(see Definition 5.47).

Definition 5.40 (Support and fix, Assumed Knowledge: 3.14, 4.11, 5.2).

Suppose that G is a group, a : X ×G→ X is a continuous action of G on a topological space X, and

g ∈ G. We define

supta(g) := {x ∈ X : (x, g)a 6= x}, fixa(g) := {x ∈ X : (x, g)a = x}.

Moreover if U ⊆ X then we define

GU,a := {g ∈ G : supta(g) ⊆ U}.

It is routine to verify that GU,a is always a subgroup of G, and if X is Hausdorff, then the set supta(g)

is always open, and the set fixa(g) is always closed.

Definition 5.41 (Locally moving, Assumed Knowledge: 3.5, 3.26, 5.40).

If a : X ×G→ X is an action of a group G on a topological structure X, then we say that a is locally

moving if for all x ∈ X and neighbourhoods U of x, we have that x ∈ ((x,GU,a)a)−◦.

The support sets (Definition 5.40), are precisely how the topological space will be constructed. Due

to the restrictions we will put on the action, the interplay between the sets of this type will completely

determine the topological space we need.

The following lemma (Lemma 5.42), is our means for understanding the action of the group on

these sets using the group alone.

Lemma 5.42 (Support tricks, Assumed Knowledge: 3.5, 5.7, 5.8, 5.40).

If a : X ×G→ X is a continuous action of a group G on a topological space X, and f, g ∈ G, then

supta((f, g) conjG) = (supta(f), g)a,

supta([f, g]) ⊆ supta(f) ∪ (supta(f), g)a, and supta([f, g]) ⊆ supta(g) ∪ (supta(g), f)a.

Moreover if X is Hausdorff and x ∈ supta(f), then there is an open neighbourhood U of x such that

U ⊆ supta(f) and (U, f)a ∩ U = ∅.

Proof. The first equality can be seen as follows:

x ∈ supta((f, g) conjG) ⇐⇒ (x, (f, g) conjG)a 6= x

⇐⇒ (x, g−1fg)a 6= x

⇐⇒ (x, g−1f)a 6= (x, g−1)a

⇐⇒ ((x, g−1)a, f)a 6= (x, g−1)a

⇐⇒ (x, g−1)a ∈ supta(f)

⇐⇒ x ∈ (supta(f), g)a.

We now show the first of the inclusions, the second is proved similarly. From the first equality

it follows that if x /∈ supta(f) ∪ (supta(f), g)a then x ∈ fixa(f) ∩ fixa((f, g) conjG) = fixa(f−1) ∩
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fixa((f, g) conjG). So in particular, if x /∈ supta(f) ∪ (supta(f), g)a then

(x, [f, g])a = (x, f−1(f, g) conjG)a = (x, (f, g) conjG)a = x,

the inclusion follows.

Finally suppose that X is Hausdorff and x ∈ supta(f). Let U0, U1 be disjoint open sets containing

x, (x, f)a respectively. As X is Hausdorff, supta(f) is an open neighbourhood of both x and (x, f)a.

Thus by replacing U0, U1 with their intersection with supta(f), we can assume without loss of generality

that U0, U1 are both contained in supta(f). Let U := U0 ∩ (U1, f
−1)a. The set U is the required

neighbourhood of x. �

The main tool we still need to establish, before we proceed with the main proof, is a purely algebraic

means of describing how the support sets (Definition 5.40) compare with each other. This role is served

by the notion of “Algebraic Disjointness” (as we will see in Theorem 5.44).

Definition 5.43 (Algebraic disjointness, Assumed Knowledge: 5.8, 5.6).

If G is a group and f, g ∈ G, then we say that f is algebraically disjoint from g if for all h ∈ G\CG(f)

there are h0,g, h1,g ∈ CG(g) such that [[h, h0,g], h1,g] is a non-identity element of CG(g).

Theorem 5.44 (Disjoint vs algebraically disjoint, Assumed Knowledge: 3.10, 3.14, 5.41, 5.42, 5.43).

Suppose that X is a Hausdorff topological space without isolated points, G is a group of homeomor-

phisms of X, and the natural action a : X × G → X defined by (x, g)a = (x)g is locally moving. If

f, g ∈ G then

supta(f) ∩ supta(g) = ∅⇒ f is algebraically disjoint from g

⇒ supta(f) ∩ supta(g12) = ∅.

Proof. First suppose that supta(f)∩ supta(g) = ∅. Let h ∈ G\CG(f) and let p ∈ supta(f)∩ supta(h).

By Lemma 5.42, let U0 be a neighbourhood of p contained in supta(f)∩ supta(h) such that (U0, h)a∩
U0 = ∅. As a is locally moving and X is Hausdorff and has no isolated points, we may choose

h0,g ∈ GU0,a such that (p)h0,g 6= p. Similarly, let U1 ⊆ U0 be a neighbourhood of p such that

(U1, h0,g)a ∩ U1 = ∅, and let h1,g ∈ GU1,a be such that (p)h1,g 6= p.

By Lemma 5.42, supta(h−1h−1
0,gh)∩U1 = ∅, so the actions of [h, h0,g] and h0,g agree on U1. Similarly

the actions of [h0,g, h1,g] and h1,g agree on U1, it follows that

(p)[[h, h0,g], h1,g] = (p)[h0,g, h1,g] = (p)h1,g 6= p.

So [[h, h0,g], h1,g] 6= idX . Also by Lemma 5.42 we have

supta([[h, h0,g], h1,g]) ⊆ supta(h1,g) ∪ (supta(h1,g), [h, h0,g])a

= supta(h1,g) ∪ (supta(h1,g), h0,g)a ⊆ U0 ∪ U1 ⊆ supta(f).

As each of h0,g, h1,g and [[h, h0,g], h1,g] have supports disjoint from g, they all commute with g so the

first implication follows.

Now suppose that f is algebraically disjoint from g. Suppose for a contradiction that x ∈ supta(f)∩
supta(g12). Note that

supta(g12) ⊆
⋂

1≤i≤4

supta(gi).
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It follows from Lemma 5.42, that we can find a neighbourhood U of x such that

(U)f ∩ U = (U)g ∩ U = (U)g2 ∩ U = (U)g3 ∩ U = (U)g4 ∩ U = ∅.

Note that the sets {(U)gi : 0 ≤ i ≤ 4} are pairwise disjoint. As G is locally moving and X is Hausdorff

without isolated points, we may choose an element h of GU,a\{idX}. By Lemma 5.42, supta(h) ∩
supta(f−1hf) = ∅ and in particular h ∈ G\CG(f). So by assumption we may find h0,g, h1,g ∈ CG(g)

such that h2 := [[h, h0,g], h1,g] ∈ CG(g)\{idX}. Let P := {idX , h0,g, h1,g, h0,gh1,g} ⊆ CG(g). By

Lemma 5.42 (applied twice) we have

supt(h2) ⊆
⋃
p∈P

(U)p.

As h2 6= idX , there is thus some y ∈ U and k ∈ P such that ((y)k)h2 6= (y)k. As g−1h2g = h2, we have

supta(h2)gi = supta(h2) for all i ∈ Z. Moreover, as the sets {(U)gi : 0 ≤ i ≤ 4} are pairwise disjoint,

when |i− j| ∈ {1, 2, 3, 4} we have (y)kgi = (y)gik 6= (y)gjk = (y)kgj . So

|{(y)kg−i : 0 ≤ i ≤ 4}| = 5.

As |P | = 4 and {ykg−i : 0 ≤ i ≤ 4} ⊆ supta(h2) ⊆
⋃
p∈P (U)p, there is some p ∈ P and 0 ≤ i < j ≤ 4

such that {(y)kg−i, (y)kg−j} ⊆ (U)p. Thus (y)k ∈ (U)pgi ∩ (U)pgj = (U)gip ∩ (U)gjp = ((U)gi ∩
(U)gj)p = ∅. This is a contradiction. �

Lemma 5.45 (Non-trivial powers, Assumed Knowledge: 5.41, 5.42).

Suppose that X is a Hausdorff topological space without isolated points, G is a group of homeomor-

phisms of X, and the natural action a : X × G → X defined by (x, g)a = (x)g is locally moving. If

U ⊆ X is open and non-empty, then for all n ∈ N\{0} there is g ∈ GU,a such that gn 6= idX .

Proof. We prove by induction on n, that for all n ∈ N there is a non-empty open set Un and gn ∈ GU,a
such that Un ⊆ U and {(Un)gin : 0 ≤ i < n} are pairwise disjoint (note that this implies the lemma).

As a is locally moving, and X is Hausdorff with no isolated points, it follows that there is g1 ∈
GU,a\{1G}. The case for n = 1 now follows immediately from Lemma 5.42.

Suppose inductively that the claim is true for all n < k. If Uk−1 6⊆ fixa(gkk−1) then let x ∈
supta(gkk−1) ∩ Uk−1. For each i ∈ {0, 1, 2, . . . , k} choose a neighbourhood Vi of (x)gik−1 such that the

sets Vi are pairwise disjoint (note that the points (x)gik−1 are distinct by assumption). We can then

define Uk :=
⋂
i∈{0,1,2,...,k} Vig

−i
k−1 (which is notably a neighbourhood of x) and gk := gk−1.

If Uk−1 ⊆ fixa(gkk−1), choose some h ∈ GUk−1,a\{1G}. If x ∈ supta(h), then we have (x)(hgk−1)k =

(x)hgkk−1 = (x)h (the first equality follows from the fact that (supta(h))gik−1 ∩ supta(h) = ∅ for

0 < i < k). Moreover for 0 ≤ i < k, we have (Uk−1)(hg)i = (Uk−1)gi. Hence hgk−1 was an appropriate

candidate for gk−1 and we can return to the case that Uk−1 6⊆ fixa(gkk−1). �

Definition 5.46 (Algebraic basis, Assumed Knowledge: 3.8, 5.1, 5.6, 5.43).

If G is a group and f ∈ G, then we define

Gf := CG({g12 : f is algebraically disjoint from g}).

Note that if φ ∈ Aut(G), then (Gf )φ = G(f)φ. Moreover, if F ⊆ G is finite, then we define GF :=

∩f∈FGf .
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Definition 5.47 (Canonical Rubin action, Assumed Knowledge: 1.11, 5.7, 5.46).

If G is a group, then we define the canonical Rubin space (XG, TG) and canonical Rubin action rG :

XG ×G→ XG of G as follows:

(1) Let BG :=
{
GF

∣∣∣ F is a finite subset of G
}

. The set BG is partially ordered by containment,

and G acts on BG by conjugation.

(2) Let UG := {F ⊆ BG : F is an ultrafilter of BG as a poset} (recall Definition 1.11).

(3) If F ∈ UG and F is a finite subset of G, then we say that F ∈G GF if there is some non-identity

element g ∈ G with Gg ≤ GF and such that

(F , GF ) conjG =
{

(b, h) conjG

∣∣∣ b ∈ F , h ∈ GF} ⊇ {b ∈ BG : b ≤ Gg}.

Note that if g ∈ G and F ∈G GF , then (F , g) conjG ∈G G(F,g) conjG
.

(4) We define an equivalence relation ∼G on UG by

F1 ∼G F2 ⇐⇒ {GF ∈ BG : F1 ∈G GF } = {GF ∈ BG : F2 ∈G GF }.

We also extend the relation ∈G to UG/ ∼G by [F ]∼G ∈G GF ⇐⇒ F ∈G GF .

(5) We define XG := {[F ]∼G : F ∈ UG such that there is f ∈ G with F ∈G G{f} = Gf}.
(6) For each finite F ⊆ G, we define G′F :=

{
x ∈ XG

∣∣∣ x ∈G GF

}
.

(7) We define TG, to be the topology on XG generated by the sets G′F for finite F ⊆ G.

(8) We define rG : XG ×G→ XG by ([F ]∼G , g)rG = [(F , g) conjG]∼G . It is routine to verify that

this is indeed a well-defined action.

Definition 5.48 (Conjugate actions, Assumed Knowledge: 2.3, 5.2).

Suppose that G is a group, X0, X1 are topological structures and a0 : X0×G→ X0, a1 : X1×G→ X1

are actions of G on these structures. We say that a0, a1 are topologically conjugate if there is a

topological isomorphism ψ : X0 → X1 such that a0 ◦ ψ = 〈π0ψ, π1〉X1×G ◦ a1 (recall Definition 2.3).

Theorem 5.49 (Rubin’s Theorem, Assumed Knowledge: 3.18, 3.17, 4.3, 5.44, 5.47, 5.48).

If a : X × G → X is a continuous, faithful, locally moving action of a group G on a locally compact,

Hausdorff topological space X without isolated points, then a is topologically conjugate to the canonical

Rubin action rG.

Proof. Let T denote the topology on X partially ordered by ⊆.

Claim 0: If U, V ⊆ X are arbitrary open sets satisfying GU−◦,a ⊆ GV −◦.a, then U−◦ ⊆ V −◦.
Proof of Claim: Let U ′ be an arbitrary non-empty open subset of U . As X is Hausdorff and has no

isolated points, and a is locally moving, it follows that we can find some non-identity h ∈ GU ′,a. As

h ∈ GU ′,a ⊆ GU,a ⊆ GU−◦,a ⊆ GV −◦,a

it follows that supta(h) ⊆ V −◦, so U ′∩V −◦ 6= ∅, and thus U ′∩V 6= ∅. As U ′ was arbitrary, it follows

that V is dense in U , so U− ⊆ V −, and U−◦ ⊆ V −◦.♦
Claim 1: For all finite F ⊆ G, we have that GF = G⋂

f∈F supta(f)−◦,a. If we then define γ : BG → T
by (GF )γ =

⋂
f∈F supta(f)−◦, then γ is a well-defined embedding of partially ordered sets. Moreover,

for all f, g ∈ G we have ((Gf , g) conjG)γ = ((Gf )γ, g)a.

Proof of Claim:

As G⋂
f∈F supta(f)−◦,a =

⋂
f∈F Gsupta(f)−◦,a, we need only show the first part of the claim in the case

that F is a singleton {f}.
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We first show that Gf ⊆ Gsupta(f)−◦,a. Suppose that h 6∈ Gsupt(f)−◦,a is arbitrary, we will show

that h /∈ Gf . As supta(h) 6⊆ supta(f)−◦, there is a non-empty open set U0 ⊆ supta(h)\ supta(f). By

Lemma 5.42, let U1 be a non-empty open subset of U0 such that (U1, h)a∩U1 = ∅. By Lemma 5.45, let

g ∈ GU1,a be such that g12 6= 1G. Then supta(g) ⊆ U1 ⊆ supta(h)\ supta(f). So by Theorem 5.44, f

is algebraically disjoint from g. But g12 and h−1g12h have disjoint supports, so g12 does not commute

with h. Thus h 6∈ Gf .

We next show that Gsupta(f)−◦,a ⊆ Gf . Let h ∈ Gsupta(f)−◦ be arbitrary, and g ∈ G be arbitrary

such that f is algebraically disjoint from g. We show that h commutes with g12. By Theorem 5.44,

we have that supta(f) ∩ supta(g12) = ∅. As supta(f) is dense in supta(h) and supta(g12) is open, it

follows that supta(h) ∩ supta(g12) = ∅. Thus h commutes with g12 as required.

We now show that γ is well-defined. If F ⊆ G is finite, then

(GF )γ ⊆ (GF )γ−◦ =

⋂
f∈F

supta(f)−◦

−◦ ⊆
⋂
f∈F

supta(f)−◦−

◦ =

⋂
f∈F

supta(f)−

◦ ⊆ (GF )γ.

Thus (GF )γ is of the form in Claim 0. If GU−◦,a = (GF )γ = GV −◦,a, then we have both U−◦ ⊆ V −◦

and V −◦ ⊆ U−◦, so V −◦ = U−◦. Thus γ is a well-defined function (and is order preserving).

We next show that γ is an embedding. By the first part of the claim, the map γ′ : T → P(G) defined

by (U)γ′ = GU,a satisfies γγ′ = idBG (where idBG is the identity function on BG). It follows that γ is

an injective function. Moreover the map γ′ preserves containment and hence so does γ−1 ⊆ γ′.
Finally by Lemma 5.42, for all f, g ∈ G we have that

((Gf , g) conjG)γ = (Gg−1fg)γ = (supta(g−1fg))−◦

= ((supta(f), g)a)−◦ = (supt(f)−◦, g)a = ((Gf )γ, g)a.♦

Claim 2: The set
({
Gf

∣∣∣ f ∈ G}) γ ⊆ img(γ) is a basis for the topology T .

Proof of Claim:

Let x ∈ X and U an arbitrary open neighbourhood of x. Let V be a compact neighbourhood of x. It

follows that U ∩ V is an open neighbourhood of x in the compact space V . By Remark 3.18, there is

a compact neighbourhood W of x contained in U ∩ V . In particular W is closed in X.

Let f ∈ GW◦,a be such that (x)f 6= x. We have

x ∈ supta(f) ⊆ supta(f)−◦ ⊆W ◦−◦ ⊆W ⊆ U.

As supta(f)−◦ = (Gf )γ, the result follows.♦
Claim 3: If F ∈ UG and U is an open set such that GU,a ∈ BG, then

(there is x ∈ U such that NbhdsX(x) ⊆ ((F)γ)∗) ⇐⇒ F ∈G GU,a.

Where ((F)γ)∗ :=
{
S ∈ P(X)

∣∣∣ S contains an element of (F)γ
}

.

Proof of Claim:

(⇒) : Suppose that x ∈ U and NbhdsX(x) ⊆ ((F)γ)∗. As a is locally moving, it follows from Claim

2 that there is a non-identity element g ∈ G such that (x,GU,a)a is dense in (Gg)γ. Let b ∈ BG be

arbitrary with b ≤ Gg. It suffices to show that b ∈ (F , GU,a) conjG.

As (x,GU,a)a is dense in (Gg)γ, there is some fb ∈ GU,a such that (x, fb)a ∈ (b)γ. It follows that

((b)γ, f−1
b )a ∈ NbhdsX(x) ⊆ ((F)γ)∗. As F is a filter, we have (F)γ = ((F)γ)∗ ∩ (BG)γ. Moreover,
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by Claim 1 we have ((b, f−1
b ) conjG)γ = ((b)γ, f−1

b )a, so ((b)γ, f−1
b )a ∈ ((F)γ)∗∩ (BG)γ = (F)γ. Thus

we have

(b)γ ∈ ((F)γ, fb)a⇒ (b)γ ∈ ((F , fb) conjG)γ ⇒ b ∈ (F , fb) conjG ⇒ b ∈ (F , GU,a) conjG

as required.

(⇐) : Suppose that F ∈G GU,a. Let g ∈ G be such that Gg ≤ GU,a, and for all h ∈ G with Gh ≤ Gg,
we have that Gh ∈ (F , GU,a) conjG. As shown in the proof of Claim 2, (Gg)γ contains a compact set

with non-empty interior, and by Claim 2 we can always choose this set to be the closure of an element

of (BG)γ, thus by replacing Gg with a smaller element of BG we can assume without loss of generality

that ((Gg)γ)− is a compact subset of U .

Let h ∈ G be arbitrary such that Gh ≤ Gg, and note that ((Gh)γ)− is compact. There is some

fh ∈ GU,a such that Gf−1
h hfh

= (Gh, fh) conjG ∈ F . Let k := f−1
h hfh and note that Gk ∈ F and

((Gk)γ)− = (((Gh)γ)−, fh)a ⊆ (((Gg)γ)−, fh)a ⊆ (U, fh)a = U.

By Remark 3.18, there is some x ∈ (Gk)γ− ∩
⋂
b∈F (b)γ−. Let N ∈ NbhdsX(x) be arbitrary. We

need only show that N ∈ ((F)γ)∗. Let N ′ := (Gk)γ ∩ N . As BG and F are closed under finite

intersections, the set
{
A ∈ BG

∣∣∣ A ⊇ b ∩ (N ′)γ−1 for some b ∈ F
}

is a proper filter on BG containing

F . As F is an ultrafilter, it follows that (N ′)γ−1 ∈ F . Hence N ∈ ((F)γ)∗ as required. ♦.

From Claim 3, for all x ∈ XG there is (x)ψ ∈ X such that NbhdsX((x)ψ) ⊆ ((F)γ)∗ for all F ∈ x. As X

is Hausdorff it follows from Claim 2 that this point is unique (thus we can define a map ψ : XG → X in

this fashion). It also immediate from Claim 3 and the definition of ∼G that the function ψ is injective.

Furthermore, by Claim 2 and the definition of TG, a subset U ⊆ XG is open if and only if it is the

preimage of an open set under ψ.

If x ∈ X is arbitrary, then NbhdsX(x) is a proper filter on P(X), thus it can be extended to some

ultrafilter F on P(X), thus ([(F ∩ (BG)γ)γ−1]∼G)ψ = x. As x was arbitrary, it follows that ψ is

surjective. We now have that ψ : XG → X is a homeomorphism.

It now suffices to show that for all g ∈ G, and x ∈ XG, we have (x, g)rGψ = ((x)ψ, g)a. Let g ∈ G
and x ∈ XG be arbitrary. By Claim 2 and the assumption that X is Hausdorff, it suffices to show that

{f ∈ G : (x, g)rGψ ∈ (Gf )γ} = {f ∈ G : ((x)ψ, g)a ∈ (Gf )γ}.

This can be seen as follows:

{f ∈ G : (x, g)rGψ ∈ (Gf )γ} = {f ∈ G : (x, g)rG ∈G Gf}

= {f ∈ G : x ∈G (Gf , g
−1) conjG}

= {f ∈ G : x ∈G Ggfg−1}

= {f ∈ G : (x)ψ ∈ (Ggfg−1)γ}

= {f ∈ G : (x)ψ ∈ ((Gf , g
−1) conjG)γ}

= {f ∈ G : (x)ψ ∈ ((Gf )γ, g−1)a)}

= {f ∈ G : ((x)ψ, g)a ∈ (Gf )γ}. �

Now that we have proved Rubin’s Theorem (Theorem 5.49), we know that any sufficiently nice action

of a group on a sufficiently nice topological space is in fact an algebraic invariant of the group. This
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is particularly useful when taking about isomorphisms between groups. In the following corollary, we

show how Rubin’s Theorem can help with understanding the automorphisms of a group (this corollary

is crucial to Part 4).

Corollary 5.50 (Rubin automorphisms, Assumed Knowledge: 5.6, 5.49).

If G is a group and a : X × G → X is a continuous, faithful, locally moving action of G on a locally

compact, Hausdorff topological space X without isolated points, then

Aut(G) ∼= NAut(X)((G)φa)

(where φa is as in Definition 5.2) via an isomorphism which restricts to an isomorphism from Inn(G)

to (G)φa.

Proof. We define a map n : G×NAut(X)((G)φa)→ G of NAut(X)((G)φa) on G by:

(g, f)n = (f−1(g)φaf)φ−1
a .

Note that this is only well-defined because of the choice of the group NAut(X)((G)φa).

It suffices to show that n is a faithful action of NAut(X)((G)φa) on G and that the corresponding

embedding φn : NAut(X)((G)φa)→ Aut(G) is surjective.

We first show that n is an action. Let g ∈ G and f, h ∈ NAut(X)((G)φa) be arbitrary, then

(((g, f)n, h)n = (h−1((f−1(g)φaf)φ−1
a )φah)φ−1

a

= (h−1f−1(g)φafh)φ−1
a

= ((fh)−1(g)φafh)φ−1
a

= (g, fh)n.

We next show that φn is injective. Suppose that f, h ∈ NAut(X)((G)φa) are such that (f)φn = (h)φn,

we show that f = h. It suffices to show that fh−1 is the identity function on X. As φn is a

homomorphism, we know that (fh−1)φn is the identity function on G. Thus by the definition of n,

it follows that fh−1 commutes with all elements of (G)φa. Suppose for a contradiction that fh−1 is

non-trivial. It follows from Lemma 5.42, that there is a non-empty open subset U of X such that

(U)fh−1 ∩ U = ∅. As X is Hausdorff and has no isolated points, and a is locally moving, it follows

that there is some non-identity element g ∈ GU,a. By Lemma 5.42 it follows that no elements of

supta(g) are fixed by ((g)φa, fh
−1) conjAut(X). In particular fh−1 does not commute with (g)φa, this

is a contradiction.

It remains to show that φn is surjective. By Rubin’s Theorem (5.49) let ψ : XG → X be a

homeomorphism such that for all x ∈ XG and g ∈ G we have ((x)ψ, g)a = (x, g)rGψ. Recall that

XG ⊆ P(P(P(G))), and as per Definition 1.6, any automorphism ϕ of G can act on XG. Thus for

each ϕ ∈ Aut(G), we define a map ϕ′ : XG → XG by (x)ϕ′ = (x)ϕ.

For all f ∈ G, we have (G′f )ϕ′ = G′(f)ϕ, so in particular ϕ′ is a homeomorphism of XG. We now

choose ϕ ∈ Aut(G) to be arbitrary, it suffices to show that ϕ ∈ img(φn). For all g ∈ G, we define an

automorphism cg of G by (f)cg = (f, g) conjG. Note that for all g ∈ G we have ϕ−1cgϕ = c(g)ϕ, and

the condition on ψ together with the definition of rG gives that ψ((g)φa)ψ−1 = c′g for all g ∈ G.
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Let g ∈ G be arbitrary, it suffices to show that (g)ϕ = (g)((ψ−1ϕ′ψ)φn). This can be seen as follows:

(g)((ψ−1ϕ′ψ)φn) = (g, ψ−1ϕ′ψ)n

= ((ψ−1ϕ′ψ)−1((g)φa)(ψ−1ϕ′ψ))φ−1
a

= (ψ−1(ϕ′)−1(ψ((g)φa)ψ−1)ϕ′ψ)φ−1
a

= (ψ−1(ϕ′)−1(c′g)ϕ
′ψ)φ−1

a

= (ψ−1(ϕ−1cgϕ)′ψ)φ−1
a

= (ψ−1c′(g)ϕψ)φ−1
a

= (g)ϕ.

�

Part 3. Semigroups And Clones

The results of this part are (for the most part) the results from [11] by J. Jonušas, Z. Mesyan, J.

D. Mitchell, M. Morayne, Y. Péresse and the author of this document. The other authors have kindly

given permission for the inclusion of these results here.

In this part we discuss various natural ways of defining topologies on arbitrary semigroups, and

investigate how these topologies interact (see Proposition 6.15). Many of the definitions are mini-

mal/maximal up to some topological condition so by understanding them we gain a better understand-

ing of all the topologies compatible with the semigroups satisfying the required topological conditions.

The topological conditions we are particularly interested are those of being Hausdorff, second count-

able or Polish. Hausdorffness (Definition 3.14) is a useful and popular separation condition which forces

the topologies in question to be “reasonably big” (in particular it allows us to exclude indiscrete/trivial

topologies). Given that we will be primarily concerned with topological spaces of continuum cardinal-

ity, second countableness (Definition 3.9) similarly forces the topologies in question to be “reasonably

small” (in particular it allows us to exclude discrete topologies). Polishness (Definition 3.25) is a much

stronger restriction, but it turns out to be somewhat common for nice semigroups to admit Polish

topologies. Polishness is also very useful as it implies the previous two conditions and gives us access

to Theorem 4.27.

In this part we also consider the notion of a (topological) clone (for examples of work on topo-

logical clones in the literature see [1, 5, 29]). In the same sense that groups are a generalisation of

permutation groups and semigroups are a generalisation of transformation semigroups, clones are a

generalisation of operation clones (where here an “operation” is a finitary operation on a set in the

sense of Definition 4.2).

For example the set of real polynomials in finitely many variables forms a clone, or more generally

the set of finite arity term operations for any algebraic structure (Definition 4.30). Also if X is any

object in a category with finite products (for example a graph, a semigroup, or a topological space)

then the set of polymorphisms of X (morphisms between finite powers of X) form a clone.

The elements of a clone are “combined” in the same manner as term operations (see Definition 4.30).

Clones give us another reasonable way of comparing algebraic structures, as if we have two algebraic

structures such that every operation of one is a term operation of the other, it is reasonable to think
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of them as equivalent although this does not imply that they are isomorphic. Although term opera-

tions are defined in such a way that an operation can only output a single element, it is sometimes

useful to think of an n-tuple of m-ary operations (t0, t1, . . . , tn−1) on a set X as the single object

〈t0, t1, . . . , tn−1〉Xn (recall Definition 2.3). In particular, this reduces the way operations are combined

to the usual composition of maps.

We describe the results of the topological constructions when applied to specific examples of semi-

groups and use this to show various uniqueness/non-uniqueness results about the possible topologies

on the semigroups and clones. Specifically, we consider the following semigroups and clones:

(1) The binary relation monoid BN (see Example 4.12 and Theorem 9.4).

(2) The full transformation monoid NN (see Example 4.13 and Theorem 9.10).

(3) The partial function monoid PN (see Example 9.5 and Theorem 9.10).

(4) The symmetric inverse monoid IN (see Example 9.12 and Theorem 9.18).

(5) The injective function monoid Inj(N) (see Example 9.20, Theorem 9.21 and Theorem 9.23).

(6) The continuous function monoid of the Hilbert cube C([0, 1]N) (See Proposition 5.12 and

Theorem 9.29).

(7) The continuous function monoid of the Cantor space C(2N) (See Proposition 5.12 and Theo-

rem 9.35).

(8) The endomorphism monoid of the countably infinite atomless boolean algebra B∞ (see Theo-

rem 9.42).

(9) The clone of all maps between finite powers of the set N (see Corollary 9.11).

(10) The polymorphism clone of the Hilbert cube [0, 1]N (see Corollary 9.30).

(11) The polymorphism clone of the Cantor set 2N (see Corollary 9.36).

(12) The polymorphism clone of the countably infinite atomless boolean algebra B∞ (see Corol-

lary 9.43).

Another related topic of interest which has received much attention in the literature (particularly for

groups) is that of “automatic continuity” (see [24, 28, 33, 36] for example).

As seen earlier in Theorem 5.39, it is sometimes possible to conclude that a homomorphism between

semigroups is continuous with little information about the spaces in question. In particular when we

know that a large class of maps from a topological space are continuous, this allows us to use the

topology on the spaces as an “upper bound” of sorts. In the case of Polish groups, such a bound can

often allow us to immediately identity a unique Polish topology compatible with the group by using

Theorem 4.27.

As we see throughout this part, while the same approach (see Theorem 9.18 for example) does not

apply to arbitrary semigroups, such continuity results still give us a great deal of information about

the potential topologies compatible with the semigroups.

6. Natural topologies for arbitrary semigroups

In this section we introduce various natural ways of defining a topology on an arbitrary semigroup.

Every semigroup has a corresponding “dual semigroup” (Definition 6.2). This semigroup may not

be isomorphic to the original semigroup (notably it is in the case of an inverse semigroup) although

for our purposes, these objects are essentially the same.
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Definition 6.1 (Anti-homomorphisms, Assumed Knowledge: 2.3, 4.5).

Suppose that S, T are semigroups and φ : S → T is a function, then we say that φ is an anti-

homomorphism if ∗S ◦ φ = 〈π1φ, π0φ〉S2 ◦ ∗T (recall Definition 4.5). That is for all a, b ∈ S we have

(ab)φ = (b)φ(a)φ. If φ is also a bijection, then we say that φ is a anti-isomorphism and that S and T

are anti-isomorphic.

Definition 6.2 (Dual semigroups, Assumed Knowledge: 4.5, 6.1).

If S is a semigroup then we define the dual semigroup S† of S to be the semigroup with the same

universe and such that for all s, t ∈ S we have (s, t)∗S† = (t, s)∗S . By definition S† is anti-isomorphic

to S via the identity map.

It will be useful going forward to be able to make semigroup topologies from other semigroup

topologies without needing to reprove continuity, we give a few such ways here.

Proposition 6.3 (Pulling back topologies, Assumed Knowledge: 1.6, 2.3, 4.10, 4.17, 6.1, 6.2).

Suppose that S, T are algebraic structures and φ : S → T is a homomorphism or anti-homomorphism

and T is a topology on the set T .

(1) If (T, T ) is a semitopological semigroup, then (S, (T )φ−1) is a semitopological semigroup.

(2) If (T, T ) is a topological algebraic structure, then (S, (T )φ−1) is a topological structure.

Proof. We first consider the case that φ is an anti-homomorphism of semigroups. Note that the map

φ : (S, (T )φ−1)→ (T, T ) is continuous by definition. If s ∈ S is arbitrary, then we have

φ−1λ−1
s = (λsφ)−1 = (φρ(s)φ)−1 and φ−1λ−1

s = (ρsφ)−1 = (φλ(s)φ)−1

(here we are using composition of binary relations). In particular if T is a semitopological semigroup

and U is an open subset of T , then

((U)φ−1)λ−1
s = (U)(φρ(s)φ)−1 and ((U)φ−1)ρ−1

s = (U)(φλ(s)φ)−1

are open sets, so S is also a semitopological semigroup as well. Similarly if T is a topological semigroup

then

((U)φ−1)(∗S)−1 = (U)(〈π1φ, π0φ〉S2 ◦ ∗T )−1

is open and thus S is also a topological semigroup.

We now consider the case that φ is a homomorphism of semigroups. As the identity function is an

anti-isomorphism from T to T †, it follows that (T †, T ) is a (semi)topological semigroup if and only if

(T, T ) is as well. If φ : S → T is a homomorphism, then φ is an anti-homomorphism from S to (T †, T )

and so the result follows from the first case.

If φ is a homomorphism of arbitrary algebraic structures, then for any open subset U of T and any

n-ary function symbol F from the signature of S we have

((U)φ−1)(FS)−1 = (U)(〈π0φ, π1φ, . . . , πn−1φ〉Sm ◦ FT )−1.

As before, it follows that FS : Sm → S is continuous as required. �

Lemma 6.4 (Combining topologies, Assumed Knowledge: 4.10).

If S is an algebraic structure, I is a set, and
{
Ti
∣∣∣ i ∈ I} are topologies compatible with S, then the

topology generated by
⋃
i∈I Ti is compatible with S.
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Proof. Let T be the topology generated by
⋃
i∈I Ti. Let U ∈

⋃
i∈I Ti be arbitrary and let f : Sn → S

be an arbitrary operation of S. It suffices to show that (U)f−1 is open with respect to T .

Let i ∈ I be such that U ∈ Ti. As Ti is compatible with S, it follows that (U)f−1 is an open subset

of Sn using the product topology obtained from using the topology Ti on S. As this topology on Sn is

contained in the topology that we are using, the result follows. �

Lemma 6.5 (Intersecting somewhat nice topologies, Assumed Knowledge: 3.15, 4.17).

Suppose that S is a semigroup, I is a set and
{
Ti
∣∣∣ i ∈ I} is a collection of Fréchet topologies semi-

compatible with S. In this case T :=
⋂
i∈I Ti is also Fréchet and semicompatible with S.

Proof. Let s ∈ S and U ∈ T be arbitrary. To show that (S, T ) is a semitopological semigroup, it

suffices to show that (U)λ−1
s and (U)ρ−1

s are open with respect to T . As U is open in all of the

topologies Ti and these topologies are semicompatible with S, it follows these two sets are also open

in all of the topologies Ti. Thus they are open in T by definition.

If s ∈ S is arbitrary, then S\{s} is an element of all Fréchet topologies on S. As T is an intersection

of Fréchet topologies, it follows that S\{s} ∈ T as well and thus T is Fréchet. �

The first of the topologies we introduce (the minimum Fréchet topology) is very useful due to its

simple definition, however when considered on a group it is less interesting as it always results in the

cofinite topology.

Definition 6.6 (Minimum topologies, Assumed Knowledge: 1.10, 3.15, 4.17).

If S is an (inverse) semigroup, then we define the minimum Fréchet topology of S by

MF(S) :=
⋂{
T
∣∣∣ (S, T ) is a Fréchet semitopological (inverse) semigroup

}
(by Lemma 6.5 this is in the minimum, with respect to containment of topologies, Fréchet topology

semicompatible with S).

Definition 6.7 (Markov topologies, Assumed Knowledge: 3.15, 4.10).

If S is an algebraic structure, then we define the Fréchet-Markov topology on S by

FM(S) :=
⋂{
T
∣∣∣ (S, T ) is a Fréchet topological structure

}
,

and the Hausdorff-Markov topology on S by

HM(S) :=
⋂{
T
∣∣∣ (S, T ) is a Hausdorff topological structure

}
.

In contrast to the minimum Fréchet topology being semi-compatible, the Markov topologies on a

structure need not be compatible with the structure.

Proposition 6.8 (Small topologies are nice, Assumed Knowledge: 6.3, 6.5, 6.6, 6.7).

If S is a semigroup, then MF(S), FM(S) and HM(S) are Fréchet and semicompatible with S.

Moreover if φ is an automorphism or anti-automorphism of S as a discrete semigroup, then φ is

continuous with respect to each of MF(S), FM(S) and HM(S).

Proof. The first statement follows from Lemma 6.5. Let φ be an arbitrary automorphism or anti-

automorphism of S. Let T0, T1 and T2 be MF(S), FM(S) and HM(S) respectively. Similarly let

P0, P1 and P2 be the properties of being a Fréchet semitopological semigroup, Fréchet topological

semigroup and Hausdorff topological semigroup respectively.



60 ON CONSTRUCTING TOPOLOGY FROM ALGEBRA

As φ is a bijection it follows that if T is a Fréchet/Hausdorff topology on the set S, then so is

(T )φ−1. So for each i ∈ {0, 1, 2}, it follows from Proposition 6.3 that

(Ti)φ =

(⋂{
T
∣∣∣ (S, T ) satisfies Pi

})
φ =

⋂{
(T )φ

∣∣∣ (S, T ) satisfies Pi

}
=
⋂{
T
∣∣∣ (S, (T )φ−1) satisfies Pi

}
=
⋂{
T
∣∣∣ (S, T ) satisfies Pi

}
= Ti.

So φ is continuous as required. �

Definition 6.9 (Zariski topology, Assumed Knowledge: 3.7, 4.10, 4.30).

Let S be an algebraic σ-structure. We say that a subset E ⊆ S is elementary algebraic if there

are n,m ∈ N\{0}, s1, s2, . . . , sn−1, t1, t2, . . . , tm−1 ∈ S, terms a, b of σ over {0, 1, . . . , n − 1} and

{0, 1, . . . ,m− 1} respectively such that

E =
{
s ∈ S

∣∣∣ (s, s1, . . . , sn−1)aS{0,1,...,n−1} = (s, t1, . . . , tm−1)bS{0,1,...,m−1}

}
(recall Definition 4.30). We then define the Zariski topology Z(S) of S to be the topology on S generated

by the sets of the form S\E where E is elementary algebraic.

For semigroups in particular, there is a rather limited scope for term operations, in fact every term

operation is of the form

(s0, s1, s2, . . . , sn−1)→ si0si1 . . . sik−1

for some n, k ∈ N and i0, i1, . . . ik−1 < n. Thus the elementary algebraic sets for the Zariski topology

can be thought of as the “solution sets” to pairs of “polynomials”.

Proposition 6.10 (Zariski topologies are nice, Assumed Knowledge: 4.4, 6.1, 6.2, 6.9).

If S is a semigroup, then Z(S) is a Fréchet topology semicompatible with S. Moreover if φ : S → T

is an isomorphism or anti-isomorphism between S and T as discrete semigroups, then φ is continuous

with respect to Z(S) and Z(T ).

Proof. Let a, b be arbitrary terms of σS over the variable sets {0, 1, . . . , n − 1} and {0, 1, . . . ,m − 1}
respectively (recall Definition 4.4). Moreover let u, s1, s2, . . . , sn−1, t1, t2, . . . , tm−1 ∈ S be arbitrary.

To conclude that Z(S) is semicompatible with S it suffices to show that the sets({
s ∈ S

∣∣∣ (s, s1, . . . , sn−1)aS{0,1,...,n−1} = (s, t1, . . . , tm−1)bS{0,1,...,m−1}

})
λ−1
u ,

({
s ∈ S

∣∣∣ (s, s1, . . . , sn−1)aS{0,1,...,n−1} = (s, t1, . . . , tm−1)bS{0,1,...,m−1}

})
ρ−1
u

are closed in Z(S). We show that the first of these sets is closed, the second follows by a symmetric

argument. We define term operations a′ : Sn+1 → S and b′ : Sm+1 → S by

(x0, x1, . . . , xn)a′ = ((x0, xn)∗S , x1, . . . , xn−1)aS{0,1,...,n−1},

(x0, x1, . . . , xm)b′ = ((x0, xm)∗S , x1, . . . , xm−1)bS{0,1,...,m−1}.
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We now have({
s ∈ S

∣∣∣ (s, s1, . . . , sn−1)aS{0,1,...,n−1} = (s, t1, . . . , tm−1)bS{0,1,...,m−1}

})
λ−1
u

=
{
s ∈ S

∣∣∣ ((s)λu, s1, . . . , sn−1)aS{0,1,...,n−1} = ((s)λu, t1, . . . , tm−1)bS{0,1,...,m−1}

}
=
{
s ∈ S

∣∣∣ ((u, s)∗S , s1, . . . , sn−1)aS{0,1,...,n−1} = ((u, s)∗S , t1, . . . , tm−1)bS{0,1,...,m−1}

}
=
{
s ∈ S

∣∣∣ (s, s1, . . . , sn−1, u)a′ = (s, t1, . . . , tm−1, u)b′
}
.

So the required set is elementary algebraic and hence closed. To see that Z is Fréchet, note that

the projection maps π0, π1 : S2 → S are term operations, thus for all x ∈ S the set {x} ={
s ∈ S

∣∣∣ (s, x)π0 = (s, x)π1

}
is elementary algebraic and hence closed in Z(S).

If φ : S → T is an isomorphism, then({
s ∈ S

∣∣∣ (s, s1, . . . , sn−1)aS{0,1,...,n−1} = (s, t1, . . . , tm−1)bS{0,1,...,m−1}

})
φ

=
{
t ∈ T

∣∣∣ (t, (s1)φ, . . . , (sn−1)φ)aT{0,1,...,n−1} = (t, (t1)φ, . . . , (tm−1)φ)bT{0,1,...,m−1}

}
.

In particular φ and φ−1 map elementary algebraic sets to elementary algebraic sets, so φ is a homeo-

morphism of the Zariski topologies.

If φ : S → T is an anti-isomorphism, then φ is an isomorphism from S† to T . So φ : (S,Z(S†)) →
(T,Z(T )) is a homeomorphism. As the operations of S and S† are term operations of each other, it

follows that they have the same term operations and thus Z(S) = Z(S†). Thus φ is continuous with

respect to Z(S) and Z(T ) as required. �

The “second countable continuity topology” defined in the following definition is primarily of interest

due to Proposition 6.12. In this part we will see many examples of semigroups for which this topology

is second countable and is thus maximum among the second countable topologies compatible with the

semigroup.

Definition 6.11 (Second countable continuity topology, Assumed Knowledge: 3.9, 4.10, 6.4).

If S is an algebraic structure, then we define the second countable continuity topology SCC(S) of S to

be the topology generated by the set⋃{
T
∣∣∣ (S, T ) is a second countable topological structure

}
(by Lemma 6.4, this topology is compatible with S).

Proposition 6.12 (Second countable continuity topologies are nice, Assumed Knowledge: 4.9, 6.2,

6.11).

Suppose that (S, T ) is a topological semigroup. The following are equivalent:

(1) SCC(S) ⊆ T .

(2) If φ : (S, T ) → T is a homomorphism, where T is a second countable topological semigroup,

then φ is continuous.

(3) SCC(S†) ⊆ T .

(4) If φ : (S, T ) → T is an anti-homomorphism, where T is a second countable topological semi-

group, then φ is continuous.
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Suppose further that there is an inverse semigroup I such that S is the semigroup obtained by removing

the unary operation of I, and that (I, T ) is a topological inverse semigroup. In this case SCC(S) =

SCC(I) and the following condition is equivalent to the above conditions:

(5) If φ : (I, T ) → T is a homomorphism, where T is a second countable topological inverse

semigroup, then φ is continuous.

Proof. (1 ⇒ 2) : Let φ : (S, T ) → T be a homomorphism, where T is a second countable topological

semigroup. Let U be the topology on T . By Proposition 6.3, the topology (U)φ−1 is compatible with

S. If B is a countable basis for U , then (B)φ−1 is a countable basis for (U)φ−1, so (U)φ−1 is second

countable. By the definition of SCC(S), it follows that (U)φ−1 ⊆ SCC(S), and hence φ is continuous.

(2 ⇒ 1) : Let U be an arbitrary second countable topology compatible with S. The identity map

idS : (S, T )→ (S,U) is a homomorphism, so by assumption it is continuous. Thus U ⊆ T . As U was

arbitrary and such topologies generate SCC(S), it follows that SCC(S) ⊆ T .

(1 ⇐⇒ 3) : The topology SCC(S) is generated by the set⋃{
U
∣∣∣ (S,U) is a second countable topological semigroup

}
and the topology SCC(S†) is generated by the set⋃{

U
∣∣∣ (S†,U) is a second countable topological semigroup

}
.

By Proposition 6.3 (using the anti-isomorphism idS) it follows that these sets are the same and hence

SCC(S†) = SCC(S).

(3 ⇐⇒ 4) : Note that φ : S → T is an anti-homomorphism if and only if φ : S† → T is a

homomorphism. Thus by replacing S with S†, it follows that (1 ⇐⇒ 2) ⇐⇒ (3 ⇐⇒ 4). As we

have already shown (1 ⇐⇒ 2), the result follows.

(SCC(S) = SCC(I)) : Note that the map x → x−1 is an anti-isomorphism from I to itself. In

particular if T is a topology compatible with S, then T −1 is also a topology compatible with S (by

Proposition 6.3). Thus by Lemma 6.4, the topology generated by T ∪ T −1 is also compatible with S.

As the set T ∪ T −1 is inverse closed, it follows that the topology generated by this set is compatible

with I as well.

We have shown that if T is a topology compatible with S, then the topology generated by T ∪T −1

is compatible with I. If B is a countable basis for B, then
{
∩F

∣∣∣ finite F ⊆ B ∪B−1
}

is a countable

basis for the topology generated by T ∪ T −1. Thus every second countable topology compatible with

S is contained in a second countable topology compatible with I. The result then follows from the

definitions of SCC(I) and SCC(S).

(1 ⇐⇒ 5) : This proof is identical to the proof of (1⇒ 2) together with the proof of (2⇒ 1) if we

replace S with I. �

Corollary 6.13 (Sym(N) continuity, Assumed Knowledge: 5.39, 6.12).

The topology SCC(Sym(N)) is the pointwise topology on Sym(N).

Proof. From Proposition 6.12 together with Theorem 5.39, we have that SCC(Sym(N)) is contained in

the pointwise topology. As every second countable topology compatible with Sym(N) is contained in

SCC(Sym(N)), we also have the reverse inclusion. �
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Lemma 6.14 (Hausdorff Zariski Comparison, Assumed Knowledge: 2.3, 3.14, 6.9).

If S is an algebraic σ-structure and T is a Hausdorff topology compatible with S, then Z(S) ⊆ T .

Proof. Let a, b be arbitrary terms of σ over {0, 1, . . . , n−1} and {0, 1, . . . ,m−1} respectively. Suppose

that s1, s2, . . . , sn−1, t1, t2 . . . , tm−1 ∈ S are arbitrary and cs,1, cs,2, . . . , cs,n−1, ct,1, ct,2, . . . , ct,m−1 :

S→ S are the constant maps with these values. We define continuous maps a′ : S→ S and b′ : S→ S
as follows (recall Definition 2.3)

a′ := 〈idS, cs,1, . . . , cs,n−1〉Sn ◦ aS{0,1,...n−1},

b′ := 〈idS, ct,1, . . . , ct,m−1〉Sm ◦ bS{0,1,...m−1}.

Note that by construction the maps a′, b′ are continuous with respect to T and

E :=
{
s ∈ S

∣∣∣ (s, s1, . . . , sn−1)aS{0,1,...n−1} = (s, t1, . . . , tm−1)bS{0,1,...n−1}

}
=
{
s ∈ S

∣∣∣ (s)a′ = (s)b′
}

=
{
s ∈ S

∣∣∣ (s)〈a′, b′〉S2 ∈ idS

}
= (idS)〈a′, b′〉−1

S2

is an arbitrary elementary algebraic subset of S. As T is Hausdorff, it follows that idS is a closed subset

of S2 and hence E is closed as required. �

Proposition 6.15 (Comparing topologies, Assumed Knowledge: 6.6, 6.7, 6.8, 6.10, 6.11, 6.14).

If S is a semigroup, then we have the following containments:

MF(S)
⊆
FM(S)

⊆
HM(S).

⊆
Z(S)

⊆

Moreover if S is compatible with some second countable Hausdorff topology T , then HM(S) ⊆ T ⊆
SCC(S).

Proof. (MF(S) ⊆ Z(S) and MF(S) ⊆ FM(S)) : By Propositions 6.8 and 6.10, both of the topologies

Z(S) and FM(S) are Fréchet and semicompatible with S. The containments then follow from the

definition of MF(S).

(Z(S) ⊆ HM(S)) : By the definition of HM(S), it suffices to show that Z(S) is contained in every

Hausdorff topology compatible with S. This is immediate from Lemma 6.14.

(FM(S) ⊆ HM(S)) : As all Hausdorff spaces are Fréchet, the topologies in the intersection defining

HM(S) are included in the intersection defining the topology FM(S).

(HM(S) ⊆ T ⊆ SCC(S)) : This is immediate from the definitions of HM(S) and SCC(S). �

7. The small index property and property W

We next introduce the “right/left small index properties” for topological semigroups and explain

how they interact with the second countable continuity topology mentioned earlier (see Corollary 7.4).

These notions generalise the notation of the “small index property” for topological groups which says

that all countable index subgroups of a group are open. This property has been studied a lot in the

literature (see for example [10, 13, 17, 18, 32]). It is routine to verify that each of the right and left

small index properties coincide with the usual small index property when applied to a group.
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Definition 7.1 (One-sided congruences, Assumed Knowledge: 1.10, 4.5).

Let S be a semigroup. We say that an equivalence relation ∼ on S is a right congruence if for all

(s, t) ∈ ∼ and u ∈ S we have (su, tu) ∈ ∼. Similarly we say that ∼ is a left congruence if for all

(s, t) ∈ ∼ and u ∈ S we have (us, ut) ∈ ∼.

Definition 7.2 (Small index properties, Assumed Knowledge: 4.10, 7.1).

If S is a semitopological semigroup, then we say that S has the right small index property if all

countable index right congruences on S are open subsets of S2 (recall Definition 1.10). We define the

left small index property analogously.

Proposition 7.3 (Small index condition equivalence, Assumed Knowledge: 5.2, 6.2, 6.3, 4.13, 7.2).

If (S, T ) is a semitopological semigroup, then the following are equivalent:

(1) All homomorphisms ψ : (S, T )→ (NN,PT N) are continuous,

(2) (S, T ) has the right small index property.

Similarly the following are equivalent (to each other not to the first two points):

(3) All anti-homomorphisms ψ : (S, T )→ (NN,PT N) are continuous,

(4) (S, T ) has the left small index property.

Proof. (1 ⇒ 2) : Let ∼ be an arbitrary countable index right congruence on S. We assume without

loss of generality that (S/ ∼) ∩ N = ∅. Let Φ : (S/ ∼) ∪ N→ N be a bijection. We define an action a

of S on the set N by

(p, s)a =

{
([ts]∼)Φ if p = ([t]∼)Φ

([s]∼)Φ if p ∈ (N)Φ

}
.

Note that the map φa : (S, T ) → (NN,PT N) defined by (i)((s)φa) = (i, s)a is a semigroup homomor-

phism. By assumption, it follows that φa is continuous. Let s ∈ S be arbitrary and consider the open

subset

U(1)Φ,([s]∼)Φ :=
{
f ∈ NN

∣∣∣ ((1)Φ)f = ([s]∼)Φ
}

of NN. As φa is continuous, it follows that

(U(1)Φ,([s]∼)Φ)φ−1
a =

{
t ∈ S

∣∣∣ ((1)Φ)((f)φa) = ([s]∼)Φ
}

=
{
t ∈ S

∣∣∣ ((1)Φ, s)a = ([s]∼)Φ
}

= [s]∼

is an open subset of S. As ∼=
⋃
s∈S ([s]∼ × [s]∼), it follows that ∼ is open as required.

(2⇒ 1) : Let ψ : (S, T )→ (NN,PT N) be a homomorphism, let a, b ∈ N be arbitrary and let

Ua,b :=
{
f ∈ NN

∣∣∣ (a, b) ∈ f
}
.

It suffices to show that (Ua,b)ψ
−1 is an open subset of S. We define an equivalence relation ∼a on S

by

∼a:=
{

(s, t) ∈ S
∣∣∣ (a)((s)ψ) = (a)((s)ψ)

}
.

As φ is a homomorphism, it follows that ∼a is a right congruence. Note also that

S/ ∼a=
{{

s ∈ S
∣∣∣ (a)((s)φ) = b

} ∣∣∣ b ∈ N
}

and so ∼a has countable index. Thus ∼a is open and (Ua,b)φ
−1 is an equivalence class of ∼a. If s ∈ S,

then [s]∼a = ((S × {s})∩ ∼a)π0. As (S × {s})∩ ∼a is an open subset of S × {s} and the projection
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map π0 : S×{s} → S is a homeomorphism, it follows that all equivalence classes of ∼a are open. The

result follows.

(3 ⇐⇒ 4) : The identity map idS : (S, T ) → (S†, T ) is a homeomorphism of spaces and an anti-

isomorphism of semigroups. Moreover by Proposition 6.3, the pair (S†, T ) is a topological semigroup.

By the definition of S†, it follows that ∼ is a left congruence on S if and only if ∼ is a right congruence

on S†. Moreover ψ : S → NN is an anti-homomorphism if and only if φ : S† → NN is a homomorphism.

Thus we need only show that (S†, T ) having the right small index property is equivalent to all

homomorphisms ψ : (S†, T )→ (NN,PT N) being continuous. This follows from the equivalence (1 ⇐⇒
2). �

Corollary 7.4 (Automatic continuity vs the small index property, Assumed Knowledge: 6.12, 7.3).

If S is a semigroup, then (S,SCC(S)) has both the right and left small index properties.

Proof. As the topological semigroup (NN,PT N) is second countable, this follows from Propositions 6.12

and 7.3. �

We now introduce “property W” (our version of what is called “property X” in the joint paper [11]),

which is a key tool that we use to lift automatic continuity type results from groups to semigroups in

which they are “prominently” contained (see Lemma 7.6).

Definition 7.5 (Property W, Assumed Knowledge: 3.5, 4.10, 4.30).

Suppose that S is a topological algebraic σ-structure and A ⊆ S. We say that S has property W with

respect to A if:

(1) For all s ∈ S there is ts ∈ A, t1,s, t2,s, . . . , tm−1,s ∈ S and a term a of σ over {0, 1, . . . ,m− 1}
(for some m ∈ N\{0}) such that for all N ∈ NbhdsA(ts) we have

(ts, t1,s, t2,s, . . . , tm−1,s)a
S
{0,1,...,m−1} = s and

(N, t1,s, t2,s, . . . , tm−1,s)a
S
{0,1,...,m−1} ∈ NbhdsS(s).

Every topological structure has property W with respect to itself but more interesting examples

tend to be quite technical to verify. Later on we will be showing that many semigroups have property

W with respect to their groups of units (see Theorems 9.1, 9.8, 9.9, 9.17, 9.22, 9.28, and 9.32).

Lemma 7.6 (Property W is nice, Assumed Knowledge: 3.2, 4.3, 7.5).

Suppose that S,T are topological σ-structures and S has property W with respect to A ⊆ S. If φ : S→ T
is a homomorphism and φ �A: A→ T is continuous then φ is continuous.

Proof. Let A,S,T, φ : S → T be as hypothesised. Let U ⊆ T be open. We need to show that (U)φ−1

is open. Let s ∈ (U)φ−1 be arbitrary, it suffices to show that (U)φ−1 ∈ NbhdsS(s).

Let m ∈ N\{0}, ts ∈ A, t1,s, t2,s, . . . , tm−1 ∈ S, and a term a ∈ ({、,「,」}∪Fσ∪{0, 1, . . . ,m−1})∗

be as in the definition of property W. As U is open, it follows that

V :=
{
t ∈ T

∣∣∣ (t, (t1,s)φ, . . . , (tm−1,s)φ)aT{0,1,...,m−1} ∈ U
}

is an open subset of T. Moreover as (ts, t1,s, t2,s, . . . , tm−1,s)a
S
{0,1,...,m−1} = s and φ is a homomorphism,

it follows that (ts)φ ∈ V .
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As V ∈ NbhdsT((ts)φ) and φ �A is continuous, it follows that (V )φ−1 ∩ A ∈ NbhdsA(ts). Thus by

property W, it follows that

((V )φ−1 ∩A, t1,s, t2,s, . . . , tm−1,s)a
S
{0,1,...,m−1} ∈ NbhdsS(s).

By the definition of V we have

((V )φ−1 ∩A, t1,s, t2,s, . . . , tm−1,s)a
S
{0,1,...,m−1} ⊆ (U)φ−1

so (U)φ−1 ∈ NbhdsS(s) as required. �

Lemma 7.7 (Property W is transitive lemma, Assumed Knowledge: 7.5).

Suppose that S is a topological algebraic σ-structure, T is a substructure of S and A ⊆ T. If S has

property W with respect to T, and T has property W with respect to A, then S has property W with

respect to A.

Proof. Let s ∈ S be arbitrary. Let ts ∈ T, t1,s, . . . , tm−1,s ∈ S, m ∈ N\{0} and a term a of σ over

{0, 1, . . . ,m − 1} be as in the definition of property W with respect to T. Using the fact that T has

property W with respect to A, let tts ∈ A, t1,ts , . . . , tm−1,ts ∈ S, n ∈ N\{0} and a term b of σ over

{0, 1, . . . , n− 1} be such that for all N ∈ NbhdsA(tts) we have

(tts , t1,ts , t2,ts , . . . , tm−1,ts)b
T
{0,1,...,n−1} = s and

(N, t1,s, t2,s, . . . , tm−1,s)b
T
{0,1,...,n−1} ∈ NbhdsT(s).

Let c : Sn+m−1 → S be the term operation such that (x0, x1, . . . , xn+m−2)c is defined to be

((x0, x1, x2, . . . , xn−1)bS{0,1,...,n−1}, xn, xn+1, . . . , xn+m−2)aS{0,1,...,n−1}.

We now have

(tts , t1,ts , t2,ts , . . . , tn−1,ts , t1,s, t2,s, . . . , tm−1,s)c

=((tts , t1,ts , t2,ts , . . . , tn−1,ts)b
S
{0,1,...,n−1}, t1,s, t2,s, . . . , tm−1,s)a

S
{0,1,...,n−1}

=(ts, t1,s, t2,s, . . . , tm−1,s)a
S
{0,1,...,n−1} = s.

Similarly if N ∈ NbhdsA(tts), then

(N, t1,ts , t2,ts , . . . , tn−1,ts , t1,s, t2,s, . . . , tm−1,s)c ∈ NbhdsS(s)

and so S has property W with respect to A as required. �

8. Topological clones

In this section we introduce two ways of viewing topological clones and explain why they are

actually equivalent. We also prove a proposition (Proposition 8.6) which will we be using later to

transfer topological semigroup results to the corresponding clones.

Definition 8.1 (Abstract clones, Assumed Knowledge: 2.2, 2.3).

An abstract clone is a pair (C,PowC) where

(1) C is a small category (recall Definition 2.2).

(2) PowC is a bijection from the object set of C to N (the power map).
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(3) For each n ∈ N, there exist morphisms π0, π1, . . . , πn−1 of C such that

((n) Pow−1
C , (π0, π1, . . . , πn−1))

is a product of n copies of (1) Pow−1
C (recall Definition 2.3).

For ease of notation, we often treat a clone as if it where equal to its underlying small category.

Note that in the previous definition, the choice of morphisms π0, π1, . . . , πn−1 is usually not unique.

However we will always be using the “obvious” choice when such a choice exists.

Definition 8.2 (Topological abstract clones, Assumed Knowledge: 3.3, 4.10, 8.1).

A topological abstract clone is a triple (C, TC,O, TC,M), where

(1) C is an abstract clone.

(2) TC,O is a topology on the object set OC of C.
(3) TC,M is a topology on the morphism set OM of C.
(4) The power map PowC : (OC , TC,O)→ N is continuous (or equivalently TC,O is discrete).

(5) The source and target maps sC , tC : (MC , TC,M)→ (OC , TC,O) are continuous,

(6) The composition map ◦C : CompC → MC is continuous (where MC has the topology TC,M
and CompC is viewed as a subspace of the product space MC ×MC).

(7) For each i, j ∈ N, the bijection

φi,j :
({
f ∈MC

∣∣∣ (f)sC PowC = i, (f)tC PowC = 1
})j
→
{
f ∈MC

∣∣∣ (f)sC PowC = i, (f)tC PowC = j
}

defined by (f0, f1, . . . , fj−1)φi,j = 〈f0, f1, . . . , fj−1〉Xj is continuous.

In this case we say that C, TC,O and TC,M are compatible. If P is a topological property, then we will

describe (C, TC,O, TC,M) as having this property if both of TC,O and TC,M do.

Definition 8.3 (Operation clones, Assumed Knowledge: 1.4, 2.3).

An operation clone (over a set X) is a collection of functions from finite powers of X to X such that

(1) For all n ∈ N, the projection maps π0, π1, . . . , πn−1 : Xn → X are elements of C.
(2) If f0, f1, . . . , fn−1 ∈ C have the same domain and g ∈ C has domain Xn, then

〈f0, f1, . . . , fn−1〉Xn ◦ g ∈ C.

If f ∈ C, then we define the arity (f) ar of f to be the unique n ∈ N such that dom(f) = Xn. We also

denote the set
{
f ∈ C

∣∣∣ f has arity n
}

by C(n).

Definition 8.4 (Topological operation clones, Assumed Knowledge: 3.3, 4.10, 8.1).

A topological operation clone is a pair (C, TC), where:

(1) C is an operation clone.

(2) TC is a topology on the set C.
(3) For all m,n ∈ N, the map ◦m,n : (C(m))n × C(n) → C(m) defined by

((f0, f1, . . . , fn−1), g)◦m,n = 〈f0, f1, . . . , fn−1〉Xn ◦ g ∈ C

is continuous.

Proposition 8.5 (Topological clones are topological clones, Assumed Knowledge: 2.4, 8.2, 8.4).

If (C, TC) is a topological operation clone over a non-empty set X, then the object (C∗, TC∗,O, TC∗,M)

defined as follows is a topological abstract clone.
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(1) Let C∗ be the subcategory of the category of sets and functions with object set
{
Xn

∣∣∣ n ∈ N
}

and morphism set consisting of the maps

〈f0, f1, . . . , fn−1〉Xn

where n,m ∈ N and f0, f1, . . . , fn−1 ∈ C(m) are arbitrary.

(2) Let TC∗,O be the discrete topology on OC∗ .
(3) Let TC∗,M be the topology on MC∗ generated by the sets of the forms

An,m :=
{
f ∈MC∗

∣∣∣ (f)sC∗ PowC∗ = n, (f)tC∗ PowC∗ = m
}
,

Vn,U :=
{
f ∈MC∗

∣∣∣ f ◦ πn ∈ U}
where n,m ∈ N and U ∈ TC are arbitrary.

Moreover, the original topological operation clone is then precisely the subspace of MC∗ consisting of

morphisms with target X, and (up to topological isomorphism) (C∗, TC∗,O, TC∗,M) is the only topological

abstract clone with this property.

Proof. We need to verify the conditions of Definition 8.2. The first five conditions are immediate from

the definition. We next show Condition 7. For each i, j ∈ N, let φi,j : (Ai,1)j → Ai,j be the bijection

defined by (f0, f1, . . . , fj−1)φi,j = 〈f0, f1, . . . , fj−1〉Xj . We need to show that φi,j is continuous with

respect to TC∗,M. Let n ∈ N and U ∈ TC be arbitrary. We have

(Vn,U )φ−1
i,j =

({
f ∈ Ai,j

∣∣∣ f ◦ πn ∈ U})φ−1
i,j

=
{
f ∈ (Ai,1)j

∣∣∣ ((f)φi,j) ◦ πn ∈ U
}

=
{
f ∈ (Ai,1)j

∣∣∣ (f)πn ∈ U
}

=
{
f ∈ (Ai,1)j

∣∣∣ (f)πn ∈ V0,U ∩Ai,1
}

= (V0,U ∩Ai,1)π−1
n .

So indeed φi,j is continuous. Moreover, as φi,j is a bijection and the topology on Aji,j is generated

by the sets of the form (V0,U ∩ Ai,1)π−1
n = (U)π−1

n for n ∈ N and U ∈ TC , it follows from the above

equality that φi,j is a homeomorphism.

It remains to show Condition 6. As the sets (An,i×Ai,m)i,n,m∈N are a partition of CompC∗ into open

sets, it suffices to show that for all n,m, i ∈ N, the map ◦C∗ �An,i×Ai,m is continuous. Let i, n,m ∈ N
be arbitrary and let (f, g) ∈ An,i ×Ai,m. We have

(f, g)◦C∗ = f ◦ g

= 〈f ◦ π0, f ◦ π1, . . . , f ◦ πn−1〉Xn ◦ g

= ((f ◦ π0, f ◦ π1, . . . , f ◦ πn−1), g)◦m,n

= ((f)φ−1
m,n, g) ◦m,n .

As φ−1
m,n and ◦m,n are continuous, it follows that ◦C∗ is also continuous as required. �

Proposition 8.6 (Corresponding clone and semigroup topologies, Assumed Knowledge: 3.12, 4.5,

4.10, 4.18, 6.14, 8.2).
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Suppose that C is an abstract clone, and M is the endomorphism monoid of the object (1) Pow−1
C in the

category C. Suppose further that the objects (1) Pow−1
C and (2) Pow−1

C are isomorphic in the category

C.

If S is a topology compatible with the semigroup M , then there is at most one pair of topologies

(TC,O,S , TC,M,S) compatible with C such that TC,M,S �M= S (recall Definition 3.2). Moreover the

correspondence S ↔ (TC,O,S , TC,M,S) preserves containments of topologies as well as the properties of

being Hausdorff, second countable or Polish.

Proof. For all possible n ∈ N\{0}, choose ψ1,n : (1) Pow−1
C → (n) Pow−1

C to be an isomorphism (by

assumption the map ψ1,2 is defined). For all n ∈ N\{0} the morphism

〈π0 ◦C ψ1,2 ◦C π0, π0 ◦C ψ1,2 ◦C π1, π1, π2, . . . , πn−1〉(n+1) Pow−1
C

is an isomorphism from (n) Pow−1
C to (n + 1) Pow−1

C . So the morphisms ψ1,n are defined for all

n ∈ N\{0}. For all n ∈ N, let ιn be the unique morphism 〈〉(0) Pow−1
C

from (n) Pow−1
C to (0) Pow−1

C

Suppose that (TC,O,S , TC,M,S), (T ′C,O,S , T ′C,M,S) are pairs of topologies compatible with C and such

that TC,M,S �M= TC,M,S �′M= S. We need to show that (TC,O,S , TC,M,S) = (T ′C,O,S , T ′C,M,S). As

TC,O,S and T ′C,O,S are both discrete, they must be equal. It remains to show that T ′C,M,S = TC,M,S .

For all i, j ∈ N, let

Ai,j :=
{
f ∈MC

∣∣∣ (f)sC PowC = i, (f)tC PowC = j
}
.

As sC , tC and PowC are all assumed to be continuous, the sets Ai,j are open with respect to both

TC,M,S and T ′C,M,S . Note that the sets Ai,j partitionMC into sets which are open with respect to both

of the topologies T ′C,M,S and TC,M,S . Let i, j ∈ N be arbitrary. To conclude that (TC,O,S , TC,M,S) =

(T ′C,O,S , T ′C,M,S), it suffices to show that the topologies T ′C,M,S �Ai,j and TC,M,S �Ai,j are equal.

In the case that i = j = 1, both of these topologies are S and in particular they are equal. If neither

of i, j are 0, then since composition is continuous with respect to both of TC,M,S , T ′C,M,S and ψ−1
1,i , ψ1,j

are both invertible, it follows that

TC,M,S �Ai,j= ψ−1
1,i ◦C S ◦C ψ1,j = T ′C,M,S �Ai,j .

If j = 0, then Ai,j is the singleton {ιi} = {〈〉(0) Pow−1
C
}, so again T ′C,M,S �Ai,j= TC,M,S �Ai,j . It

remains to consider the case that i = 0 and j 6= 0. If A0,j = ∅, then the result is clear, otherwise let

z ∈ A0,j be fixed.

Let φj : A0,j → A1,j and φ′j : img(φj)→ A0,j be defined by

(f)φj = ι1 ◦C f and (f)φ′j = z ◦C ψ−1
1,j ◦C f.

By definition, both of these maps are continuous with respect to both of TC,M,S and T ′C,M,S . If

f ∈ Ai,j is arbitrary, then (f)φjφ
′
j = z ◦C ψ−1

1,j ◦C ι1 ◦C f . As z ◦C ψ−1
1,j ◦C ι1 has both source and

target (0) Pow−1
C , it follows that this is ι0 (which is also the identity element of the object). Thus

(f)φjφ
′
j = f . Moreover if (f)φj ∈ img(φj) is arbitrary, then ((f)φj)φ

′
jφj = ((f)φjφ

′
j)φj = (f)φj .

Thus φj is a homeomorphism from A0,j to img(φj). As img(φj) is contained in A1,j and we have

already shown that TC,M,S �A1,j
= T ′C,M,S �A1,j

, it follows that

T ′C,M,S �Ai,j= (T ′C,M,S �img(φj))φ
′
j = (TC,M,S �img(φj))φ

′
j = TC,M,S �Ai,j .
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We have now shown that the topology TC,M,S is a disjoint union of countably many topological

spaces which are homeomorphic to specific subspaces of (M,S) (either M or img(φjψ
−1
1,j ) for some j).

Thus the correspondence preserves containment as well as the properties of being second countable and

Hausdorff. To show that Polishness is preserved, it suffices to show that if S is Polish and j ∈ N\{0},
then so is S �img(φjψ−1

1,j)
.

We show that img (φj) ◦C ψ−1
1,j is closed (and is thus Polish from Lemma 4.18). As S is Hausdorff

and thus Z(M) ⊆ S (Lemma 6.14), the set

RO :=
⋂
g∈M

{
f ∈M

∣∣∣ gf = f
}

is closed. We need only show that img (φj) ◦C ψ−1
1,j = RO. If (f)φj ∈ img (φj) , g ∈ M are arbitrary,

then

g ◦C (f)φj ◦C ψ−1
1,j = (g ◦C ι1) ◦C f ◦C ψ−1

1,j = ι1 ◦C f ◦C ψ−1
1,j = (f)φj ◦C ψ−1

1,j .

So indeed (f)φj ◦C ψ−1
1,j ∈ RO. If f ∈ RO is arbitrary, then

f = (ι1 ◦C z) ◦C f = (ι1 ◦C z) ◦C f ◦C (ψ1,j ◦C ψ−1
1,j ) = (z ◦C f ◦C ψ1,j)φj ◦C ψ−1

1,j .

So f ∈ img(φj) ◦C ψ−1
1,j as required. �

9. Investigating important semigroups and clones

In this section we investigate the topologies compatible with various important examples of semi-

groups using the tools introduced in the previous sections.

9.1. Binary relations. In this subsection we explore the binary relation monoids (see Example 4.12).

These monoids contain many of the monoids we will be studying later.

Lemma 9.1 (Property W for BX , Assumed Knowledge: 3.5, 4.12, 7.5).

If X is an infinite set, then the topological semigroup (BX , T BX) (recall Example 4.12) has property

W with respect to Sym(X).

Proof. Let s ∈ BX be arbitrary. It suffices to find fs, gs ∈ BX and hs ∈ Sym(X), such that fshsgs = s

and for all N ∈ NbhdsSym(X)(hs) we have fsNgs ∈ NbhdsBX (s).

We first fix a bijection Φ : X → X ×X × {0, 1} (this must exist because X is infinite and {0, 1} is

finite). We then define a binary relation f from X to X×X×{0, 1} by f :=
{

(x, (x, y, 0))
∣∣∣ x, y ∈ X}.

We then define

fs := fΦ−1 and gs := Φf−1.

Claim: Suppose that k ∈ BX and a is a bijection between finite subsets of X ×X × {0, 1} such that

faf−1 ⊆ k. In this case there is some tk,a ∈ Sym(X×X×{0, 1}) such that a ⊆ tk,a and k = ftk,af
−1.

Proof of Claim: Let B := (dom(a))π0∪ (dom(a))π1∪ (img(a))π0∪ (img(a))π1, G := X\B and φ : X →
G be a bijection. For each x ∈ X, let

tx : {x} × ({x})kφ× {0} → ({x})k × ({x})φ× {0}

be the bijection defined by

(x, (y)φ, 0)tx = (y, (x)φ, 0).
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Note that for each x ∈ X we have dom(tx)∩dom(a) = ∅ = img(tx)∩img(a) and ftxf
−1 = k∩({x}×X).

Moreover if x 6= y, then dom(tx)∩ dom(ty) = ∅ = img(tx)∩ img(ty). Thus t :=
⋃
x∈X tx is a bijection

between a subsets of X ×X × {0} and ftf−1 = k.

We now define Rd := (X×X×{0})\(dom(t)∪dom(a)) and Ri := (X×X×{0})\(img(t)∪ img(a)).

Let b ∈ G be fixed. As |Rd|, |Ri| ≤ |X|, we can define injections ud : Rd → G × {b} × {1} and

ui : Ri → G × {b} × {1}. We have that |G × (G\{b}) × {1}| = |X|, moreover G × (G\{b}) × {1} is

disjoint from

dom(a) ∪ img(a) ∪ dom(t) ∪ img(t) ∪ dom(ui) ∪ img(ui) ∪ dom(ud) ∪ img(ud).

So there is a bijection u from the set

(X ×X × {0, 1})\(dom(a) ∪ dom(ud) ∪ img(ui) ∪ dom(t))

to the set

(X ×X × {0, 1})\(img(a) ∪ img(ud) ∪ dom(ui) ∪ img(t)).

In particular the sets

{dom(u),dom(ud), img(ui),dom(t),dom(a)} and {img(u), img(ud),dom(ui), img(t), img(a)}

are both partitions of X ×X × {0, 1}. It follows that tk,a := u ∪ ud ∪ u−1
i ∪ t ∪ a is a bijection from

X ×X × {0, 1} to itself. By definition a ⊆ tk,a, so we need only show that ftk,af
−1 = k. This can be

seen as follows:

ftk,af
−1 = (fuf−1) ∪ (fudf

−1) ∪ (fu−1
i f−1) ∪ (ftf−1) ∪ (faf−1)

= (∅) ∪ (∅) ∪ (∅) ∪ (k) ∪ (faf−1)

= k.♦

By the claim (using a = ∅), we can choose ts ∈ Sym(X ×X × {0, 1}) such that ftsf
−1 = k. So if

we define hs := ΦtsΦ
−1, then fshsgs = s.

Let N ∈ NbhdsSym(X)(hs) be arbitrary, it suffices to show that fsNgs ∈ NbhdsBX (s). As N is a

neighbourhood of hs, there is some finite a ⊆ ts such that

Φ
{
t ∈ Sym(X ×X × {0, 1})

∣∣∣ a ⊆ t}Φ−1 ⊆ N.

We define U :=
{
k ∈ BX

∣∣∣ faf−1 ⊆ k
}

. As faf−1 is finite, the set U is an open subset of BX .

Moreover faf−1 ⊆ ftsf
−1 = s, so U ∈ NbhdsBX (s). It therefore suffices to show that U ⊆ fsNgs.

Let k ∈ U be arbitrary. By the claim let tk,a ∈ Sym(X ×X × {0, 1}) be such that ftk,af
−1 = k and

a ⊆ tk,a. By the definition of a, it follows that Φtk,aΦ−1 ∈ N . Thus

k = ftk,af
−1 = fsΦtk,aΦ−1gs ∈ fsNgs

as required. �

Definition 9.2 (Hausdorff binary relation topology, Assumed Knowledge: 3.14, 4.12, 9.3).

If X is a set, then we define the topology HT BX on the set BX to be the topology generated by the

sets of the form

UY,Z :=
{
f ∈ BX

∣∣∣ (Y × Z) ∩ f 6= ∅
}

and VY,Z :=
{
f ∈ BX

∣∣∣ (Y × Z) ∩ f = ∅
}
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for all Y, Z ⊆ X (We show in Lemma 9.3 that this is a Hausdorff semigroup topology).

Lemma 9.3 (Hausdorff binary relation topology is nice, Assumed Knowledge: 3.2, 3.5, 6.6, 9.2).

If X is a set, then the topology HT BX from Definition 9.2 is a Hausdorff topology compatible with

BX . Moreover HT BX =MF(BX).

Proof. We first show that HT BX is Hausdorff. Let f, g ∈ BX be arbitrary with f 6= g. We can

assume without loss of generality that there is some pair (x, y) ∈ f\g. It follows that f ∈ U{x},{y} and

g ∈ BX\U{x},{y} = V{x},{y}. As f and g were arbitrary, it follows that HT BX is Hausdorff.

We next show that HT BX is compatible with BX . Let Y, Z ⊆ X be arbitrary. We first show that

(UY,Z)(∗BX )−1 is open. Let (f, g) ∈ (UY,Z)(∗BX )−1 be arbitrary. Note that (Y × Z) ∩ fg 6= ∅ ⇐⇒
(Y )f ∩ (Z)g−1 6= ∅. So there is some p ∈ (Y )f ∩ (Z)g−1. In particular we have

(f, g) ∈ UY,{p} × U{p},Z ⊆ (UY,Z)(∗BX )−1.

So (UY,Z)(∗BX )−1 ∈ NbhdsB2
X

((f, g)) and hence (UY,Z)(∗BX )−1 is open. We next show that the set

(VY,Z)(∗BX )−1 is open. Let (f, g) ∈ (VY,Z)(∗BX )−1 be arbitrary. As before (Y × Z) ∩ fg = ∅ ⇐⇒
(Y )f ∩ (Z)g−1 = ∅. So we have

(f, g) ∈ VY,X\(Y )f × VX\(Z)g−1,Z ⊆ (VY,Z)(∗BX )−1.

So (VY,Z)(∗BX )−1 ∈ NbhdsB2
X

((f, g)) and hence (VY,Z)(∗BX )−1 is open.

It remains to show that HT BX = MF(BX). As HT BX is Fréchet and compatible with BX , it

follows from the definition of MF(BX) that MF(BX) ⊆ HT BX . To show the reverse inclusion, let

T be an arbitrary Fréchet topology semicompatible with BX and let Y, Z ⊆ X be arbitrary.

It suffices to show that UY,Z and VY,Z are open in T . As T is Fréchet, the subspace

img(λY×Y ◦ ρZ×Z) = {∅, Y × Z}

of (BX , T ) is discrete. Moreover as T is semicompatible with BX , it follows that ({{∅}, {Y ×
Z}})(λY×Y ◦ ρZ×Z)−1 is a partition of BX into open sets. As

({{∅}, {Y × Z}})(λY×Y ◦ ρZ×Z)−1 = {VY×Z , UY×Z},

the result follows. �

Theorem 9.4 (The topologies of BN, Assumed Knowledge: 3.7, 6.12, 6.13, 6.15, 7.6, 9.1, 9.3).

Every homomorphism from (BN, T BN) (recall Example 4.12) to a second countable topological semi-

group is continuous and there are no second countable Fréchet topologies compatible with BN. Moreover

we have

T BN = SCC(BN) (MF(BN) = Z(BN) = FM(BN) = HM(BN) = HT BN.

Proof. From Lemma 9.3, we have that HT BN =MF(BN) is Hausdorff and compatible with BN. Thus

from the definition of HM(BN) we have HM(BN) ⊆ HT BN =MF(BN). Thus from Proposition 6.15,

we have

MF(BN) = Z(BN) = FM(BN) = HM(BN) = HT BN.

If x, y ∈ N are arbitrary, then the set Ux,y from Example 4.12 coincides with the set U{x},{y} from

Definition 9.2. Thus T BN ⊆ HT BN. Moreover, the only neighbourhood of ∅ in the topology T BN is

the entire space, thus T BN is not Hausdorff and so T BN ( HT BN.
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It remains to show that T BN = SCC(BN) (recall Proposition 6.12). By definition, the topology T BN
is second countable. As T BN is compatible with BN, it follows from the definition of SCC(BN) that

T BN ⊆ SCC(BN). Let T be an arbitrary second countable topology compatible with BN. It suffices to

show that T ⊆ T BN.

By Corollary 6.13, we have SCC(Sym(N)) = T BN �Sym(N). Thus T �Sym(N)⊆ T BN �Sym(N). By

applying Lemma 7.6 to the identity homomorphism from (BN, T BN) to (BN, TN), it suffices to show

that BX has property W with respect to Sym(N). This is shown in Lemma 9.1. �

Sets and binary relations form a category in a natural fashion. This category even has products,

although the products of this category are very different form the usual products in the categories of

sets and functions. There is thus a natural clone of binary relations to consider using Proposition 8.6,

however from Theorem 9.4 there is no second countable Fréchet topology compatible with BN, so the

same is true of such a clone.

9.2. (Partial) transformations. In this subsection we explore the topologies of the transformation

and partial transformation monoids (see Examples 4.13 and 9.5).

Example 9.5 (Partial function monoid, Assumed Knowledge: 4.12).

If X is a set then we define the partial function monoid PX to be the submonoid of BX (recall

Example 4.12) consisting of those relations which are functions from subsets of X to X.

We define the partial pointwise topology PPT X on PX to be the topology generated by sets of the

form

Ux,y :=
{
f ∈ PX

∣∣∣ (x, y) ∈ f
}

or Vx :=
{
f ∈ PX

∣∣∣ x 6∈ dom(f)
}

for x, y ∈ X. We show in Lemma 9.6 that (PX ,PPT X) is a topological semigroup.

Lemma 9.6 (Topological partial functions, Assumed Knowledge: 3.2, 3.25, 9.5).

The pair (PX ,PPT X) from Example 9.5 is a topological semigroup.

Proof. Let x, y ∈ X be arbitrary. It suffices to show that the sets

(Ux,y)(∗PX )−1 and (Vx)(∗PX )−1

are open subsets of P2
X (using the topology PPT X). As (PX , T BX �PX ) is a topological subsemi-

group of (BX , T BX) and T BX �PX⊆ PPT X (recall Example 4.12 and Definition 3.2), it follows that

(Ux,y)(∗PX )−1 is open.

It remains to show that (Vx)(∗PX )−1 is open. Note that if a, b ∈ PX are arbitrary, then x 6∈
dom(ab) ⇐⇒ (x /∈ dom(f) or (x)f /∈ dom(g)). In other words

(Vx)(∗PX )−1 = (Vx × PX) ∪

⋃
y∈X

(Ux,y × Vy)

 .

So (Vx)(∗PX )−1 is open as required. �

In this document we will only be using the following lemma for the semigroups PX and XX (to

establish the “lower bounds” in Theorem 9.10), but it also applies to many other potentially interesting

semigroups (End(Q,≤) for example)).

Lemma 9.7 (Minimum partial function topologies, Assumed Knowledge: 3.2, 6.6, 9.5).

Suppose that X is a set and S is a subsemigroup of PX such that
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(1) For all x ∈ X the constant map cX,x := X × {x} is an element of S.

(2) For all x ∈ X there is some fx ∈ S such that ({x})f−1
x = {x} and | img(fx)| is finite.

In this case MF(S) = PPT X �S.

Proof. First note that by Lemma 9.6, the topology PPT X is compatible with S. Thus by the definition

of MF(S) we have MF(S) ⊆ PPT X �S . It remains to show the reverse inclusion.

Let T be an arbitrary Fréchet topology semicompatible with S and let x, y ∈ X be arbitrary. It

suffices to show that the sets Ux,y, Vx from Example 9.5 are open in T . Note that if g ∈ S then

(x, y) ∈ g ⇐⇒ cX,xgfy = cX,y ⇐⇒ cX,xgfy /∈ {∅} ∪
{
cX,z

∣∣∣ z ∈ img(fy)\{y}
}
,

x 6∈ dom(g) ⇐⇒ cX,xgcX,x 6= cX,x ⇐⇒ cX,xgcX,x ∈ {∅}.

In other words

Ux,y = PX\
((
{∅} ∪

{
cX,z

∣∣∣ z ∈ img(fy)\{y}
})

λ−1
cX,xρ

−1
fy

)
,

Vx = ({∅})λ−1
cX,xρ

−1
cX,x .

As the topology T is Fréchet, the finite sets {∅} and {∅} ∪
{
cX,z

∣∣∣ z ∈ img(fy)\{y}
}

are closed

with respect to T . As T is semicompatible with S, it follows from the above equalities that Ux,y is

open with respect to T . �

We next prove the lemmas for establishing the “upper bounds” in Theorem 9.10.

Lemma 9.8 (Property W for XX , Assumed Knowledge: 3.5, 4.13, 7.5).

If X is a set, then the topological semigroup (XX ,PT X) has property W with respect to Sym(X).

Proof. Let s ∈ XX be arbitrary. It suffices to find fs, gs ∈ XX and hs ∈ Sym(X), such that fshsgs = s

and for all N ∈ NbhdsSym(X)(hs) we have fsNgs ∈ NbhdsXX (s).

If X is finite, then XX is discrete and so we can choose fs = s, hs = 1XX , gs = 1XX . If X is infinite

then we fix a bijection Φ : X → X ×X and b ∈ X.

We then define fs, gs ∈ XX by

(x)fs = (x, b)Φ−1 and (x)gs = (x)Φπ0.

Claim: Suppose that k ∈ XX and a is a bijection between finite subsets of X ×X such that whenever

(x, b) ∈ dom(a) we have (x, b)aπ0 = (x)k. In this case there is some tk,a ∈ Sym(X × X) such that

a ⊆ tk,a and fsΦtk,aΦ−1gs = k.

Proof of Claim: Let M ⊆ X be such that |M | = |X\M | and let φ : X →M\((img(a))π0∪ (img(a))π1)

be an injection.

Define t′ : (X × {b})\dom(a) → X ×M by (x, b)t′ = ((x)k, (x)φ). As t′π1 is injective, it follows

that t′ is injective. Moreover

|X| = |X ×X| ≥ |(X ×X)\dom(t′)| ≥ |X × (X\{b})| ≥ |X|,

|X| = |X ×X| ≥ |(X ×X)\ img(t′)| ≥ |X × (X\M)| ≥ |X|.

So |(X ×X)\ dom(t′)| = |(X ×X)\ img(t′)| = |X|. As a is finite, there is a bijection

u : (X ×X)\(dom(t′) ∪ dom(a))→ (X ×X)\(img(t′) ∪ img(a)).
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By construction each of t′, a, u is injection and the sets

{dom(t′),dom(a),dom(u)} and {img(t′), img(a), img(u)}

are partitions of X ×X. Thus tk,a := t′ ∪ a∪ u is an element of Sym(X ×X). Moreover by definition

a ⊆ tk,a and if x ∈ X then either (x, b) ∈ dom(a) and

(x)fsΦtk,aΦ−1gs = (x, b)tk,aπ0 = (x, b)aπ0 = (x)k,

or (x, b) 6∈ dom(a) and

(x)fsΦtk,aΦ−1gs = (x, b)tk,aπ0 = ((x)k, (x)φ)π0 = (x)k.♦

By the claim (using a = ∅), we can choose ts ∈ Sym(X ×X) such that fsΦtsΦ
−1gs = k. We then

define hs := ΦtsΦ
−1.

Let N ∈ NbhdsSym(X)(hs) be arbitrary, it suffices to show that fsNgs ∈ NbhdsXX (s). As N is a

neighbourhood of hs, there is some finite a ⊆ ts such that

Φ
{
t ∈ Sym(X ×X)

∣∣∣ a ⊆ t}Φ−1 ⊆ N.

We define

U :=
{
k ∈ XX

∣∣∣ whenever (x, b) ∈ dom(a) we have (x)k = (x, b)aπ0

}
.

As a is finite, the set U is an open subset of XX . Moreover if (x, b) ∈ dom(a), then (x)s = (x)fshsgs =

(x, b)aπ0 and so U ∈ NbhdsXX (s). It therefore suffices to show that U ⊆ fsNgs.
Let k ∈ U be arbitrary. By the claim let tk,a ∈ Sym(X ×X) be such that fsΦtk,aΦ−1gs = k and

a ⊆ tk,a. By the definition of a, it follows that Φtk,aΦ−1 ∈ N . Thus

k = fsΦtk,aΦ−1gs ∈ fsNgs

as required. �

Lemma 9.9 (Property W for PX , Assumed Knowledge: 3.5, 7.5, 9.5).

If X is a set, then the topological semigroup (PX ,PPT X) has property W with respect to XX .

Proof. Let s ∈ XX be arbitrary. It suffices to find gs ∈ PX and hs ∈ XX , such that hsgs = s and for

all N ∈ NbhdsXX (hs) we have Ngs ∈ NbhdsPX (s).

If X is finite, then PX is discrete and so we can choose hs = 1PX , gs = s. If X is infinite then fix

some p ∈ X and let gs : X\{p} → X be a bijection.

Claim: Suppose that k ∈ PX and a is a function between finite subsets of X such that ags ⊆ k and

({p})a−1 ∩ dom(k) = ∅. In this case there is some hk,a ∈ XX such that a ⊆ hk,a and hk,ags = k.

Proof of Claim: Let b : dom(k)\ dom(a)→ X and c : X\(dom(k) ∪ dom(a))→ X be defined by

(x)b = (x)kg−1
s and (x)c = p.

As {dom(a),dom(b),dom(c)} is a partition of X, it follows that hk,a := a ∪ b ∪ c ∈ XX .

Note that dom(ags) = dom(a)\({p})a−1) and so by the hypothesis of the claim we have dom(b) =

dom(k)\dom(ags). It remains to show that hk,ags = k. There are 4 cases to consider:

(1) If x ∈ dom(k) ∩ dom(ags) then (x)hk,ags = (x)ags = (x)k.

(2) If x ∈ dom(k)\dom(ags) then (x)hk,ags = (x)kg−1
s gs = (x)k.

(3) If x ∈ dom(ags)\ dom(k) then (as ags ⊆ k) we have that x ∈ ∅ and hence x /∈ dom(hk,ags).
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(4) If x ∈ X\(dom(ags) ∪ dom(k)) then x 6∈ dom(ags) ∪ dom(bgs) = dom(ags) ∪ dom(bgs) ∪
dom(cgs) = dom(hk,ags).

So hk,ags = k as required.♦
By the claim (using s = k and ∅ = a) let hs ∈ XX be such that hsgs = s. Let N ∈ NbhdsXX (hs)

be arbitrary. It suffices to show that Ngs ∈ NbhdsPX (s). By the choice of N , there is a finite a ⊆ hs

such that N ⊇
{
h ∈ XX

∣∣∣ a ⊆ h} . We define

U :=
{
k ∈ PN

∣∣∣ ags ⊆ k and ({p})a−1 ∩ dom(k) = ∅
}
.

Note that the set U is open in PPT X . Moreover we have ags ⊆ hsgs = s, and if x ∈ ({p})a−1

then (a)hs = p and hence x /∈ dom(hsgs). Thus U ∈ NbhdsPX (s). It thus suffices to show that

U ⊆
{
h ∈ XX

∣∣∣ a ⊆ h} gs ⊆ Ngs. This is immediate from the claim together with the definition of a,

so the result follows. �

Theorem 9.10 (The topologies of NN and PN, Assumed Knowledge: 5.39, 6.15, 7.6, 7.7, 9.7, 9.8,

9.9).

The topology PT N is the only second countable Fréchet topology compatible with the semigroup NN

(recall Example 4.13). Similarly the topology PPT N is the only second countable Fréchet topology

compatible with the semigroup PN (Recall Example 9.5). Moreover all semigroup homomorphisms

from either of (NN,PT N) or (PN,PPT N) to second countable semigroups are continuous,

PT N = Z(NN) =MF(NN) = FM(NN) = HM(NN) = SCC(NN),

PPT N = Z(PN) =MF(PN) = FM(PN) = HM(PN) = SCC(PN),

and both of these topologies are Polish.

Proof. Let d : P2
X → R be defined by

(f, g)d = inf

({
1

2n

∣∣∣∣ f �{0,1,...,n−1}= g �{0,1,...,n−1}, n ∈ N
})

.

It is routine to verify that this is a complete metric compatible with PPT X , and it restricts to a

complete metric compatible with PT X so these topologies are Polish. Let S ∈ {NN,PN} be arbitrary.

Let T be an arbitrary second countable Fréchet topology compatible with S. By Lemma 9.7 the

topology T contains PPT N �S , so T is Hausdorff. Thus from Proposition 6.15, we have

MF(S)
⊆
FM(S)

⊆
HM(S) ⊆ T ⊆ SCC(S).

⊆
Z(S)

⊆

It suffices to show that all of these containments are equalities. Thus we need only show that

SCC(S) ⊆MF(S).

By Lemma 9.7, we have that MF(S) = PPT N �S (so if S = NN then MF(S) = PT N). Thus

it suffices to show that SCC(S) ⊆ PPT N �S . Let φ be an arbitrary semigroup homomorphism from

(S,PPT N �S) to a second countable topological semigroup. From Proposition 6.12, it suffices to show

that φ is continuous.
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From Proposition 6.12 and Theorem 5.39, it follows that φ �Sym(N) is continuous. From Lemma 7.6,

it suffices to show that S has property W with respect to Sym(N). If S = NN, then this follows from

Lemma 9.8 and if S = PN, then this follows from Lemmas 9.8, 7.7 and 9.9. �

We have now proved the main result of this subsection, and we can use Proposition 8.6 to extend it

to the corresponding clones. The category of sets and functions, and the category of sets and partial

functions are both nice enough for the proposition to apply. However in the category of sets and

partial functions the products and projections are a bit unusual (the projection maps are not defined

everywhere anymore and a product of no sets no longer contains the empty tuple). As a result we

only state the clone corollary for the full function clone but for those interested, the argument for the

partial function clone is the same.

Corollary 9.11 (The topologies of the full function clone, Assumed Knowledge: 8.2, 8.6, 9.10).

Let C be the subcategory of sets and functions with the object set OC :=
{
Ni
∣∣∣ i ∈ N

}
, and the morphism

set MC consisting of the all functions between these objects. Let PO be the discrete topology on OC
and let PM be the topology on MC generated by the sets of the form

Ai,j := (Nj)N
i

and Ux,y :=
{
f ∈MC

∣∣∣ (x, y) ∈ f
}

for all i, j ∈ N, x ∈ Ni, and y ∈ Nj.
The triple (C,PO,PM ) is a Polish topological abstract clone. Moreover if (TO, TM) are compatible

with the clone C then

(1) If TM is Hausdorff then TM ⊇ PM.

(2) If TM is second countable then TM ⊆ PM.

Proof. We first show that (C,PO,PM ) is a topological abstract clone. We need to verify the seven

conditions in Definition 8.2. The first five conditions are immediate from the definition. We next show

that ◦C is continuous. As the sets (An,i × Ai,m)i,n,m∈N are a partition of CompC into open sets, it

suffices to show that for all n,m, i ∈ N, the map ◦C �An,i×Ai,m is continuous. For all j, k ∈ N, x ∈ Ni,
y ∈ Nj the set (Aj,k)◦C �−1

An,i×Ai,m is either empty or An,i ×Ai,m and is thus open, and

(Ux,y)◦C �−1
An,i×Ai,m=

⋃
l∈N

⋃
z∈Nl

Ux,z × Uz,y

which is also open.

It remains to show that for all i, j ∈ N, the bijection φi,j : Aji,1 → Ai,j from Definition 8.2 is

continuous. This follows from the observation that if x ∈ Ni and y ∈ Nj , then

(Ux,y)φ−1
i,j =

∏
k∈{0,1,...,j−1}

Ux,(y)πk .

Thus (C,PO,PM ) is a topological abstract clone. From Theorem 9.10, it follows that PM �NN is Polish

and the required containments hold when all topologies are restricted to NN. Thus the result follows

from Proposition 8.6. �

9.3. Partial bijections. In this subsection we explore the topologies on the symmetric inverse monoids

(see Theorem 9.18), these monoids are the inverse semigroup analogues of the symmetric groups.
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Example 9.12 (Symmetric inverse monoids, Assumed Knowledge: 4.7, 9.5).

If X is a set, then we define the symmetric inverse monoid IX of X to be the inverse semigroup with

universe consisting of the bijections between subsets of X, and composition and inversion of binary

relations as the operations. Note that the universe of IX is precisely PX ∩ P−1
X .

Definition 9.13 (Topologies on symmetric inverse monoids, Assumed Knowledge: 3.2, 9.5, 9.12).

If X is a set, then we define the following topologies on the set IX
(1) The complemented pointwise topology CPT X generated by the sets of the form{

f ∈ IX
∣∣∣ (x, y) ∈ f

}
and

{
f ∈ IX

∣∣∣ (x, y) ∈ (X ×X)\f
}

for all x, y ∈ X.

(2) The left pointwise topology LPT X := PPT X �IX .

(3) The right pointwise topology RPT X := LPT −1
X ,

(4) The inverse pointwise topology IPT X , generated by LPT X ∪RPT X .

Lemma 9.14 (The complemented pointwise topology is nice, Assumed Knowledge: 3.14, 3.18, 6.6,

9.13).

If X is a set, then CPT X =MF(IX). Moreover, this topology is compact and Hausdorff.

Proof. We first show that this space is compact and Hausdorff. By Remark 3.18, if we view {0, 1} as

a discrete space, then {0, 1}X×X is a compact space (using the product topology). For each f ∈ BX ,

we define χf ∈ {0, 1}X×X by:

(a, b)χf :=

{
1 if (a, b) ∈ f
0 if (a, b) ∈ (X ×X)\f

}
.

Let φ : BX → {0, 1}X×X be the bijection f → χf . From the definition of CPT X , it follows that φ �IX
is a homeomorphism from (IX , CPT X) to (IX)φ.

Thus by Remark 3.18, to conclude that CPT X is compact and Hausdorff, it suffices to show that

(IX)φ is a closed subset of {0, 1}X×X . Note that

(IX)φ =
({
f ∈ BX

∣∣∣ for all x ∈ X we have |({x})f | ≤ 1 and |({x})f−1| ≤ 1
})

φ

=

α ∈ {0, 1}X×X
∣∣∣∣∣∣ for all x ∈ X we have

∣∣∣{y ∈ X ∣∣∣ (x, y)α = 1
}∣∣∣ ≤ 1

and
∣∣∣{y ∈ X ∣∣∣ (y, x)α = 1

}∣∣∣ ≤ 1

 .

As the complement of the set above is{
α ∈ {0, 1}X×X

∣∣∣∣∣ there are x, y, z ∈ X such that y 6= z and either

(x, y)α = (x, z)α = 1 or (y, x)α = (z, x)α = 1

}
,

it follows that (IX)φ is closed.

We next show that CPT X =MF(IX). To show CPT X ⊇MF(IX), we need to show that CPT X
is semicompatible with IX (we have already shown that it is Fréchet). Let f ∈ IX and x, y ∈ X be

arbitrary. If y 6∈ img(f), then({
g ∈ IX

∣∣∣ (x, y) ∈ g
})

ρ−1
f = ∅ and

({
g ∈ IX

∣∣∣ (x, y) ∈ (X ×X)\g
})

ρ−1
f = IX
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are both open in CPT X . If y ∈ img(f), then we have({
g ∈ IX

∣∣∣ (x, y) ∈ g
})

ρ−1
f =

{
g ∈ IX

∣∣∣ (x, (y)f−1) ∈ g
}
,({

g ∈ IX
∣∣∣ (x, y) ∈ (X ×X)\g

})
ρ−1
f =

{
g ∈ IX

∣∣∣ (x, (y)f−1) ∈ (X ×X)\g
}
.

Again these sets are both open in CPT X , so ρf is continuous. By symmetry, it follows that λf is

continuous as well and thus CPT X is semicompatible with IX . It remains to show that CPT X ⊆
MF(IX).

Let T be an arbitrary Fréchet topology semicompatible with IX . It suffices to show that CPT X ⊆ T .

Let x, y ∈ X be arbitrary. As T is Fréchet, it follows that img(λ{(x,x)} ◦ ρ{(y,y)}) = {∅, {(x, y)}} is a

discrete subspace of (IX , T ). Thus

({{∅}, {{(x, y)}}})(λ{(x,x)} ◦ ρ{(y,y)})
−1

is a partition of IX into two sets which are open with respect to T . This partition is precisely{{
f ∈ IX

∣∣∣ (x, y) ∈ (X ×X)\f
}
,
{
f ∈ IX

∣∣∣ (x, y) ∈ f
}}

so indeed T ⊇ CPT X as required. �

Lemma 9.15 (The left/right pointwise topologies are nice, Assumed Knowledge: 3.14, 6.3, 6.7, 9.6,

9.13, 9.14).

If X is a set and S is the semigroup obtained by removing the unary operation of IX , then every

Fréchet topology compatible with S contains either LPT X or RPT X . Moreover these topologies are

compatible with S and FM(S) = HM(S) = LPT X ∩RPT X .

Proof. If X is finite then the result is clear as all of these topologies are discrete, so we assume without

loss of generality that X is infinite. As PPT X is a Hausdorff semigroup topology on PX (Lemma 9.6),

it follows that LPT X is Hausdorff and compatible with S. Moreover as the inversion map is an anti-

isomorphism of S, it follows from Proposition 6.3 that RPT X is also Hausdorff and compatible with S.

Thus by the definitions of FM(S) and HM(S), it follows that FM(S) ⊆ HM(S) ⊆ LPT X ∩RPT X .

To conclude the second part of the lemma, it therefore suffices to show that LPT X ∩ RPT X ⊆
FM(S). This follows from the first part of the lemma which we will now show.

Let T be an arbitrary Fréchet topology compatible with S and let x ∈ X be fixed. Recall that

by Proposition 6.3, the topology T −1 is also a Fréchet and compatible with S. By Lemma 9.14, we

know that CPT X ⊆ T . In particular the set V :=
{
f ∈ S

∣∣∣ (x, x) 6∈ f
}

is open with respect to T . As

∅ ◦ ∅ = ∅ ∈ V and T is compatible with S, it follows that there is an open neighbourhood U of ∅
(in T ) such that UU ⊆ V .

For each W ⊆ S, we define

AW := X\
⋃
a∈W

({x})a, and BW := X\
⋃
b∈W

({x})b−1.

As UU ⊆ V , the sets
⋃
a∈U ({x})a and

⋃
b∈U ({x})b−1 are disjoint, and so X = AU∪BU . As AU = BU−1

and BU = AU−1 , it follows that either |BU | = |X| or |BU−1 | = |X|. Let U ′ ∈ {U,U−1} be such that

|BU ′ | = X.

Let B ⊆ BU ′ be such that |B| = |X| = |X\B|, and let φ′ : B → (X\B) be a bijection. It follows

that φ := φ′ ∪ φ′−1 ∈ Sym(X) ⊆ IX , and φ = φ−1.
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If f ∈ U ′, then by the choice of B we have ({x})f−1 ∩ B = ∅. So if f = φg ∈ U ′ ∩ (U ′)λφ, then

({x})f−1 = ({x})g−1φ = ∅.

As λφ = λ−1
φ , the set U ′′ := U ′ ∩ (U ′)λφ is open with respect to either T or T −1. As shown above,

we also have ∅ ∈ U ′′ ⊆
{
f ∈ S

∣∣∣ x 6∈ img(f)
}

. Thus if f ∈ S is arbitrary, then

x /∈ img(f)⇒ f ◦ {(x, x)} = ∅⇒ (f)ρ{(x,x)} ∈ U ′′ ⇒ x /∈ img(f).

It follows that (U ′′)ρ−1
{(x,x)} =

{
f ∈ S

∣∣∣ x 6∈ img(f)
}

, thus this set is either open in T or T −1. If y ∈ X
is arbitrary and f ∈ Sym(X) is such that f−1 = f and (x)f = y, then({

f ∈ S
∣∣∣ x 6∈ img(f)

})
ρ−1
f =

({
f ∈ S

∣∣∣ x 6∈ img(f)
})

ρf =
{
f ∈ S

∣∣∣ y 6∈ img(f)
}
.

So we either have RPT X ⊆ T or RPT X ⊆ T −1. As RPT X ⊆ T −1 if and only if LPT X ⊆ T , the

result follows. �

Lemma 9.16 (The inverse pointwise topologies are nice, Assumed Knowledge: 6.4, 6.7, 9.13, 9.15).

If X is a set then FM(IX) = HM(IX) = IPT X and this topology is compatible with IX .

Proof. Let S be the semigroup obtained by removing the unary operation of IX . By Lemma 9.15,

both LPT X and RPT X are compatible with S. So by Lemma 6.4, it follows that IPT X is compatible

with S. By the definition of IPT X , the inversion map is also continuous with respect to this topology,

so IPT X is compatible with IX as well.

From Lemma 9.15, it follows that every Fréchet topology compatible with IX contains either LPT X
or RPT X . As inversion is required to be continuous and these topologies are mapped to each other

by the inverse map, it follows that every Fréchet topology compatible with IX contains IPT X .

Thus IPT X ⊆ FM(IX) ⊆ HM(IX) ⊆ IPT X , so we have equality throughout as required. �

Lemma 9.17 (Property W for IX , Assumed Knowledge: 7.5, 7.6, 9.13).

If X is a set and S is the semigroup obtained by removing the unary operation from IX , then (S, IPT X)

has property W with respect to Sym(X).

Proof. It suffices to show for all s ∈ S, that there are fs, gs ∈ S and hs ∈ Sym(X) such that for all

N ∈ NbhdsSym(X)(hs) we have fsNgs ∈ NbhdsS(s). If X is finite then S is discrete, so we can choose

fs = hs = 1S , gs = s. Thus we can assume that X is infinite.

Let s ∈ S be arbitrary. Let {M0,M1} be a partition of X such that |M0| = |M1| = X, and choose

fs : X →M0 to be a bijection. We then define gs := f−1
s .

Claim: Suppose that k ∈ S and a is a bijection between finite subsets of X satisfying:

(1) fsags ⊆ k.

(2) dom(fsa) ∩ dom(k) ⊆ dom(fsags).

(3) img(ags) ∩ img(k) ⊆ img(fsags).

In this case there is some hk,a ∈ Sym(X) such that a ⊆ hk,a and fshk,ags = k.

Proof of Claim: If x ∈ (dom(k))fs ∩ dom(a), then (x)f−1
s ∈ dom(fsa) ∩ dom(k) ⊆ dom(fsags). Thus

(x)f−1
s kg−1

s = (x)f−1
s fsagsg

−1
s = (x)a. By a symmetric argument, if x ∈ (img(k))g−1

s ∩ img(a), then

(x)(f−1
s kg−1

s )−1 = (x)a−1. Thus if we define b := f−1
s kg−1

s \(dom(a)× img(a)), then b = f−1
s kg−1

s \a.

In particular

dom(b) = (dom(k))fs\ dom(a) and img(b) = (img(k))g−1
s \ img(a).
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As img(b) ⊆M0, and a is finite, it follows that |M1\(img(a) ∪ img(b))| = |X|. Thus we can choose

an injection c : M0\(dom(a) ∪ dom(b)) → (M1\(img(a) ∪ img(b))) such that |X\(img(a) ∪ img(b) ∪
img(c))| = |X|.

Similarly, as dom(a) is finite and dom(b)∪dom(c) ⊆M0, we can choose a bijection d : X\(dom(a)∪
dom(b) ∪ dom(c))→ X\(img(a) ∪ img(b) ∪ img(c)).

As each of a, b, c, d is a bijection between subsets of X and

{dom(a),dom(b),dom(c),dom(d)} and {img(a), img(b), img(c), img(d)}

are partitions of X, it follows that hk,a := a ∪ b ∪ c ∪ d ∈ Sym(X).

By definition a ⊆ hk,a, it remains to show that fshk,ags = k. Let x ∈ X be arbitrary, there are 5

cases to consider:

(1) If (x)fs ∈ dom(a) and (x)fsa ∈ dom(gs), then x ∈ dom(fsags) and hence

(x)fshk,ags = (x)fsags = (x)k.

(2) If (x)fs ∈ dom(a), (x)fsa 6∈ dom(gs) and x ∈ dom(k), then

x ∈ (dom(fsa) ∩ dom(k))\ dom(fsags) = ∅

a contradiction.

(3) If (x)fs ∈ dom(a), (x)fsa 6∈ dom(gs) and x 6∈ dom(k), then

({x})k = ∅ = ({(x)fsa})gs = ({x})fshk,ags.

(4) If (x)fs ∈ dom(b), then x ∈ dom(fsbgs) and hence

(x)fshk,ags = (x)fsbgs = (x)fsf
−1
s kg−1

s gs = (x)k.

(5) If (x)fs ∈ dom(c), then (x)fs /∈ dom(a) ∪ ((dom(k))fs\ dom(a)). Thus ({x})k = ∅. Also by

the choice of c, we have

({x})fshk,ags = ({x})fscgs = ({(x)fsc})gs = ∅.♦

From the claim, using a = ∅ and s = k, let hs ∈ Sym(X) be such that fshsgs = s. Let N ∈
NbhdsSym(X)(s) be arbitrary, we need only show that fsNgs ∈ NbhdsS(s).

Let a be a finite bijection between subsets of X such that a ⊆ hs and
{
h ∈ Sym(X)

∣∣∣ a ⊆ h} ⊆ N .

We now define

U :=

{
k ∈ S

∣∣∣∣∣ fsags ⊆ k, dom(fsa) ∩ dom(k) ⊆ dom(fsags),

and img(ags) ∩ img(k) ⊆ img(fsags).

}
Note that U is open with respect to IPT X . We first show that s ∈ U :

(1) By the definitions of a and hs we have fsags ⊆ fshsgs = s.

(2) If x ∈ dom(fsa) ∩ dom(k), then (x)k = (x)fshsgs = (x)fsags. So x ∈ dom(fsags).

(3) If x ∈ img(ags) ∩ img(k), then (x)k−1 = (x)(fshsgs)
−1 = (x)(fsags)

−1. So x ∈ img(fsags).

Thus U ∈ NbhdsS(s). We need only show that U ⊆ fsNgs. Let k ∈ U be arbitrary. By the claim,

there is hk,a ∈ Sym(X) such that a ⊆ hk,a and fshk,ags = k. By the definition of a, it follows that

hk,a ∈ N . Thus k = fshk,ags ∈ fsNgs as required. �
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Theorem 9.18 (The topologies of IX , Assumed Knowledge: 4.20, 5.39, 6.15, 9.10, 9.14, 9.16, 9.17).

The topology IPT N is Polish and is the only second countable Fréchet topology compatible with the

inverse semigroup IN. Moreover

CPT N =MF(IN) ( FM(IN) = HM(IN) = SCC(IN) = IPT N.

If S is the semigroup obtained by removing the unary operation of IN, then

CPT N =MF(S) ( LPT N ∩RPT N = FM(S) = HM(S) ( SCC(S) = IPT N

and all homomorphisms from (S, IPT N) to second countable topological semigroups are continuous.

Proof. From Theorem 9.10, the space (PN,PPT N) is Polish. As

PN\IN =
{
f ∈ PN

∣∣∣ there are x, y ∈ N with x 6= y and (x)f = (y)f
}
,

it follows that IN is closed with respect to PPT N and is hence LPT N is Polish by Lemma 4.18. As

IPT N is generated by LPT N and the sets of the form{
f ∈ IN

∣∣∣ x /∈ img(f)
}

for x ∈ N (which are closed with respect to LPT N) it follows from Corollary 4.20 that IPT N is Polish.

By Proposition 6.12, we have SCC(IN) = SCC(S). Moreover as IPT N is second countable and

compatible with S (Lemma 9.16), it follows from the definition of SCC(S), that IPT N ⊆ SCC(S).

Let φ be an arbitrary homomorphism from (S, IPT N) to a second countable topological inverse

semigroup. To conclude that IPT N ⊇ SCC(S), it suffices (by Proposition 6.12) to show that φ is

continuous. By Theorem 5.39, we have that φ �Sym(N) is continuous. Thus from Lemma 7.6 it suffices

to show that S has property W with respect to Sym(N). This is shown in Lemma 9.17.

We now have IPT N = SCC(S) = SCC(IN). By Lemma 9.16, it follows that this topology coincides

with both of FM(IN) and HM(IN) as well. As every Fréchet second countable topology compatible

with IN, contains FM(IN) and is contained in SCC(IN), they all coincide. From Lemma 9.15 we have

LPT N ∩RPT N = FM(S) = HM(S), and from Lemma 9.14 we have CPT N =MF(IX) =MF(S).

It remains to show the containments. The non-strict versions of the containments are immediate

from Proposition 6.15. So we need only show strictness of the containments. We start by showing

that IPT N 6= LPT N ∩ RPT N. The set U :=
{
f ∈ IN

∣∣∣ 0 /∈ dom(f)
}

is open with respect to LPT N.

Moreover ∅ ∈ U . If V ∈ RPT N is arbitrary such that ∅ ∈ V , then by the definition of RPT N, there

is some finite F ⊆ N such that
{
f ∈ IX

∣∣∣ F ∩ img(f) = ∅
}
⊆ V . In particular if n ∈ N\F , then

{(0, n)} ∈ V \U . Thus V 6= U and U ∈ LPT N\RPT N ⊆ IPT N\(LPT N ∩RPT N).

We finally show CPT N 6= LPT N ∩RPT N. Let V :=
{
{(0, n), (n, 0)}

∣∣∣ n ∈ N
}

and note that

IN\V =

{
f ∈ IX

∣∣∣∣∣ either 0 /∈ dom(f), there is (a, b) ∈ ((N\{0})× (N\{0}))
with (a, b) ∈ f or there is n 6∈ dom(f) with (0, n) ∈ f

}
.

So IN\V ∈ LPT N. Thus IN\V = (IN\V )−1 ∈ (LPT N)−1 = RPT N. So IN\V is a neighbourhood of

∅ with respect to LPT N∩RPT N. However every neighbourhood of ∅ with respect to CPT N contains

a set of the form

UF :=
{
f ∈ IN

∣∣∣ F ∩ f = ∅
}
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where F ⊆ N×N is finite. As all of the sets UF intersect V , it follows that IN\V is not a neighbourhood

of ∅ with respect to CPT N so CPT N 6= LPT N ∩RPT N as required. �

We have now established the main result of this subsection (Theorem 9.18). The category of partial

bijections does not have product objects, so we have no clones in this subsection. However, we can use

this result to distinguish the left/right small index properties discussed earlier.

Example 9.19 (The small index properties are distinct, Assumed Knowledge: 7.4, 9.18).

If S is the semigroup obtained by removing the unary operation of IN, then the topological semigroup

(S,LPT N) has the right small index property but not the left small index property.

Proof. We first show that (S,LPT N) has the right small index property. By Theorem 9.18, we have

that IPT N = SCC(S). Thus by Corollary 7.4, the topological semigroup (S, IPT N) has the right small

index property. Let ∼ be an arbitrary right congruence on S, and let s ∈ S be arbitrary. To conclude

that (S,LPT N) has the right small index property, it suffices to show that [s]∼ is a neighbourhood of

s with respect to the topology LPT N.

As (S, IPT N) has the right small index property, the set [s]∼ is open in IPT N. Thus there are

finite A,B ⊆ X and a finite bijection a between subsets of N such that if

V :=
{
f ∈ S

∣∣∣ A ∩ dom(f) = ∅, B ∩ img(f) = ∅ and a ⊆ f
}
,

then s ∈ V ⊆ [s]∼. Let U :=
{
f ∈ S

∣∣∣ A ∩ dom(f) = ∅ and a ⊆ f
}

. By construction, U is a neigh-

bourhood of s with respect to LPT N. Let u ∈ U be arbitrary. To conclude that (S,LPT N) has the

right small index property, it suffices to show that u ∈ [s]∼. Let g : N→ N\B be a bijection such that

g �img(a) is the identity map. Note that ug, sg ∈ V ⊆ [s]∼, so ug ∼ sg. As ∼ is a right congruence, it

follows that s = sgg−1 ∼ ugg−1 = u. So u ∼ s as required.

It remains to show that (S,LPT N) does not have the left small index property. We define a left

congruence ∼ on S by

∼:=
{

(f, g) ∈ S × S
∣∣∣ ({0})f−1 = ({0})g−1

}
.

Note that [∅]∼ =
{
f ∈ S

∣∣∣ 0 /∈ dom(f)
}

. We show in the proof of Theorem 9.18 that this set is not

open with respect to LPT N. Thus ∼ is not open with respect to LPT N and (S,LPT N) does not have

the left small index property. �

9.4. Injective functions. In this subsection we discuss injective function monoids (which notably

contain all embedding monoids of structures). While most of the monoids we explore in this document

only admit one compatible Polish topology, in the case of Inj(N) we show that are infinitely many (see

Theorems 9.21 and 9.23). Also unlike the previous subsections, we are unable to give nice descriptions

of MF(Inj(N)) or FM(Inj(N)).

Example 9.20 (Topologies on the injective function monoid, Assumed Knowledge: 3.2, 4.13, 9.13).

We define the injective function monoid Inj(N) to be the monoid of injective functions from N to itself

with composition of binary relations as the operation. We will consider the following topologies on

this semigroup:

(1) The topology PT N �Inj(N) generated by the sets of the form

Ux,y :=
{
f ∈ Inj(N)

∣∣∣ (x, y) ∈ f
}
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for all x, y ∈ X.

(2) The topology IPT N �Inj(N) generated by PT N �Inj(N), as well as the sets of the form

Vx :=
{
f ∈ Inj(N)

∣∣∣ x 6∈ img (f)
}

for all x, y ∈ X.

(3) The coimage pointwise topology CIPT N generated by IPT N �Inj(N) as well as the sets of the

form

Wn :=
{
f ∈ Inj(N)

∣∣∣ |N\ img(f)| = n
}

for each n ∈ N ∪ {ω}.

Theorem 9.21 (Much Polish, Assumed Knowledge: 4.19, 6.3, 6.4, 9.10, 9.18, 9.20).

There is a collection
{
Ti
∣∣∣ i ≤ ω + 1

}
of Polish topologies compatible with Inj(N) such that

PT N �Inj(N)( IPT N �Inj(N)= T0 ( T1 ( T2 ( T3 . . . ( Tω ( Tω+1 = CIPT N.

Moreover the topology PT N �Inj(N) is Polish.

Proof. As PT N is compatible with NN and IPT N is compatible with IN, both of these topologies are

compatible with Inj(N). From Theorems 9.10 and 9.18, the topologies PT N and IPT N are Polish. As

NN\ Inj(N) =
{
f ∈ NN

∣∣∣ there are x, y ∈ N with x 6= y and (x)f = (y)f
}
,

IN\ Inj(N) =
{
f ∈ IN

∣∣∣ there is x ∈ N\dom(f)
}
,

the set Inj(N) is closed in each of these Polish spaces. Thus by Lemma 4.18, the topologies PT N �Inj(N)

and IPT N �Inj(N) are Polish. As the set
{
f ∈ Inj(N)

∣∣∣ 0 6∈ img(f)
}

is not open with respect to

PT N �Inj(N), these topologies are also distinct.

For each i ≤ ω+1, let Ti be the topology generated by IPT N �Inj(N) as well as the sets
{
Wj

∣∣∣ j < i
}

(Wi is as in Example 9.20).

We need to show that these topologies are Polish, compatible with Inj(N), and distinct. We first

show that they are Polish. Suppose for a contradiction that there is n ∈ N ∪ {ω, ω + 1} such that Tn
is not Polish, and let n be the smallest such value. There are 3 cases to consider:

(1) If n = 0, then Tn is defined to be IPT N �Inj(N) which we have already shown is Polish.

(2) If n = ω, then Tω is the topology generated by the topologies (Ti)i<ω which are all Polish.

From Lemma 4.19, it follows that Tω is Polish as well.

(3) If n = m+ 1 for some m ∈ N ∪ {ω}, then Tm is Polish and

Inj(N)\Wm =

(⋃
i<m

Wi

)
∪

 ⋃
A⊆N

n<|A|<∞

(⋂
a∈A

{
f ∈ Inj(N)

∣∣∣ a 6∈ img(f)
}) .

So Wm is closed with respect to Tm. As Tn is generated by Tm and Wm, it follows from

Corollary 4.20 that Tm is Polish as well.

We next show that they are distinct. It suffices to show that if n ∈ N ∪ {ω}, then Wn is not open

with respect to Tn. Let f ∈ Wn and suppose that U ∈ Tn is such that f ∈ U . As f is not an element
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of any of the sets Wm with m 6= n, it follows that there is are finite a ⊆ f and B ⊆ N\ img(a) such

that

U ⊇
{
g ∈ Inj(N)

∣∣∣ a ⊆ g and img(g) ∩B = ∅
}

If b : N\ dom(a)→ N\(img(a)∪B) is any bijection, then a∪ b ∈ U\Wm. In particular U 6= Wn. As U

as arbitrary, it follows that Wn 6∈ Tn.

It remains to show that all of these topologies are compatible with Inj(N). For each n ∈ N∪{ω}, let

(Nn,Dn) be the discrete topological semigroup with universe
{
i ∈ N

∣∣∣ i < n
}
∪{n} and binary operation

+n defined by i +n j = min(n, i + j). Define φn : Inj(N) → Nn by (f)φn = min(n, |N\ img(f)|).
If f, g ∈ Inj(N), then N\ img(fg) = (N\ img(f))g ∪ (N\ img(g)), so each map φn is a semigroup

homomorphism. From Proposition 6.3, each of the topologies (Dn)φ−1
n is compatible with Inj(N).

Thus for each i ∈ N, it follows from Lemma 6.4 that the topology generated by IPT N �Inj(N) and

(Dn)φ−1
n is compatible with Inj(N).

As the topology generated by IPT N �Inj(N) and (Dn)φ−1
n is the topology Tn+1, it remains only to

show that Tω is compatible with Inj(N). As Tω is generated by the topologies Tn for n ∈ N, this follows

from Lemma 6.4. �

The following property W proof is significantly easier that the previous ones we have seen so far,

and unlike the previous ones we actually use different term operations for different elements.

Lemma 9.22 (Property W for Inj(N), Assumed Knowledge: 7.5, 9.21).

The topological semigroup (Inj(N), CIPT N) has property W with respect to Sym(N).

Proof. It suffices to show that for all s ∈ Inj(N), there is some fs ∈ Inj(N) and hs ∈ Sym(N) such that

fshs = s and for all N ∈ NbhdsSym(N)(hs) we have fsN ∈ NbhdsInj(N)(s).

Let s ∈ Inj(N) be arbitrary. We define fs := s and hs := 1Inj(N). Let N ∈ NbhdsSym(N)(hs) be

arbitrary. As fshs = s1Inj(N) = s, it suffices to show that fsN ∈ NbhdsInj(N)(s).

As N ∈ NbhdsSym(N)(1Inj(N)), there is some finite A ⊆ N such that

N ⊆
{
h ∈ Sym(N)

∣∣∣ (a)h = a for all a ∈ A
}
.

Let U be the neighbourhood{
g ∈ Inj(N)

∣∣∣ ({a})g−1 = ({a})f−1 for all a ∈ A and |N\ img(g)| = |N\ img(f)|
}

of f , and let g ∈ U be arbitrary. It suffices to show that g ∈ fsN . We define h′ := f−1g. Note that h′

is a bijection from img(f) to img(g) and fh′ = g.

By the choice of g, we have that img(g) ∩A = img(f) ∩A and |N\ img(g)| = |N\ img(f)|. Thus we

can choose a bijection b : N\(img(f)∪A)→ N\(img(g)∪A). Let h := h′∪b∪
{

(a, a)
∣∣∣ a ∈ A\ img(f)

}
.

As h is a union of bijections whose domains and images each partition N, it follows that h ∈ Sym(N).

As h′ ⊆ h, we also have that fh = fh′ = g.

It therefore suffices to show that h ∈ N . By the definition of A, we need only show that h fixes all

elements of A. Let a ∈ A be arbitrary. If a /∈ img(f), then (a, a) ∈ h by construction. If a ∈ img(f),

then (a)h = (a)h′ = (a)f−1g. As ({a})g−1 = ({a})f−1 = {(a)f−1}, it follows that (a)h = (a)f−1g = a

as required. �



86 ON CONSTRUCTING TOPOLOGY FROM ALGEBRA

Theorem 9.23 (The topologies of Inj(N), Assumed Knowledge: 6.13, 6.15, 7.6, 9.21, 9.22).

All homomorphisms from the topological semigroup (Inj(N), CIPT N) to second countable topological

semigroups are continuous and

PT �Inj(N)= Z(Inj(N)) = HM(Inj(N)) ( SCC(Inj(N)) = CIPT N.

Moreover, the above topologies are Polish.

Proof. From Theorem 9.21, it follows that PT �Inj(N)( CIPT N and both of these topologies are Polish.

As the topologies are Polish it follows also (Proposition 6.15) that

Z(Inj(N)) = HM(Inj(N)) ⊆ PT �Inj(N)( CIPT N ⊆ SCC(Inj(N)).

From Corollary 6.13, we know that

SCC(Inj(N)) �Sym(N)⊆ PT �Sym(N)= CIPT N �Sym(N) .

Thus from Lemmas 7.6 and 9.22, it follows that SCC(Inj(N)) ⊆ CIPT N. It remains to show that

PT �Inj(N)⊆ Z(Inj(N)).

Let x, y ∈ N be arbitrary. We need only show that
{
h ∈ Inj(N)

∣∣∣ (x)h 6= y
}

is closed with respect

to Z(Inj(N)). Let f0, f1, g0, g1 ∈ Inj(N) be such that

img(f0) ∩ img(f1) = {x} and (n)g0 = (n)g1 ⇐⇒ n 6= y.

We then define

V0 :=
{
h ∈ Inj(N)

∣∣∣ f0hg0 = f0hg1

}
, V1 :=

{
h ∈ Inj(N)

∣∣∣ f1hg0 = f1hg1

}
.

Note that both of these sets are elementary algebraic and hence closed with respect to Z(Inj(N)).

From the choice of g0, g1 we have

f0hg0 = f0hg1 ⇐⇒ (n)g0 = (n)g0 for all n ∈ img(f0h) ⇐⇒ y 6∈ img(f0h),

f1hg0 = f1hg1 ⇐⇒ (n)g0 = (n)g0 for all n ∈ img(f1h) ⇐⇒ y 6∈ img(f1h).

So V0 =
{
h ∈ Inj(N)

∣∣∣ y 6∈ img(f0h)
}

and V1 =
{
h ∈ Inj(N)

∣∣∣ y 6∈ img(f1h)
}

. In particular, the set

V0 ∪ V1 =
{
h ∈ Inj(N)

∣∣∣ y 6∈ img(f0h) ∩ img(f1h)
}

is closed with respect to Z(Inj(N)). It therefore suffices to show that y 6∈ img(f0h) ∩ img(f1h) ⇐⇒
(x)h 6= y. As h is injective, we have

img(f0h) ∩ img(f1h) = img(f0)h ∩ img(f1)h = (img(f0) ∩ img(f1))h.

From the choice of f0 and f1, it follows that

y 6∈ img(f0h) ∩ img(f1h) ⇐⇒ y 6∈ (img(f0) ∩ img(f1))h

⇐⇒ y 6∈ ({x})h

⇐⇒ (x)h 6= y

as required. �
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9.5. The Hilbert cube. In this subsection we explore the continuous transformations of the Hilbert

cube [0, 1]N (see Theorem 9.29 and Corollary 9.30). Unlike the previous subsections, the main theorem

of this subsection has no automatic continuity component. However if one were to be established for

the group Aut([0, 1]N), we could extend it to C([0, 1]N) similarly to the previous subsections.

Similarly to the proof of Lemma 9.7, we will think of the set of constant elements of a continuous

function monoid as a copy of the space we are acting on. This gives us a means of algebraically

reconstructing our desired topology (the compact-open topology). With this in mind the following

pair of lemmas will be useful (in both this subsection and the Cantor space subsection).

Lemma 9.24 (Closed constants, Assumed Knowledge: 1.6, 6.9).

If S is a semigroup of functions with composition as the operation, then the set C of constant elements

of S is closed with respect to Z(S).

Proof. If C = ∅, then the result is clear. Otherwise let c ∈ C be fixed. By the definition of Z(S), the

set

RO :=
⋂
g∈S

{
f ∈ S

∣∣∣ gf = f
}

is closed with respect to Z(S). It therefore suffices to show that RO = C. As C consists of constant

maps, it follows that C ⊆ RO. Moreover if f ∈ RO be arbitrary, then cf = f . As c is a constant map,

it follows that cf is a constant map as well. Thus f = cf ∈ C as required. �

Lemma 9.25 (Containing the compact-open topology, Assumed Knowledge: 3.14, 5.13).

If X and Y are topological spaces, T is a topology on the set C(X,Y ) and the function a : X ×
(C(X,Y ), T )→ Y defined by (x, f)a = (x)f is continuous, then T contains the compact-open topology

(Recall Definition 5.11).

Proof. Let f ∈ C(X,Y ), compact C ⊆ X and open U ⊆ Y be arbitrary such that (C)f ⊆ U . It

suffices to show that

V :=
{
g ∈ C(X,Y )

∣∣∣ (C)g ⊆ U
}

is a neighbourhood of f with respect to T .

As a is continuous, it follows that the set (U)a−1 is open in X × (C(X,Y ), T ). Thus we can choose

an index set I, a collection of open subsets (Ui)i∈I of X, and a collection of open subsets (Wi)i∈I of

(C(X,Y ), T ) such that

(U)a−1 =
⋃
i∈I

Ui ×Wi.

As C is compact and C × {f} ⊆ (U)a−1, there is a finite set F ⊆ I, such that

C × {f} ⊆
⋃
i∈F

Ui ×Wi ⊆ (U)a−1.

We can assume without loss of generality that f ∈Wi for all i ∈ F . Let W :=
⋂
i∈F Wi, and note that

W is a neighbourhood of f with respect to T . By the definition of W , we have C ×W ⊆ (U)a−1. So

f ∈W ⊆ V , and V is a neighbourhood of f as required. �

The proof of the following lemma involves a somewhat unusual application of Theorem 4.27, in

which we show that two spaces are homeomorphic by giving them a group structure.
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Lemma 9.26 (Continuous action on [0, 1]
N

, Assumed Knowledge: 4.18, 4.20, 4.27, 6.15, 9.24).

Suppose that T is a Polish topology compatible with the semigroup C([0, 1]N). In this case the map

a : [0, 1]N × (C([0, 1]N), T )→ [0, 1]N defined by (x, f)a = (x)f is continuous.

Proof. Let C denote the set of constant maps from [0, 1]N to itself. By Lemma 9.24, the set C is closed

with respect to Z(C([0, 1]N)). So by Proposition 6.15, it follows that C is closed with respect to T .

Thus by Lemma 4.18, the topology T �C is Polish.

Let I : C → [0, 1]N be the bijection sending a constant map to the unique point in its image. Note

that a = 〈π0I
−1, π1〉C×C([0,1]N) ◦ ∗C([0,1]N) ◦ I. Thus to show that a is continuous, it suffices to show

that I : C → [0, 1]N is a homeomorphism.

Claim: The map I is continuous.

Proof of claim: Let a, b ∈ R, and i ∈ N be arbitrary with a < b. It suffices to show that the set

U :=
{
f ∈ C

∣∣∣ ((f)I)πi ∈ (a, b)
}

is open with respect to T �C . For each j ∈ N\{i}, define gj ∈ C([0, 1]N, [0, 1]) to be the constant map

with value 0. We then define gi ∈ C([0, 1]N, [0, 1]) to be the map with

(f)gi =


(f)πi if (f)πi ∈ (a, b)

a if (f)πi ≤ a
b if (f)πi ≥ b.


The map g := 〈(gj)j∈N〉[0,1]N is continuous, and is thus an element of C([0, 1]N). Note that

U =
{
f ∈ C

∣∣∣ ((f)ρg)Iπi 6∈ {a, b}
}

= C\(({a, b})(Iπi)−1 ∩ img(ρg))ρ
−1
g .

As the map ρg is continuous and the set ({a, b})(Iπi)−1 ∩ img(ρg) has size two (and is hence closed),

it follows that U is open with respect to T .♦
It remains to show that I−1 is continuous. For each i ∈ N, we define fi, gi : [0, 1]→ [0, 1] by

(x)fi =
x

2
+

1

4
, and (x)gi =


(x)f−1

i if x ∈ [ 1
4 ,

3
4 ]

1 if x ∈ [ 3
4 , 1]

0 if x ∈ [0, 1
4 ]

 .

We then define f, g ∈ C([0, 1]N) by f = 〈(πifi)i∈N〉[0,1]N and g = 〈(πigi)i∈N〉[0,1]N . In particular

fg = 〈(πifigi)i∈N〉[0,1]N = 〈(πi)i∈N〉[0,1]N is the identity function, and img(f) = [1
4 ,

3
4 ]N ⊆ (0, 1)N. As

I−1 = f ◦ I−1 �(0,1)N ◦ρg, it suffices to show that I �(0,1)N is continuous.

For each i ∈ N, let φi : (0, 1) → R be an order preserving homeomorphism. We then define

φ ∈ C((0, 1)N,RN) to be 〈(πiφi)i∈N〉RN . This allows us to define a group structure on ((0, 1)N)I−1

by xy = ((x)Iφ + (y)Iφ)(Iφ)−1 and x−1 = (−(x)Iφ)(Iφ)−1 for all x, y ∈ (0, 1)N. By definition (and

the claim), the map Iφ is a continuous group isomorphism from ((0, 1)N)I−1 to RN. As I−1 �(0,1)N=

φ(Iφ)−1 and φ is continuous, it suffices to show that (Iφ)−1 is continuous. Thus by Theorem 4.27,

we need only show that T �((0,1)N)I−1 is Polish and semicompatible with the group structure on

((0, 1)N)I−1.

The set (0, 1)N is a countable intersection of open subsets of [0, 1]N, so by the continuity of I,

the set ((0, 1)N)I−1 is a countable intersection of open subsets of C. As C is Polish, it follows from

Corollary 4.20, that ((0, 1)N)I−1 is Polish.
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It remains to show that T �((0,1)N)I−1 is semicompatible with the group structure on ((0, 1)N)I−1. Let

h ∈ ((0, 1)N)I−1 be arbitrary. As ((0, 1)N)I−1 is commutative, it suffices to show that ρh is continuous

with respect to T �((0,1)N)I−1 (here ρh is right multiplication by h in the group ((0, 1)N)I−1). Let

x ∈ ((0, 1)N)I−1 be arbitrary. We have

(x)ρh = ((x)Iφ+ (h)Iφ)(Iφ)−1 = (((x)Iφ)ρ(h)Iφ)(Iφ)−1 = (x)Iφρ(h)Iφφ
−1I−1.

Let h∗ := φρ(h)Iφφ
−1. For each i ∈ N, define h∗i : (0, 1) → (0, 1) to be the map φiρ(h)Iπiφiφ

−1
i ,

and note that h∗ = 〈(πih∗i )i∈N〉[0,1]N . Thus for each i ∈ N, the map h′i := h∗i ∪ {(0, 0), (1, 1)} is

an order isomorphism (and hence homeomorphism) of [0, 1]. We can thus define h′ ∈ C([0, 1]N) by

h′ := 〈(h′i)i∈N〉[0,1]N . As h∗ ⊆ h′, we have (x)ρh = (x)Ih′I−1. As x ∈ C and h′ ∈ C([0, 1]N), it follows

that

(x)ρh = Iφρ(h)Iφφ
−1I−1 = Ih∗I−1 = (x)ρh′

where ρh is using the group operation on ((0, 1)N)I−1 and ρh′ is using the semigroup operation on

C([0, 1]N). As ρh′ is continuous by assumption, it follows that ρh is also continuous as required. �

As in the previous subsections, we need to establish property W for C([0, 1]N). Most of the work

required to establish this is in the proof of the following theorem from [34]. The proof is somewhat

lengthy and only tangentially related to the theme of this document so we do not include it here.

Theorem 9.27 (cf. Theorem 5.2.4 of [34], Extending Hilbert homeomorphisms).

Let d : [0, 1]N × [0, 1]N → R be defined by

(x, y)d =
∑
n∈N

|(x)πn − (y)πn|
2n+1

.

If ε > 0, C0, C1 ⊆ (0, 1)N are compact and h′ : C0 → C1 is a homeomorphism with

sup
(x,y)∈h′

(x, y)d < ε,

then there is h ∈ Aut([0, 1]N) such that h′ ⊆ h and sup(x,y)∈h(x, y)d < ε.

Theorem 9.28 (Property W for C([0, 1]
N
), Assumed Knowledge: 1.1, 2.3, 3.11, 5.13, 7.5, 9.27).

The topological semigroup C([0, 1]N) has property W with respect to Aut([0, 1]N).

Proof. Let d be the metric on [0, 1]N given in Theorem 9.27, and let d∞ be the metric on C([0, 1]N)

given in Theorem 5.12. It suffices to show that for all s ∈ C([0, 1]N), there are fs, gs ∈ C([0, 1]N)

and hs ∈ Aut([0, 1]N) such that fshsgs = s and for all N ∈ NbhdsAut([0,1]N)(hs), we have fsNgs ∈
NbhdsC([0,1]N)(s).

Let s ∈ C([0, 1]N) be arbitrary. Let f ′, g′ : [0, 1]→ [0, 1] be defined by

(x)f ′ =
x

2
+

1

4
, and (x)g′ =


(x)f ′−1 if x ∈ [ 1

4 ,
3
4 ]

1 if x ∈ [ 3
4 , 1]

0 if x ∈ [0, 1
4 ]

 .

We define fs, gs ∈ C([0, 1]N) by fs := 〈(πbi/2cf ′)i∈N〉[0,1]N , gs := 〈(π2ig
′)i∈N〉[0,1]N . Note that fsgs =

〈(πif ′g′)i∈N〉[0,1]N = 〈(πi)i∈N〉[0,1]N is the identity map.

For each i ∈ 2N, we define h′i : img(fs) → [ 1
4 ,

3
4 ] by (x)h′i = (x)gssπi/2f

′. For each i ∈ 2N + 1, we

define h′i := πi. We then define h′s : img(fs)→ [ 1
4 ,

3
4 ]N by h′s := 〈(h′i)i∈N〉[0,1]N .
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Note that for each i ∈ N and x ∈ img(fs), we have (x)h′sπ2i+1 = (x)π2i+1 = (x)π2i, so hs is injective.

Moreover the sets img(fs), img(h′s) are both contained in [ 1
4 ,

3
4 ]N and as they are continuous images

of compact spaces, they are both compact. Thus h′s is a homeomorphism from img(fs) to img(hs)

(Remark 3.18) and by Theorem 9.27, we can choose hs ∈ Aut([0, 1]N) with h′s ⊆ hs. We now have

fshsgs = fs〈(h′i)i∈N〉[0,1]N〈(π2ig
′)i∈N〉[0,1]N = fs〈(h′2ig′)i∈N〉[0,1]N

= fsgs〈(sπif ′g′)i∈N〉[0,1]N = 〈(sπi)i∈N〉[0,1]N = s.

Let N ∈ NbhdsAut([0,1]N)(hs) be arbitrary. It suffices to show that fsNgs ∈ NbhdsC([0,1]N)(s). Let

ε > 0 be such that for all h ∈ Aut([0, 1]N) with (hs, h)d∞ < ε we have h ∈ N , and let k ∈ C([0, 1]N)

be arbitrary with (k, s)d∞ < ε. It suffices to show that k ∈ fsNgs.
For each i ∈ 2N, we define h′i,k : img(fs) → [ 1

4 ,
3
4 ] by (x)h′i,k = (x)gskπi/2f

′. For each i ∈ 2N + 1,

we define h′i,k := πi. We then define h′k : img(fs) → [ 1
4 ,

3
4 ]N by h′k := 〈(h′i,k)i∈N〉[0,1]N . As was the

case with h′s, the sets img(f), img(h′k) are both compact subsets of [ 1
4 ,

3
4 ]N and h′k is a homeomorphism

between these sets.

Note that h′−1
s h′k =

{
((y)h′s, (y)h′k)

∣∣∣ y ∈ img(f)
}

. For all y ∈ img(f), we have

((y)h′s, (y)h′k)d =
∑
n∈N

|(y)h′sπn − (y)h′kπn|
2n+1

=
∑
n∈N

|(y)h′n − (y)h′n,k|
2n+1

=
∑
n∈2N

|(y)h′n − (y)h′n,k|
2n+1

=
∑
n∈2N

|(y)gssπn/2f
′ − (y)gskπn/2f

′|
2n+1

≤
∑
n∈N

|(y)gssπnf
′ − (y)gskπnf

′|
2n+1

≤
∑
n∈N

|(y)gssπn − (y)gskπn|
2n+1

= ((y)gss, (y)gsk)d ≤ (s, k)d∞

Thus sup(x,y)∈h′−1
s h′k

(x, y)d < ε. By Theorem 9.27, we can choose t ∈ Aut([0, 1]N) such that we have

sup(x,y)∈t(x, y)d < ε and h′s
−1
h′k ⊆ t. Let hk := hst. Note that

fshkgs = fsh
′
stgs = fsh

′
kgs = fs〈(h′i,k)i∈N〉[0,1]N〈(π2ig

′)i∈N〉[0,1]N

= fs〈(h′2i,kg′)i∈N〉[0,1]N = fsgs〈(kπif ′g′)i∈N〉[0,1]N = 〈(kπi)i∈N〉[0,1]N = k.

It therefore suffices to show that hk ∈ N . By the definition of ε, it therefore suffices to show that

(hk, hs)d∞ < ε. From the choice of t, we have

(hk, hs)d∞ = (hst, hs)d∞ = sup
x∈[0,1]N

(((x)hs)t, (x)hs)d = sup
x∈[0,1]N

((x)t, x)d < ε

so the result follows. �

Theorem 9.29 (The Polish topologies of C([0, 1]N), Assumed Knowledge: 4.27, 6.11, 7.6, 9.25, 9.26,

9.28, 5.14).

The compact-open topology is the only Polish topology compatible with the semigroup C([0, 1]N).

Proof. Let T be a Polish topology compatible with C([0, 1]N), and let Tco be the compact-open topol-

ogy. As T is Polish, it follows from Lemmas 9.26 and 9.25 that T ⊇ Tco.
As T ⊇ Tco and both of them are Polish, it follows from the argument given in Proposition 5.14

that both of T �Aut([0,1]N) and Tco �Aut([0,1]N) are Polish.
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As T �Aut([0,1]N)⊇ Tco �Aut([0,1]N), it follows from Theorem 4.27 that T �Aut([0,1]N)= Tco �Aut([0,1]N)

(using the identity isomorphism). Again using the identity isomorphism, it follows from Lemma 7.6

that if C([0, 1]N) has property W with respect to Aut([0, 1]N) then T = Tco. This was shown in

Lemma 9.28. �

Corollary 9.30 (The topologies of the Hilbert clone, Assumed Knowledge: 5.13, 8.2, 8.6, 9.29).

Let C be the subcategory of topological spaces and continuous functions with the object set OC :={
([0, 1]N)i

∣∣∣ i ∈ N
}

, and the morphism set MC consisting of the all continuous maps between these

objects. Let PO be the discrete topology on OC and let PM be the topology on MC generated by the

sets of the form

Ai,j := C(([0, 1]N)i, ([0, 1]N)j) and B(V,U) :=
{
f ∈MC

∣∣∣ (V )f ⊆ U
}

for all i, j ∈ N, compact V ⊆ ([0, 1]N)i, and open U ⊆ ([0, 1]N)j.

The triple (C,PO,PM ) is the a Polish abstract clone, and these are the only Polish topologies com-

patible with C.

Proof. We first show that (C,PO,PM ) is a topological abstract clone. We need to verify the seven

conditions in Definition 8.2. The first five conditions are immediate from the definition. We next show

that ◦C is continuous.

As the sets (An,i × Ai,m)i,n,m∈N are a partition of CompC into open sets, it suffices to show that

for all n,m, i ∈ N, the map ◦C �An,i×Ai,m is continuous. For all j, k ∈ N, the set (Aj,k)◦C �−1
An,i×Ai,m is

either empty or An,i×Ai,m and is thus open. Moreover if V ⊆ ([0, 1]N)j is compact and U ⊆ ([0, 1]N)k

is open, then (B(V,U))◦C �−1
An,i×Ai,m is open by Corollary 5.13.

It remains to show that for all i, j ∈ N, the bijection φi,j : Aji,1 → Ai,j from Definition 8.2 is

continuous. From the definition of the product topology on ([0, 1]N)j , the open sets U ⊆ ([0, 1]N)j such

that U =
∏
k∈{0,1,...,j−1}(U)πk, form a basis for ([0, 1]N)j . Thus from Theorem 5.12, the sets B(V,U)

where V ⊆ ([0, 1]N)i is compact and U ⊆ ([0, 1]N)j is open with U =
∏
k∈{0,1,...,j−1}(U)πk, generate

the topology on Ai,j .

If V ⊆ ([0, 1]N)i is compact, U ⊆ ([0, 1]N)j is open and U =
∏
k∈{0,1,...,j−1}(U)πk, then

(B(V,U))φ−1
i,j =

∏
k∈{0,1,...,j−1}

B(V, (U)πk)

so φi,j is indeed continuous as required.

Thus (C,PO,PM ) is a topological abstract clone. The result now follows from Theorem 9.29 together

with Proposition 8.6. �

9.6. The Cantor space. In this subsection we are concerned with continuous transformations of the

Cantor space 2N (see Theorem 9.35 and Corollary 9.36). The arguments follow a similar path to those

in the Hilbert cube subsection but we can now make use of Theorem 5.39.

We know of no Cantor space analogue of Theorem 9.27 in the literature so we provide our own

(see Lemma 9.31). The proof of Lemma 9.31 is based on the proof of Theorem 5.2.4 in [34] but is

significantly shorter due to the fact that 2N can be naturally viewed as a topological group.
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Lemma 9.31 (Extending 2N homeomorphisms, Assumed Knowledge: 2.3, 3.18, 4.10, 4.14).

Let d : 2N × 2N → R be defined by

(x, y)d = inf

{
1

2n

∣∣∣∣ n ∈ N, x �n= y �n

}
.

Let S :=
{
x ∈ 2N

∣∣∣ (x)πi = 0 for all i ∈ 2N + 1
}

. If ε > 0, C0, C1 ⊆ S are compact and h′ : C0 → C1

is a homeomorphism with sup(x,y)∈h′(x, y)d < ε, then there is h ∈ Aut(2N) such that h′ ⊆ h and

sup(x,y)∈h(x, y)d < ε.

Proof. We view {0,1} as a discrete topological group with operation addition modulo 2, and we view

2N as a power of this group (we’ll denote the operation with +). Let ε > 0, C0, C1 ⊆ S be closed and

h′ : C0 → C1 be a homeomorphism with sup(x,y)∈h′(x, y)d < ε. Let n ∈ 2N be such that 1
2n < ε, and

define ψ0 : 2N → {0, 1}n/2, ψ1, ψ2 : 2N → 2N by

(x)ψ0 = 〈π1, π3, . . . , πn−1〉{0,1}n/2 , (x)ψ1 = 〈(π2i)i∈N〉2N ,

(x)ψ2 = 〈(πn+2i+1)i∈N〉2N .

We then define ψ := 〈ψ0, ψ1, ψ2〉{0,1}n/2×2N×2N , C ′0 := C0ψ1 and C ′1 := C1ψ1 (note that ψ is a homeo-

morphism). As C0, C1 ⊆ S, the map ψ1 is injective on these sets, thus h′′ := ψ−1
1 h′ψ1 is a homeomor-

phism from C ′0 to C ′1.

Let c : P(2N)\{∅} → 2N be such that (A)c ∈ A for all A ∈ dom(c). For each i ∈ {0, 1}, let

ti : 2N → C ′i be defined by

(x)ti =
({
y ∈ C ′i

∣∣∣ (x, y)d ≤ (x, z)d for all z ∈ C ′i
})

c

(this is well defined because Ci is compact). Note that for each i ∈ {0, 1}, ti �Ci is the identity function,

img(ti) = Ci and for all x, y ∈ 2N we have ((x)ti, (y)ti)d ≤ (x, y)d. Let φ0, φ1, φ2 : {0, 1}n/2×{0, 1}N×
{0, 1}N → {0, 1}n/2 × {0, 1}N × {0, 1}N be defined by

(x, y, z)φ0 = (x, y, y + z), (x, y, z)φ1 = (x, y − (z)t0 + (z)t0h
′′, z),

(x, y, z)φ2 = (x, y, z − (y)t1h
′′−1

).

It is routine to verify that each of these maps is a homeomorphism.

Finally, let h := ψφ0φ1φ2ψ
−1 ∈ Aut(2N). We now show that h has the required properties. If

x ∈ C0, then

(x)h = ((x)ψ0, (x)ψ1, 000 . . .)φ0φ1φ2ψ
−1

= ((x)ψ0, (x)ψ1, (x)ψ1)φ1φ2ψ
−1

= ((x)ψ0, (x)ψ1 − (x)ψ1t0 + (x)ψ1t0h
′′, (x)ψ1)φ2ψ

−1
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As (x)ψ1 ∈ C ′0, it follows that

(x)h = ((x)ψ0, (x)ψ1 − (x)ψ1t0 + (x)ψ1t0h
′′, (x)ψ1)φ2ψ

−1

= ((x)ψ0, (x)ψ1 − (x)ψ1 + (x)ψ1h
′′, (x)ψ1)φ2ψ

−1

= ((x)ψ0, (x)ψ1h
′′, (x)ψ1)φ2ψ

−1

= ((x)ψ0, (x)ψ1h
′′, (x)ψ1 − (x)ψ1)ψ−1

= ((x)ψ0, (x)ψ1h
′′, 000 . . .)ψ−1 = (x)h′.

It remains to show that if x ∈ 2N is arbitrary, then (x, (x)h)d < ε. Let nε ∈ N be such that if

f, g ∈ C(2N) are arbitrary then (f, g)d < ε if and only if f, g share a prefix of length nε. Let i < nε be

arbitrary. We show that (x)hπi = (x)πi.

By the definition of h, there is some z′ ∈ C ′0 such that

((x)hψ0, (x)hψ1) = ((x)ψ0, (x)ψ1 − z′ + (z′)h′′).

Let z ∈ C0 be such that z′ = (z)ψ1. Note that nε ≤ n. Thus if i is odd, then

(x)πi = (x)ψ0π(i−1)/2 = (x)hψ0π(i−1)/2 = (x)hπi.

By assumption (z, (z)h′)d < ε. So if i < nε is even, then

(z′)πi/2 = ((z)ψ1)πi/2 = (z)πi = (z)h′πi = (z)h′ψ1πi/2 = (z)ψ1h
′′πi/2 = (z′)h′′πi/2.

So (z′)πi/2 − (z′)h′′πi/2 = 0 and hence

(x)πi = (x)ψ1πi/2 = (x)ψ1πi/2 + (z′)πi/2 − (z′)h′′πi/2 = (x)hψ1πi/2 = (x)hπi.

�

The following proof in very similar to the proof of Lemma 9.28, but adjusted to make use of

Lemma 9.31 instead of Theorem 9.27.

Lemma 9.32 (Property W for C(2N), Assumed Knowledge: 1.1, 2.3, 3.11, 5.13, 7.5, 9.31).

The topological semigroup C(2N) with the compact-open topology has property W with respect to

Aut(2N).

Proof. Let d be the metric on 2N given in Theorem 9.31, and let d∞ be the metric on C(2N) given in

Theorem 5.12. It suffices to show that for all s ∈ C(2N), there are fs, gs ∈ C(2N) and hs ∈ Aut(2N)

such that fshsgs = s and for all N ∈ NbhdsAut({0,1}N)(hs), we have fsNgs ∈ NbhdsC(2N)(s).

Let s ∈ C(2N) be arbitrary. For each i ∈ N, we define fi : 2N → {0, 1} by

(x)fi =


0 if i ∈ 2N + 1

(x)πi/4 if i ∈ 4N
(x)π(i−2)/4 if i ∈ 4N + 2

 .

We then define fs, gs ∈ C(2N) by

fs := 〈(fi)i∈N〉2N and gs := 〈(π4i)i∈N〉2N .

Note that fsgs = 〈(f4i)i∈N〉2N = 〈(πi)i∈N〉2N is the identity map. Moreover, img(fs) ⊆ S (where S is as

in Theorem 9.31).
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For each i ∈ 4N, we define h′i : img(fs) → {0, 1} by (x)h′i = (x)gssπi/4. For each i ∈ N\4N, we

define h′i := πi. We then define h′s : img(fs)→ S by h′s := 〈(h′i)i∈N〉2N .

Note that for each i ∈ N and x ∈ img(fs), we have (x)h′sπ4i+2 = (x)π4i+2 = (x)π4i, so hs is

injective. Moreover the sets img(fs), img(h′s) are both contained in S and they are both compact (see

Remark 3.18). Thus h′s is a homeomorphism from img(fs) to img(hs) and by Theorem 9.31, we can

choose hs ∈ Aut(2N) with h′s ⊆ hs. We now have

fshsgs = fs〈(h′i)i∈N〉2N〈(π4i)i∈N〉2N = fs〈(h′4i)i∈N〉2N

= fsgs〈(sπi)i∈N〉2N = 〈(sπi)i∈N〉2N = s.

Let N ∈ NbhdsAut(2N)(hs) be arbitrary. It suffices to show that fsNgs ∈ NbhdsC(2N)(s). Let ε > 0

be such that for all h ∈ Aut(2N) with (hs, h)d∞ < ε we have h ∈ N , and let k ∈ C(2N) be arbitrary

with (k, s)d∞ < ε. It suffices to show that k ∈ fsNgs.
For each i ∈ 4N, we define h′i,k : img(fs) → {0, 1} by (x)h′i,k = (x)gskπi/4. For each i ∈ N\4N, we

define h′i,k := πi. We then define h′k : img(fs) → 2N by h′k := 〈(h′i,k)i∈N〉2N . As was the case with h′s,

the sets img(fs), img(h′k) are both compact subsets of S and h′k is a homeomorphism between these

sets.

Note that h′s
−1
h′k =

{
((y)h′s, (y)h′k)

∣∣∣ y ∈ img(f)
}

. For all y ∈ img(f) with (y)h′s 6= (y)h′k, we have

((y)h′s, (y)h′k)d = inf

({
1

2n

∣∣∣∣ n ∈ N, (y)h′s �n= (y)h′k �n

})
= max

({
1

2n

∣∣∣∣ n ∈ N, (y)h′sπn 6= (y)h′kπn)

})
= max

({
1

2n

∣∣∣∣ n ∈ 4N, (y)gssπn/4 6= (y)gskπn/4

})
= max

({
1

24n
∈ N

∣∣∣∣ n ∈ N, (y)gssπn 6= (y)gskπn

})
< max

({
1

2n
∈ N

∣∣∣∣ n ∈ N, (y)gssπn 6= (y)gskπn

})
= ((y)gss, (y)gsk)d ≤ (s, k)d∞ < ε.

Thus sup
(x,y)∈h′−1

s h′k

(x, y)d < ε. By Theorem 9.31, we can choose t ∈ Aut(2N) such that we have

sup(x,y)∈t(x, y)d < ε and h′s
−1
h′k ⊆ t. Let hk := hst. Note that

fshkgs = fsh
′
stgs = fsh

′
kgs = fs〈(h′i,k)i∈N〉2N〈(π4i)i∈N〉2N = fs〈(h′4i,k)i∈N〉2N

= fsgs〈(kπi)i∈N〉2N = 〈(kπi)i∈N〉2N = k.

It therefore suffices to show that hk ∈ N . By the definition of ε, it therefore suffices to show that

(hk, hs)d∞ < ε. From the choice of t, we have

(hk, hs)d∞ = (hst, hs)d∞ = sup
x∈2N

(((x)hs)t, (x)hs)d = sup
x∈2N

((x)t, x)d < ε

so the result follows. �
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Lemma 9.33 (Cantor continuity, Assumed Knowledge: 5.13, 5.14, 5.39, 6.12, 7.6, 9.32).

The topologies SCC(Aut(2N)) and SCC(C(2N)) are the compact-open topologies on each of these sets.

Moreover these topologies are Polish

Proof. Let Tco denote the compact-open topology on C(2N). From Theorem 5.12, this topology is

Polish and compatible with C(2N). As Tco is second countable, it follows that SCC(C(2N)) ⊇ Tco and

SCC(Aut(2N)) ⊇ Tco �Aut(2N).

By Theorem 5.39 every homomorphism from (Aut(2N), Tco) to a second countable group (and hence

inverse semigroup) is continuous. From Proposition 6.12, it follows that every homomorphism from

the semigroup obtained by removing the unary operation of Aut(2N) to a second countable semigroup

is continuous.

By Lemma 9.32, C(2N) has property W with respect to Aut(2N). Thus from Lemma 7.6, all

homomorphisms from (C(2N), Tco) to second countable topological semigroups are continuous. So

from Proposition 6.12 we also have

SCC(C(2N)) ⊆ Tco and SCC(Aut(2N)) ⊆ Tco �Aut(2N) .

�

The following lemma is the Cantor space analogue or Lemma 9.26. However in this case we can use

a different proof with weaker assumptions due to the existence Lemma 9.33.

Lemma 9.34 (Continuous action on 2N, Assumed Knowledge: 9.33).

Suppose that T is a second countable Hausdorff topology compatible with the semigroup C(2N). In this

case the map a : 2N × (C(2N), T )→ 2N defined by (x, f)a = (x)f is continuous.

Proof. Let C denote the set of constant maps from 2N to itself and note that T �C is second countable

and Hausdorff. Let I : C → 2N be the bijection sending a constant map to the unique point in its

image. Note that a = 〈π0I
−1, π1〉C×C(2N) ◦ ∗C(2N) ◦ I. Thus to show that a is continuous, it suffices to

show that I : C → 2N is a homeomorphism. Let C denote the topology{
U ⊆ C

∣∣∣ (U)I is open in 2N
}

on C. We will show that T �C= C. If U ⊆ 2N is open, then (U)I−1 =
{
f ∈ C

∣∣∣ (2N)f ⊆ U
}

. So

C = Tco �C . From Lemma 9.33, it follows that

T �C⊆ SCC(C(2N)) �C= Tco �C= C.

Note that T �C⊆ C, T �C is Hausdorff and C is compact. Thus from Remark 3.18 we have T �C= C
as required. �

Theorem 9.35 (The topologies of C(2N), Assumed Knowledge: 9.25, 9.33, 9.34).

The compact-open topology is the only second countable Hausdorff topology compatible with C(2N).

Moreover SCC(C(2N)) is the compact-open topology, and all homomorphisms from C(2N) to second

countable topological semigroups are continuous.

Proof. Let T be an arbitrary second countable Hausdorff topology compatible with C(2N), and let Tco
be the compact-open topology. The equality SCC(C(2N)) = Tco follows from Lemma 9.33. It remains



96 ON CONSTRUCTING TOPOLOGY FROM ALGEBRA

to show that T = Tco. By the definition of SCC(C(2N)), it follows that T ⊆ SCC(C(2N)) = Tco.
Moreover, from Lemmas 9.34 and 9.25, we also have T ⊇ Tco. The result follows. �

Corollary 9.36 (The topologies of the Cantor clone, Assumed Knowledge: 5.13, 8.2, 8.6, 9.30, 9.35).

Let C be the subcategory of topological spaces and continuous functions with the object set OC :={
(2N)i

∣∣∣ i ∈ N
}

, and the morphism setMC consisting of the all continuous maps between these objects.

Let PO be the discrete topology on OC and let PM be the topology on MC generated by the sets of the

form

Ai,j := C((2N)i, (2N)j) and B(V,U) :=
{
f ∈MC

∣∣∣ (V )f ⊆ U
}

for all i, j ∈ N, compact V ⊆ (2N)i, and open U ⊆ (2N)j.

The triple (C,PO,PM ) is a Polish topological abstract clone. Moreover if (TO, TM) are compatible

with the clone C then

(1) If TM is Hausdorff and second countable then TM = PM.

(2) If TM is second countable then TM ⊆ PM.

Proof. The proof of this corollary is the same as the proof of Corollary 9.30, but using Theorem 9.35

instead of Theorem 9.29. �

9.7. Boolean algebras. In this subsection we discuss homomorphisms between boolean algebras. In

particular we are interested in B∞ the boolean algebra of clopen subsets of the Cantor space. This

boolean algebra is of note as up to isomorphism it is the only countably infinite boolean algebra with

no atoms (minimal non-zero elements). It is also the Fräissé limit of the class of finite non-trivial

boolean algebras. The results of this subsection are corollaries of Cantor space subsection using the

Stone Duality Theorem (9.41) and Proposition 8.6.

Definition 9.37 (Boolean algebra signature, Assumed Knowledge: 4.1).

We define the σB to be the signature

σB := ({∧,∨,¬,0,1},∅, {(∧, 2), (∨, 2), (¬, 1), (0, 0), (1, 0)}).

The actual value of the symbols ∧,∨,¬,0 and 1 are not very important, but for completeness we’ll

define

∧ := (01, 14, 04), ∨ := (15, 18), ¬ := (14, 15, 20),

0 := (26, 05, 18, 15), 1 := (15, 14, 05).

Definition 9.38 (Boolean algebra, Assumed Knowledge: 4.2, 9.37).

If B is σB-structure and a, b ∈ B, then we will often write a ∧ b, a ∨ b,¬a,0 and 1 instead of

(a, b)∧B, (a, b)∨B, (a)¬B, ()0B, and ()1B respectively.
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We say a σB-structure B is a boolean algebra if for all a, b, c ∈ B we have the following:

a ∧ (b ∧ c) = (a ∧ b) ∧ c,

a ∧ b = b ∧ a,

a ∧ 1 = a,

a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c),

a ∨ (a ∧ b) = a,

a ∨ ¬a = 1,

¬(a ∨ b) = ¬a ∧ ¬b,

a ∨ (b ∨ c) = (a ∨ b) ∨ c,

a ∨ b = b ∨ a,

a ∨ 0 = a,

a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c),

a ∧ (a ∨ b) = a,

a ∧ ¬a = 0,

¬(a ∧ b) = ¬a ∨ ¬b.

It is worth noting that many of the assumptions in the above definitions can be inferred from each

other, but the choice of which conditions constitute the definition varies between authors.

From Theorem 9.41, it will follow that every boolean algebra is isomorphic to a boolean algebra of

sets (with the operations of intersection, union, complement, empty set, and universe) so these are the

key examples to keep in mind.

Example 9.39 (The two element boolean algebra, Assumed Knowledge: 9.38).

If one considers 0 as representing “false” and 1 as representing “true”, then {0, 1} is a boolean algebra

when given the operations of “and”, “or”, “not”, “false”, and “true”. More concretely if a, b ∈ {0, 1}
then

a ∧ b := min(a, b), a ∨ b := max(a, b), ¬a := 1− a, 0 := 0, and 1 := 1

Definition 9.40 (Stone spaces, Assumed Knowledge: 3.11, 4.3, 9.39).

We say that a topological space X is a Stone space if it is zero-dimensional, Hausdorff and compact.

If B is a boolean algebra then let SSpace(B) denote the set of homomorphisms from B to the two

element boolean algebra from Example 9.39. We view SSpace(B) as a topological space equipped with

the pointwise topology ({0, 1} has the discrete topology).

Theorem 9.41 (cf. Theorem 34 of [14], Stone Duality Theorem, Assumed Knowledge: 3.14, 3.16,

3.12, 3.13, 6.2, 9.40).

If X is a Stone space, then the collection Clo(X) of clopen subsets of X form a boolean algebra with

the following operations. If A,B ∈ Clo(X) are arbitrary, then

A ∨B = A ∪B, A ∧B = A ∩B, ¬A = X\A, 0 = ∅, 1 = X.

Conversely, if B is a boolean algebra, then SSpace(B) (recall Definition 9.40) is the only Stone space

X (up to homeomorphism) such that B ∼= Clo(X). Moreover if X is a Stone space and B is a boolean

algebra, then

C(X) ∼= End(Clo(X))† and End(B) ∼= C(SSpace(B))†(recall Definition 6.2).

Additionally if X, Y are disjoint Stone spaces, then X ∪ Y is a Stone space and Clo(X ∪ Y ) ∼=
Clo(X)× Clo(Y ) .

Theorem 9.42 (The topologies of End(B∞), Assumed Knowledge: 6.3, 9.35, 9.41, 4.13, 5.1).

Let B∞ denote the boolean algebra Clo(2N). The pointwise topology PT B∞ �End(B∞) (recall Exam-

ple 4.13) is the only second countable Hausdorff topology compatible with End(B∞). Moreover this



98 ON CONSTRUCTING TOPOLOGY FROM ALGEBRA

topology is Polish, equal to SCC(End(B∞)), and all homomorphisms from (End(B∞),PT B∞ �End(B∞))

to second countable semigorups are continuous.

Proof. From Theorem 9.41, we know that End(B∞) ∼= C(2N)†. Thus from Proposition 6.3, there is a

(bijective and topological property preserving) correspondence between the topologies compatible with

End(B∞), and those compatible with C(2N). Thus from Theorem 9.35 there is a unique second count-

able Hausdorff topology compatible with End(B∞), and this topology coincides with SCC(End(B∞)).

This topology is also Polish from Lemma 9.33. As PT B∞ �End(B∞) is second countable, Hausdorff and

compatible with End(B∞), the result follows. �

Corollary 9.43 (The topologies of the B∞ polymorphism clone, Assumed Knowledge: 8.2, 8.6, 9.10).

Let B∞ be a boolean algebra, with universe N, which is isomorphic to Clo(2N). Let C be the subcategory

of boolean algebras and homomorphisms with the object set OC :=
{
Bi∞

∣∣∣ i ∈ N
}

, and the morphism

set MC consisting of the all homomorphisms between these objects. We view OC and PC as subspaces

of the topological spaces of the same names given in Theorem 9.11. Let PO and MC be the topologies

on these sets respectively.

The triple (C,PO,PM ) is a Polish topological abstract clone. Moreover if (TO, TM) are compatible

with the clone C then

(1) If TM is Hausdorff and second countable then TM = PM.

(2) If TM is second countable then TM ⊆ PM.

Proof. First note that (C,PO,PM ) is a topological abstract clone as it is contained in the clone from

Theorem 9.11.

Note that 2N is isomorphic to its disjoint union with itself (2×2N ∼= 2N). Thus from Theorem 9.41 it

follows that B∞ ∼= B2
∞. Thus the result follows from Proposition 8.6 together with Theorem 9.42. �

Part 4. Automorphisms of dVn

The content of this part is a more detailed version of the Paper [12] by the same author as this

document.

The groups dVn include both the Brin-Thompson groups nV (= nV2), and the Higman-Thompson

groups Vn (= 1Vn). They also overlap with the class of groups Gn,r (Gn,1 = 1Vn). The groups nV

[7, 8, 4, 16, 2, 30, 23], as well as automorphisms of Thompson groups [6, 9, 3, 26] have each been well

researched in the literature.

The paper [3] of C. Bleak, P. Cameron, Y. Maissel, A. Navas, and F. Olukoya gives a description

of the groups Aut(Gn,r) and Out(Gn,r) using Rubin’s Theorem and transducers. Here we give an

analogous description of the groups Aut(dVn) and Out(dVn) (see Theorem 12.18) and use it to give an

embedding of Out(dVn) into Out(Vn)oSym(d) (see Theorem 14.18). Moreover in the case that n = 2,

our embedding is actually an isomorphism (see Theorem 14.19). This proves a conjecture made by

Nathan Barker in 2012: The groups Out(dV ) and Out(V ) o Sym(d) are isomorphic.

The groups nV for n ≥ 2 have also been described with transducers before but not in the same

manner done here (in [2] it is shown that they embed in the rational group). We discuss this alternative

transducer viewpoint more in Section 13.
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For our representation of dVn we extend the notion of transducer established by Grigorchuk, Nekra-

shevich, and Sushchanskii [15], and then identify a class of transducers which is appropriate for repre-

senting continuous transformations of n-dimensional Cantor spaces (see Theorem 11.16).

10. Higher dimensional words

In this section we define the groups of interest and introduce the basic concepts surrounding muti-

dimensional words (these will be used heavily thought this part).

Definition 10.1 (Higher dimensional words, Assumed Knowledge: 3.20, 4.14, 4.28).

If n ≥ 2, then we define Xn := {0, 1, . . . , n− 1} and Cn := {0, 1, . . . , n− 1}N. We think of the elements

of Cn as infinite words over the alphabet Xn (see Definition 4.28) and we give them the product

topology using the discrete topology on Xn. It follows from Theorem 3.20, that all of these are Cantor

spaces. For each i ∈ {0, 1, . . . , d−1} and x ∈ Xn, we define xd,i ∈ (X∗n)d by (i)xd,i = x and (j)xd,i = ε

for all j 6= i. Similarly, we define εd ∈ (X∗n)d to be the constant tuple with value ε.

If d ∈ N\{0}, then we extend the prefix relation ≤ (from Definition 4.28) on {0, 1, . . . , n− 1}∗ ∪ Cn
to the set ({0, 1, . . . , n − 1}∗ ∪ Cn)d in the natural fashion (as in Example 4.15). We also extend the

concatenation operation to the domain (X∗n)d × (X∗n ∪ Cn)d coordinatewise. For w ∈ (X∗n)d, then we

also extend λw to the domain (X∗n ∪ Cn)d to be concatenation with w on the left (note that this map

is injective).

Note that if w ∈ (X∗n)d then

wCdn = (Cdn)λw =
{
x ∈ Cdn

∣∣∣ w ≤ x} .
It is routine to verify that these sets are clopen, and the collection of all such sets is a basis for Cdn.

Such basic open sets will be referred to as cones. As the cones form a basis of clopen sets for Cdn and

this space is compact, it follows that the clopen subsets of Cdn are precisely the finite unions of cones.

Definition 10.2 (Prefix codes and dVn, Assumed Knowledge: 5.1, 10.1).

Suppose that d ∈ N\{0} and n ∈ N\{0, 1}. We say that a subset F ⊆ (X∗n)d is a complete prefix code

if
{
wCdn

∣∣∣ w ∈ F} is a partition of Cdn into clopen sets. Note that as Cdn is compact, all complete prefix

codes will be finite.

If F1, F2 are complete prefix codes of Cdn, and φ : F1 → F2 is a bijection, then we define the prefix

exchange map fφ : Cdn → Cdn by

fφ :=
⋃
w∈F1

(λ−1
w ◦ λ(w)φ) �wCdn

.

That is, if w ∈ F1 and x ∈ Cdn, then (wx)fφ = ((w)φ)(x).

It is routine to verify that such prefix exchange maps are always homeomorphisms, and moreover

the set of prefix exchange maps is closed under composition and inversion. We define dVn to be the

subgroup of Aut(Cdn) consisting all the prefix exchange maps. If n = 2 or d = 1 we will often omit

them in the notation dVn.

Lemma 10.3 (Complete prefix code sizes, Assumed Knowledge: 10.2).

Suppose that m, d ≥ 1 and n ≥ 2. There is a complete prefix code for Cdn of cardinality m if and only

if m ∈ (1 + (n− 1)N).
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Proof. (⇐) : We show by induction on k, that for all k ∈ N there is a complete prefix code of Cdn

of size 1 + (n − 1)k. If k = 0, then 1 + (n − 1)k = 1 and we can choose the complete prefix code

{εd}. Suppose that k > 0 and the claim holds for smaller k. Let F be a complete prefix code with

|F | = 1 + (n − 1)(k − 1). Choose w ∈ F and define F ′ := (F\{w}) ∪
{
wxd,0

∣∣∣ x ∈ Xn

}
, then F ′ is a

complete prefix code with |F ′| = 1 + (n− 1)k.

(⇒) : Let F be a complete prefix code for Cdn. Let k := max
{
|(w)πi|

∣∣∣ w ∈ F, i ∈ {0, 1, . . . , d− 1}
}

.

Suppose that there is w ∈ F and i ∈ {0, 1, . . . , d−1} such that |(w)πi| 6= k. It follows that |(w)πi| < k.

If we then define F ′ := (F\{w}) ∪
{
wxd,i

∣∣∣ x ∈ Xn

}
, then |F ′| − |F | = n− 1 and

max
{
|(w)πi|

∣∣∣ w ∈ F} = max
{
|(w)πi|

∣∣∣ w ∈ F ′} .
Thus we can assume without loss of generality that |(w)πi| = k for all w ∈ F and i ∈ {0, 1, . . . , d−1}.

As F is a complete prefix code, it follows that F = (Xk
n)d. In particular |F | = nkd ∈ 1 + (n− 1)N as

required. �

Remark 10.4 (Scary prefix codes, Assumed Knowledge: 10.3).

In the proof of Lemma 10.3, we construct complete prefix codes of the required sizes by starting at the

trivial prefix code {εd}, and sequentially refining it by replacing one element with n new elements. It

can be shown than in the case d = 1, all complete prefix codes can be found this way. However this is

not true in general. For example consider the following complete prefix code when n = 2 and d = 3:

{(ε, 0, 0), (0, 1, ε), (1, ε, 1), (0, 0, 1), (1, 1, 0)}.

11. Generalizing the transducers of Grigorchuk, Nekrashevich, and Sushchanskii

In this section we introduce the type of transducers we will be using throughout this part. The

transducers defined by Grigorchuk, Nekrashevich, and Sushchanskii (which we shorten to GNS) in [15],

are machines which “read” letters and then “transition” between various “states” and “write” letters

accordingly. These machines can then read words by reading each letter in turn.

This can be thought of as assigning to each letter of an alphabet Xn, a transformation of a state

set, and a word to write for each state. This assignment is then extended to all elements of X∗n via its

“freeness” property. Our definition has the view of reading/writing elements of a semigroup, but we

do not restrict to free monoids.

Definition 11.1 (Transducers, Assumed Knowledge: 1.1, 2.2, 4.5, 5.2).

We say that T := (QT , DT , RT ,πT ,λT ) is a transducer if:

(1) QT is a set (called the set of states).

(2) DT is a semigroup (called the domain semigroup).

(3) RT is a semigroup (called the range semigroup).

(4) πT : QT ×DT → QT is an action of DT on the discrete set QT (called the transition function).

(5) λT : QT ×DT → RT is a function with the property that for all q ∈ QT and s, t ∈ DT we have

(q, st)λT = (q, s)λT ((q, s)πT , t)λT (called the output function).
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Remark 11.2 (Transducers vs homomorphims, Assumed Knowledge: 11.1).

Defining a one state transducer with domain D and range R is equivalent to defining a semigroup ho-

momorphism from D to R. In this sense transducers can be thought of as generalisations of semigroup

homomorphisms.

Note that our definition of a transducer consists only of a set, two semigroups and some maps

between them. It is thus easy and natural to view our transducers as objects of a category. This

viewpoint will be key to many of the arguments later in the part.

Definition 11.3 (Transducer homomorphisms, Assumed Knowledge: 2.3, 4.5, 4.16, 11.1).

Let A,B be transducers. We say that φ is a transducer homomorphism from A to B (written φ : A→
B), if φ is a 3-tuple (φQ, φD, φR) with the following properties:

(1) φR : RA → RB is a semigroup homomorphism.

(2) φD : DA → DB is a semigroup homomorphism.

(3) φQ : QA → QB is a function, such that

〈πA,λA〉QA×RA〈π0φQ, π1φR〉QB×RB = 〈π0φQ, π1φD〉QB×DB 〈πB ,λB〉QB×RB

(recall Definition 2.3). Or equivalently, for all q ∈ QA and s ∈ DA we have

(q, s)πAφQ = ((q)φQ, (s)φD)πB and (q, s)λAφR = ((q)φQ, (s)φD)λB .

If the maps φD, φR are identity maps, then we say that φ is strong. We compose transducer homo-

morphisms component-wise. It is routine to verify that transducers and transducer homomorphisms

form a category. Moreover transducers and strong transducer homomorphisms form a subcategory of

this category.

We say that a transducer homomorphism φ is a quotient map if each of φQ, φD, φR is surjective

(so each of them is a quotient map as in Definition 4.16). We say that φ : A → B is a transducer

isomorphism if it is an isomorphism in the category of transducers and transducer homomorphisms,

or equivalently if each of the maps φQ, φD, φR is a bijection.

We say that two transducers A,B are isomorphic (denoted A ∼= B) if there is a transducer isomor-

phism φ : A→ B. Similarly we say that A,B are strongly isomorphic (denoted A ∼=S B) if there is a

strong transducer isomorphism φ : A→ B

The following notion of a “minimal transducer” corresponds to the notion of “combining equivalent

states” from GNS. The GNS notion of being “reduced” is the notion discussed in Theorem 11.19.

Definition 11.4 (Minimal transducers, Assumed Knowledge: 1.10, 11.3).

If T is a transducer and λr injective for all r ∈ RT , then we define its minimal transducer MT to be

(QT / ∼MT
, DT , RT ,πMT

,λMT
) where ∼MT

, πMT
and λMT

are defined by:

(1) ∼MT
is the equivalence relation{

(p, q) ∈ Q2
T

∣∣∣ (p, s)λT = (q, s)λT for all s ∈ DT

}
;

(2) If q ∈ QT , s ∈ DT then ([q]∼MT , s)πMT
= [(q, s)πT ]∼MT ;

(3) If q ∈ QT , s ∈ DT then ([q]∼MT , s)λMT
= (q, s)λT .

Moreover, we define a strong quotient map qT : T → MT , by (p)qTQ = [p]∼MT . We will justify these

definitions in Lemma 11.5.
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Lemma 11.5 (Minimal transducers are valid, Assumed Knowledge: 11.4).

The objects defined in Definition 11.4 are well-defined and have the stated properties. Moreover if A

is a transducer, λr is injective for all r ∈ RA, and φ : A → B is a strong quotient map, then there is

a strong quotient map ψ : B →MA with qA = φψ.

Proof. Let T be as in Definition 11.4. We first need to show that πMT
is well-defined. Let p, q ∈ QT and

s ∈ DT be such that p ∼MT
q. We need to show that (p, s)πT ∼MT

(q, s)πT and (p, s)λT = (q, s)λT .

The equality (p, s)λT = (q, s)λT is immediate from the definition of ∼MT
. To show that (p, s)πT ∼MT

(q, s)πT , it suffices to show that if t ∈ DT is arbitrary then ((p, s)πT , t)λT = ((q, s)πT , t)λT . This

follows from

((p, s)πT , t)λT = ((((p, s)πT , t)λT )λ(p,s)λT )λ−1
(p,s)λT

= ((p, s)λT ((p, s)πT , t)λT )λ−1
(p,s)λT

= ((p, st)λT )λ−1
(p,s)λT

= ((q, st)λT )λ−1
(q,s)λT

= ((q, s)λT ((q, s)πT , t)λT )λ−1
(q,s)λT

= ((((q, s)πT , t)λT )λ(q,s)λT )λ−1
(q,s)λT

= ((q, s)πT , t)λT .

We next need to show that qT is a quotient map. The maps qTD, qTR, qTQ are all surjective by

definition, so we need only show that qT is a transducer homomorphism. If q ∈ QT and s ∈ DT , then

by definition we have

(q, s)πT qTQ = [(q, s)πT ]∼MT = ([q]∼MT , s)πMT
= ((q)qTQ, (s)qTD)πMT

,

(q, s)λT qAR = (q, s)λT = ([q]∼MT , s)λMT
= ((q)qAQ, (s)qAD)λMT

as required. We define ψ : B →MA by having ψD, ψR be the identity maps and defining ψQ by:

((q)φQ)ψQ := (q)qAQ.

As qAQ is surjective, it suffices to show that ψ is a well-defined transducer homomorphism. Note that

all of the maps φD, φR, ψD, ψR, qAD and qAR are identity maps so we can ignore them for the purposes

of this proof. We first show that ψ is well-defined. Suppose that q0, q1 ∈ QA satisfy (q0)φQ = (q1)φQ.

We need to show that q0 ∼MT
q1. For s ∈ DA be arbitrary, we have

(q0, s)λA = ((q0)φQ, s)λB = ((q1)φQ, s)λB = (q1, s)λA.

So indeed q0 ∼MT
q1. It remains to show that ψ is a homomorphism. Using the fact that φQ is

surjective, let (p, s) = ((q)φQ, s) ∈ QB × DB be arbitrary. We need to show that ψ satisfies the third

condition for being a transducer homomorphism. We have

(p, s)πBψQ = ((q)φQ, s)πBψQ by the definition of p

= (q, s)πAφQψQ because φ is a homomorphism

= (((q)φQ)ψQ, s)πMA
because qA = φψ is a homomorphism

= ((p)ψQ, s)πMA
by the definition of p,
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and similarly (p, s)λB = ((p)ψQ, s)λMA
as required. �

Definition 11.6 (Subtransducers, Assumed Knowledge: 1.3, 11.1).

If A,B are transducers, QA ⊆ QB , DA ⊆ DB , RA ⊆ RB , πA ⊆ πB and λA ⊆ λB , then we call A

subtransducer of B. We will sometimes identify a subtransducer of a transducer (with full domain and

range) with its state set for simplicity.

The transducers and maps from the following definitions, will be our main focus (due to Theo-

rem 11.16).

Definition 11.7 ((d, n)-transducers, Assumed Knowledge: 10.1, 11.1).

If d, k ∈ N and n,m ∈ N\{0, 1}, then we define a (d, n, k,m)-transducer to be a transducer T with

(X∗n)d as its domain, (X∗m)k as its range, and such that for all q ∈ QT , we have

(q, εd)πT = q, and (q, εd)λT = εk.

We will be primarily concerned with the case that d = k and n = m. Thus to simplify notation we

define a (d, n)-transducer to be a (d, n, d, n)-transducer.

Definition 11.8 (Reading infinite words, Assumed Knowledge: 11.7).

Suppose that d, k ∈ N, n,m ∈ N\{0, 1}, T is a (d, n, k,m)-transducer and q ∈ QT . If w ∈ ((Xn)N)d

and j ∈ N, then we denote the unique element of (Xj
n)d, which is a prefix of w, by w �j . Note that if

i ∈ {0, 1, . . . , k − 1} and j0 ≤ j1, then (q, w �j0)λTπi ⊆ (q, w �j1)λTπi.

Thus we can define fT,q : (XN
n )d → (XN

m ∪X∗m)k to be the map with

(w)fT,qπi =
⋃
j∈N

(q, w �j)λTπi

for all i ∈ {0, 1, . . . , k − 1}. In particular (w)fT,q is the smallest element of (XN
m ∪ X∗m)k which is

greater that (q, w′)λT for all w′ ∈ (X∗n)d with w′ ≤ w.

Remark 11.9 (Induced maps are preserved, Assumed Knowledge: 11.4, 11.8).

Let d, k ∈ N and n,m ∈ N\{0, 1}. If A is a (d, n, k,m)-transducer, q ∈ QA and φ : A → B is a

strong transducer homomorphism, then the maps s→ (q, s)λA and s→ ((q)φ, s)λB are equal. Hence

fA,q = fB,(q)φQ . In particular this is true of the quotient map qA.

It is routine to verify that the notion of degenerate in the following definition is equivalent to the

GNS notion of degenerate when both are applicable.

Definition 11.10 (Degenerate transducers, Assumed Knowledge: 10.1, 11.8).

Let d, k ∈ N and n,m ∈ N\{0, 1}. We say that a (d, n, k,m)-transducer T is degenerate if there exist

q ∈ QT , x ∈ Cdn such that (x)fT,q /∈ Ckm.

Lemma 11.11 (Continuity of transducers, Assumed Knowledge: 10.1, 11.10).

Let d, b ∈ N and n, l ∈ N\{0, 1}. If T is a non-degenerate (d, n, b, l)-transducer and q ∈ QT , then for all

m ∈ N there is k ∈ N such that for all i ∈ {0, 1, . . . , b− 1} and w ∈ (Xk
n)d we have |(q, w)λTπi| ≥ m.

Moreover, the map fT,q : Cdn → Cbl is continuous.

Proof. Let T be a non-degenerate (d, n, b, l)-transducer and q ∈ QT be arbitrary. To prove the first

claim, suppose for a contradiction that there is m ∈ N such that for all k ∈ N there is w ∈ (Xk
n)d and

i ∈ {0, 1, . . . , b− 1} with |(q, w)λTπi| < m.

Using this assumption we define a sequence (wj)j∈N in (X∗n)d by induction as follows:

(1) Define w0 := εd.
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(2) Suppose that wj is defined, choose wj+1 ∈ (Xj+1
n )d such that

(a) wj ≤ wj+1,

(b) there is i ∈ {0, 1, . . . , b− 1} such that |(q, wj+1)λTπi| ≤ m, and

(c) for all k ∈ N\{0, 1, . . . , j}, there is wj+1,k ∈ (Xk
n)d such that wj+1 ≤ wj+1,k and there is

i ∈ {0, 1, . . . , b− 1} such that |(q, wj+1,k)λTπi| ≤ m.

As b is finite, there must be some i ∈ {0, 1, . . . , d− 1} such that for infinitely many (and hence all)

j ∈ N we have |(q, wj)λTπi| ≤ m. Thus if we define w ∈ (XN
n )d to be such that for all i ∈ {0, 1, . . . , b−1}

we have

(w)πi =
⋃
j∈N

(wj)πi,

then |(w)fT,qπi| ≤ m. This is a contradiction as T was assumed to be non-degenerate.

The topology on (XN
n )d is the product topology. Thus it suffices to show that if x ∈ (XN

n )d, i ∈
{0, 1, . . . , n− 1} and j ∈ N then there is a neighbourhood U of x, in (XN

n )d, such that for all y ∈ U we

have (j)((i)((y)fT,q)) = (j)((i)((x)fT,q)). By the first part of the lemma, we can choose k ∈ N such

that for all a ∈ {0, 1, . . . , b− 1} and w ∈ (Xk
n)d we have |(q, w)λTπa| ≥ j + 1. Thus defining

U :=
{
y ∈ (XN

n )d
∣∣∣ ((y)πa) �j= ((x)πa) �j for all a ∈ {0, 1, . . . , d− 1}

}
gives the required neighbourhood of x. �

We give two distinct ways of multiplying transducers. The first (Definition 11.12) is an extension

of the definition given by GNS, and the second (Definition 11.14) is a categorical product object.

Definition 11.12 (Transducer composition, Assumed Knowledge: 11.1).

If A and B are transducers, such that the range of A is contained in the domain of B, then we define

their composite by

AB := (QAB , DAB , RAB ,πAB ,λAB).

Where

(1) QAB := QA ×QB , DAB := DA, and RAB := RB .

(2) ((a, b), s)πAB = ((a, s)πA, (b, (a, s)λA)πB).

(3) ((a, b), s)λA,B = (b, (a, s)λA)λB .

Lemma 11.13 (Composition works as expected, Assumed Knowledge: 11.8, 11.11, 11.12).

If A is a non-degenerate (a, b, c, d)-transducer and B is a non-degenerate (c, d, e, f) transducer, and

(p, q) ∈ QA ×QB, then fA,pfB,q = fAB,(p,q) (in particular, AB is non-degenerate).

Proof. Let w ∈ (XN
b )a be arbitrary. From Definition 11.8, it suffices to show that (w)fA,pfB,q is the

smallest element of (XN
f ∪X∗n)e which is greater that ((p, q), w′)λAB for all w′ ∈ (X∗b )a with w′ ≤ w.

Let w′ ∈ (X∗b )a be arbitrary with w′ ≤ w. We have (p, w′)λA ≤ (w)fA,p, thus

((p, q), w′)λAB = (q, (p, w′)λA)λB ≤ ((w)fA,p)fB,q = (w)fA,pfB,q.

We now have (w)fA,pfB,q ≥ (w)fAB,(p,q). To show equality it suffices to show that (w)fAB,(p,q) ∈
(XN

f )e. Let m ∈ N be arbitrary, we show that for all i ∈ {0, 1, . . . , e− 1} we have |(w)fAB,(p,q)πi| ≥ m.

By Lemma 11.11, let kA, kB ∈ N be such that if wA ∈ (XkA
b )a, wB ∈ (XkB

d )c then for all valid choices

of i we have

|(p, wA)λAπi| ≥ kB , and |(p, wB)λBπi| ≥ m.
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It follows that if w′ ∈ (XkA
b )a, w′ ≤ w and i ∈ {0, 1, . . . , e− 1}, then

|(w)fAB,(p,q)πi| ≥ |((p, q), w′)λABπi| = |(q, (p, w′)λA)λBπi| ≥ m

as required. �

Definition 11.14 (Transducer products, Assumed Knowledge: 2.3, 4.14, 11.3, 11.15).

If (A)i∈I are transducers, then we define their product
∏
i∈I Ai to be the transducer P where

QP :=
∏
i∈I

QAi , DP :=
∏
i∈I

DAi , RP :=
∏
i∈I

RAi ,

and for all (pi)i∈I ∈ QP and (si)i∈I ∈ DP we have

((pi)i∈I , (si)i∈I)πP = ((pi, si)πAi)i∈I ,

((pi)i∈I , (si)i∈I)λP = ((pi, si)λAi)i∈I .

We show in Lemma 11.15 that (P, ((πi, πi, πi))i∈I) is a product in the category of transducers and

transducer homomorphisms (recall Definition 2.3).

Lemma 11.15 (Transducer products are products, Assumed Knowledge: 2.3, 4.14, 11.3, 11.15).

If (A)i∈I are transducers, then (
∏
i∈I Ai, ((πi, πi, πi))i∈I) is a product in the category of transducers

and transducer homomorphisms.

Proof. Let P :=
∏
i∈I Ai. Note that by the definition of P , for all i ∈ I the triple (πi, πi, πi) is a

transducer homomorphism from P to Ai.

Let B be a transducer and for each i ∈ I, let φi be a transducer homomorphism from B to Ai. We

must show that there is a unique transducer homomorphism ψ : B → P such that for all i ∈ I, the

composition of the transducer homomorphism ψ with the transducer homomorphism (πi, πi, πi) is φi.

As (QP , (πi)i∈I), (DP , (πi)i∈I), and (RP , (πi)i∈I) are products in the categories of sets and functions,

there exist unique functions ψQ : QB → QP , ψD : DB → DP , and ψR : RB → RP such that

ψQ ◦ πi = φiQ, ψD ◦ πi = φiD, and ψR ◦ πi = φiR

for all i ∈ I. It follows that ψ := (ψQ, ψD, ψR) that it is the only triple of functions whose coordinate

wise composition with (πi, πi, πi) results in φi for all i ∈ I. It therefore suffices to show that ψ is a

transducer homomorphism from B to P .

As (DP , (πi)i∈I) and (RP , (πi)i∈I) are also products in the category of semigroups and homomor-

phisms, the maps ψD and ψR are semigroup homomorphisms. For all q ∈ QB and s ∈ DB we have

(q, s)πBψQ = ((q, s)πBψiQ)i∈I = (((q)ψiQ, (s)ψiD)πAi)i∈I

= (((q)ψiQ)i∈I , ((s)ψiD)i∈I)πP = ((q)ψQ, (s)ψD)πP

and similarly

(q, s)λBψR = ((q, s)λBψiR)i∈I = (((q)ψiQ, (s)ψiD)λAi)i∈I

= (((q)ψiQ)i∈I , ((s)ψiD)i∈I)λP = ((q)ψQ, (s)ψD)λP

It follows that ψ is a transducer homomorphism as required. �
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Theorem 11.16 (Transducerable = continuous, Assumed Knowledge: 2.3, 10.1, 11.11).

A function h : Cdn → Cdn is continuous if and only if there is a non-degenerate (d, n)-transducer T and

q ∈ QT such that h = fT,q.

Proof. (⇐) : This is immediate from Lemma 11.11.

(⇒) : Let h : Cdn → Cdn be a continuous map. We define a (d, n)-transducer T and then proceed to

show that T is well-defined, non-degenerate and satisfies fT,εd = h.

(1) Define QT := (X∗n)d, DT := (X∗n)d, RT := (X∗n)d.

(2) Define πT : QT ×DT → QT by (q, w)πT := qw.

(3) For each i ∈ {0, 1, . . . , n− 1}, define λT,i : QT ×DT → X∗n as follows:

(a) If q = w = εd, then (q, w)λT,i = ε;

(b) if q = εd and w 6= εd and |(wCdn)hπi| > 1, then (q, w)λT,i is defined to be the longest

common prefix of all the words in (wCdn)hπi;

(c) if q = εd, w 6= εd, (wCdn)hπi = {x} for some x ∈ XN
n , and (q, w′)λTi is already defined for

all w′ < w, then (q, w)λTi is defined to be the prefix of x with length

max
(
{|(w)π0|, |(w)π1|, . . . , |(w)πd−1|} ∪

{
|(q, w′)λT,i|

∣∣∣ w′ < w
})

;

(d) if q 6= εd, then (q, w)λT,i is defined to be ((εd, qw)λT,i)λ
−1
(εd,q)λT,i

.

We then define λT : QT ×DT → RT by λT = 〈λT,0,λT,1, . . . ,λT,d−1〉(X∗n)d (Definition 2.3).

To show that T is well-defined, we first need to show that if i ∈ {0, 1, . . . , d−1}, q, w ∈ DT and q 6= εd,

then (εd, q)λT,i is a prefix of (εd, qw)λT,i. There are 2 cases to consider:

(1) If |(qwCdn)hπi| ≥ 2, then as (qwCdn)hπi ⊆ (qCdn)hπi, it follows that (εd, q)λT,i is a common

prefix of all the words in (qCdn)hπi. Hence (εd, q)λT,i is a common prefix of all the words in

(qwCdn)hπi, so it is a prefix of the longest common prefix (εd, qw)λT,i.

(2) If (qwCdn)hπi = {x} for some x ∈ XN
n , then (via either 3b or 3c) (εd, q)λT,i is a finite prefix of

x. Moreover by definition (εd, qw)λT,i is also a prefix of x with |(εd, qw)λT,i| ≥ |(εd, q)λT,i|.
Thus (εd, qw)λT,i ≥ (εd, q)λT,i.

We next need to show that T is a transducer. If q ∈ QT and s, t ∈ DT are arbitrary, then (q, st)πT =

qst = ((q, s)πT , t)πT , so πT is an action of DT on QT . Moreover for all i ∈ {0, 1, . . . , d− 1} we have

((q, s)λT (qs, t)λT )πi = ((εd, qs)λTπi)λ
−1
(εd,q)λTπi

((εd, qst)λTπi)λ
−1
(εd,qs)λTπi

= (((εd, qst)λTπi)λ
−1
(εd,qs)λTπi

)λ(εd,qs)λTπiλ
−1
(εd,q)λTπi

= ((εd, qst)λT,i)λ
−1
(εd,q)λT,i

= (q, st)λTπi.

We next show that h = fT,εd . Let i ∈ {0, 1, . . . , d − 1} be arbitrary. By definition, if w′ ∈ (X∗n)d

and w′ ≤ w ∈ (XN
n )d, then the word (εd, w

′)λT,i is a prefix of (w)hπi. So we need only show that for

all m ∈ N, there is km ∈ N such that if w′ ∈ (Xk
n)d, then |(εd, w′)λT,i| ≥ m.

For each v ∈ (Xm
n )d, we have by assumption that (vCdn)h−1 is clopen. So there is some kv ∈ N and

Sv ⊆ (Xkv
n )d such that

(vCdn)h−1 =
⋃
s∈Sv

sCdn.



ON CONSTRUCTING TOPOLOGY FROM ALGEBRA 107

Let km := max
({
kv

∣∣∣ v ∈ (Xm
n )d

}
∪ {m+ 1}

)
. Thus if w′ ∈ (Xkm

n )d, then the longest common prefix

of all the elements of the set ((w′)Cdn)hπi has length at least m. Thus |(εd, w′)λT,i| ≥ m. It follows

that indeed h = fT,εd .

Finally we show that T is not degenerate. Let q ∈ QT and w ∈ (XN
n )d be arbitrary. Suppose for a

contradiction that (w)fT,q 6∈ (XN
n )d. It follows that

(qw)h = (w)fT,εd = (εd, q)λT (w)fT,q 6∈ (XN
n )d,

this is a contradiction. �

It will be useful to have concrete transducers representing homeomorphisms of Cantor spaces, we

constructed such transducers in the proof of the previous theorem, but these transducers have a rather

messy definition. In the case of homeomorphisms this can be made a bit simpler, as we will now

see.

Definition 11.17 (Transducing homeomorphisms, Assumed Knowledge: 5.1, 10.1, 11.4, 11.18).

If h ∈ Aut(Cdn), then we define Th to be the (d, n)-transducer with

(1) QTh := (X∗n)d, DTh := (X∗n)d, and RTh := (X∗n)d.

(2) (s, t)πTh = st.

(3) ((s, t)λTh)πi is (b)λ−1
a , where b is the longest common prefix of the words in the set ((stCdn)h)πi

and a is the longest common prefix of the words in the set ((sCdn)h)πi.

Moreover, we define Mh := MTh and eh := (εd)qThQ. By Lemma 11.18 we have fMh,eh = h. Thus we

call Mh the minimal transducer for h.

Lemma 11.18 (Minimal transducers are nice, Assumed Knowledge: 11.9, 11.16, 11.17).

If h ∈ Aut(Cdn) then Th is a well-defined non-degenerate (d, n)-transducer and fMh,eh = h. Moreover

if q ∈ QMh
, then fMh,q is a homeomorphism from Cdn to a clopen subset of Cdn.

Proof. Note that when h ∈ Aut(Cdn) is a homeomorphism and i ∈ {0, 1, . . . , d−1}, the longest common

prefix of the words in (Cdn)hπi is ε. Moreover as h maps open sets to open sets, if w ∈ (X∗n)d then

(wCdn)hπi is an open subset of Cn. In particular |(wCdn)hπi| 6= 1. It follows that Th is identical to the

transducer T defined in the proof of Theorem 11.16. Thus fTh,εd = h. By Remark 11.9, it follows that

fTh,εd = fMh,eh , so in particular fMh,eh = h.

Let q ∈ QMh
be arbitrary and let w′ ∈ QTh be such that (w′)qThQ = q. We next show that fMh,q

is injective. Suppose that w0, w1 ∈ Cdn and (w0)fMh,q = (w1)fMh,q. We have

(w′w0)h = (eh, w
′)λMh

(w0)fMh,q = (eh, w
′)λMh

(w1)fMh,q = (w′w1)h.

Thus w′w0 = w′w1, and hence w0 = w1 as required.

As w′Cdn is a clopen set, the set (w′Cdn)h is also a clopen set. Moreover if x ∈ Cdn is arbitrary, then

(w′x)h = (eh, w
′)λMh

(x)fMh,q.

Thus as h is a homeomorphism, fMh,q is a homeomorphism onto its image. Moreover every element

of (w′Cdn)h is greater than (eh, w
′)λMh

. So there is some finite S ⊆ (X∗n)d such that

(w′Cdn)h =
⋃
s∈S

(eh, w
′)λMh

sCdn.

It follows that (Cdn)fMh,q =
⋃
s∈S sC

d
n and is thus clopen as required. �
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The following theorem establishes that the GNS notion of a reduced transducer (see Proposition

2.8 of [15]) representing a homeomorphism still applies in our context.

Theorem 11.19 (Minimal transducers are unique, Assumed Knowledge: 11.3, 11.4, 11.5, 11.17,

11.18).

Let d ∈ N\{0} and n ∈ N\{0, 1}. Suppose that h ∈ Aut(Cdn), and (T, q) is a pair such that:

(1) T is a (d, n)-transducer, q ∈ QT and fT,q = h;

(2) if p0, p1 ∈ QT and p0 ∼MT
p1, then p0 = p1;

(3) QT = (q,DT )πT ;

(4) if p ∈ QT , w ∈ RT and (Cdn)fT,p ⊆ wCdn, then w = εd (we call this condition complete

response).

Then there is a unique strong transducer isomorphism φ : T → Mh with (q)φQ = eh. Moreover if

h ∈ Aut(Cdn) is arbitrary, then the pair (Mh, eh) satisfies all of the above conditions.

Proof. Let T be a (d, n)-transducer and q ∈ QT be such that the above conditions are satisfied. If

φ : T →Mh is as required then we must have:

(1) Both φD, φR are the identity function on (X∗n)d;

(2) if w ∈ DT then ((q, w)πT )φQ = ((q)φQ, w)πMh
= (eh, w)πMh

.

As QT = (q,DT )πT , it follows that the above two conditions define φ. Thus if the required φ exists,

then it is unique.

Define ψQ : QTh → QT by (p)ψQ = (q, p)πT . As DT = QTh , it follows from the second condition

on T that ψQ is surjective. Let ψD, ψR be the identity functions on (X∗n)d. It follows that if ψ :=

(ψQ, ψD, ψT ) is a transducer homomorphism, then ψ is a strong quotient map. We now show that ψ

is a transducer homomorphism.

Let p ∈ QTh , s, t ∈ (X∗n)d be arbitrary. Then

(p, s)πThφD = (q, (p, s)πTh)πT = (q, ps)πT = ((q, p)πT , s)πT = ((p)φQ, s)πT .

We need to show that (p, s)λTh = ((p)φQ, s)λT . For all i ∈ {0, 1, . . . , d− 1} we have by definition that

(p, s)λThπi = (b)λ−1
a , where b is the longest common prefix of the elements of (psCdn)hπi and a is the

longest common prefix of the elements of (pCdn)hπi. Define a′ := (q, p)λT , b′ := (q, ps)λT , as T is a

transducer, we have

a′((p)φQ, s)λT = (q, p)λT ((q, p)πT , s)λT = (q, ps)λT = b′.

Thus ((p)φQ, s)λT = (b′)λ−1
a′ . To conclude that (p, s)λTh = ((p)φQ, s)λT , it suffices to show that

a′ = a and b′ = b. We show a′ = a, showing that b′ = b is almost identical. As a′ = (q, p)λT and

fT,q = h, it follows that a′ is a prefix of all words in the set (pCdn)hπi. In particular a′ ≤ a. Let

w′ ∈ X∗n be such that a′w′ = a. For all x ∈ Cdn, we have

a′((x)fT,(q,p)πT πi) = (px)fT,qπi = (px)hπi ∈ aCn = a′w′Cn.

Thus (Cdn)fT,(q,p)πTπi ⊆ w′Cn. As T has complete response, it follows that w′ ≤ (εd)πi = ε and thus

a = a′.

We now have that ψ : Th → T is a strong quotient map. By Lemma 11.5, there is a strong quotient

map φ : T → Mh with ψφ = qTh . From this equality it follows that (q)φ = (εd)qThQ = eh. We next
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show that φQ is injective. Let p0, p1 ∈ QT be arbitrary with (p0)φQ = (p1)φQ, we will show that

p0 = p1. Let p′0, p
′
1 ∈ QTh be such that (p′0)ψQ = p0 and (p′1)ψQ = p1. We have

(p′0)qTh = (p′0)ψQφQ = (p0)φQ = (p1)φQ = (p′1)ψQφQ = (p′1)qTh .

Thus p′0 ∼MTh
p′1, and as ψ is a transducer homomorphism it follows that p0 ∼MT

p1. By the second

assumption on T , it follows that p0 = p1. As ψQ is injective, it follows that φ is a strong transducer

isomorphism as required.

Finally we show that Mh and eh satisfy the required conditions. The first condition is immediate

from Lemma 11.18. The second condition follows from the definition of Mh. The third condition

follows as (p)qTh = (eh, p)πMh
for all p ∈ QTh . The forth condition is immediate from the definition

on Th together with Remark 11.9. �

12. Generalizing the synchronizing homeomorphisms of Bleak, Cameron, Maissel,

Navas, and Olukoya

We now have a class of transducers for describing continuous maps. We restrict our transducers to

those which represent automorphisms of dVn. As was the case in [3], this is done with a synchronization

condition.

Definition 12.1 (Synchronizing transducers, Assumed Knowledge: 1.3, 1.6, 11.7).

Suppose that T is a (d, n)-transducer and k ∈ N. We say that T is synchonizing at level k if for all

p, q ∈ QT and w ∈ (X∗n)d with min
({
|(w)πi|

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})
≥ k, we have

(p, w)πT = (q, w)πT .

We say that T is synchronizing if there is a level at which it is synchronizing and we call the smallest

such level the synchronizing length of T . In this case we define the function

sT :=
{

(w, q) ∈ (X∗n)d ×QT
∣∣∣ for all p ∈ QT we have (w, p)πT = q

}
.

The map sT is essentially πT restricted to the part of its domain where the input state is not needed.

The image of sT , denoted Core(T ), is called the core of T .

Remark 12.2 (Core transducers, Assumed Knowledge: 11.6, 12.1).

Suppose that T is a (d, n)-transducer with synchronizing level k. If q ∈ Core(T ), s ∈ ({q})s−1
T and

w ∈ DT then

(q, w)πT = ((s)sT , w)πT = (sw)sT ∈ Core(T ).

Thus Core(T ) is a subtransducer of T . Moreover sT ⊆ sCore(T ) and Core(T ) = ((Xk
n)d)sT , so Core(T )

has at most nkd states and has synchronizing length at most k.

The core of a synchronizing transducer, consists precisely of the state which are “always reachable”,

in particular it is the smallest subtransducer which still has the same domain and range as the original

transducer.

Definition 12.3 (Identity states, Assumed Knowledge: 11.6, 11.19).

If I ∈ Aut(Cdn) is the identity map, then (by Theorem 11.19) MI is a transducer with one state eI

and output function given by (eI , w)λMI
= w (for all w ∈ (X∗n)d). We call a transducer strongly

isomorphic to this transducer an identity transducer.



110 ON CONSTRUCTING TOPOLOGY FROM ALGEBRA

If T is a (d, n)-transducer and q ∈ QT is such that {q} is a subtransducer of T isomorphic to an

identity transducer, then we call q an identity state.

We can now show that, as was the case with Gn,r [3], the elements of dVn are precisely those

elements with “trivial” cores.

Proposition 12.4 (dVn transducers, Assumed Knowledge: 10.2, 11.19, 12.1, 12.2, 12.3).

If d ∈ N\{0}, n ∈ N\{0, 1} and h ∈ Aut(Cdn), then h ∈ dVn if and only if Mh is a synchronizing

transducer whose core is an identity transducer.

Proof. (⇒) : Let h ∈ dVn, and let F1, F2 be complete prefix codes of Cdn and φ : F1 → F2 be a bijection

such that h = fφ (as in Definition 10.2). Define

k := max
({
|(w)πi|

∣∣∣ i ∈ {0, 1, . . . , d− 1}, w ∈ F1

})
.

Let w ∈ (X∗n)d be arbitrary with min
({
|(w)πi|

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})
≥ k. We show for all

s ∈ (X∗n)d that (w, s)λTh = s.

By the definitions of k and F1, there is a unique w′ ∈ F1 with w′ ≤ w. It follows that (eh, w)λMh
=

(εd, w)λTh = (w)λ−1
w′ λ(w′)φ. So if s ∈ (X∗n)d is arbitrary, then we have

(eh, ws)λMh
= (ws)λ−1

w′ λ(w′)φ = (w)λ−1
w′ λ(w′)φs

and thus (w, s)λTh = s. It follows that if v, w ∈ (X∗n)d are arbitrary with

min
({
|(v)πi|

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})
≥ k, min

({
|(w)πi|

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})
≥ k,

then (v)qThQ = (w)qThQ and moreover this state is an identity state. Thus Mh is a synchronizing of

length at most k and the core of Mh consists of a single identity state.

(⇐) : Let h ∈ Aut(Cdn) be such that Mh has an identity core. We show that h ∈ dVn. Let k be

the synchronizing length of Mh and let I be the core state of Mh. Define F1 := (Xk
n)d and note that

F1 is a complete prefix code for Cdn. Define φ : F1 → (X∗n)d by (w)φ = (eh, w)λMh
. If x ∈ Cdn and

w ∈ (Xk
n)d are arbitrary then

(wx)h = (wx)fMh,eh = (eh, w)λT (x)fMh,I = (w)φx = (wx)λ−1
w λ(w)φ.

Let F2 := img(φ). As h is a homeomorphism, it follows from the equality (wx)h = (wx)λ−1
w λ(w)φ that

F2 is a complete prefix code and φ is a bijection between F1 and F2. Thus h = fφ ∈ dVn. �

Definition 12.5 (Defining transducers with diagrams, Assumed Knowledge: 10.1, 11.7).

As we see in the Example 12.6, it is useful to think about transducers as diagrams consisting of

collections of dots (representing states) with arrows between them (representing the transition and

output functions). If T is a transducer and X is a generating set for DT , then we can do this by

having an arrow originating from each state for each element of X. We give each arrow from a state

q to a state p a label of the form x/s where x ∈ X and s ∈ RT . The meaning of this being that

(q, x)πT = p and (q, x)λT = s.

As X generates DT , the conditions in the definition of a transducer determine the rest of the maps

πT and λT . If an element of DT can be expressed as a product of elements of X in multiple ways

then this may result in πT or λT not being well-defined by a particular diagram, so not all diagrams

of this type give well-defined transducers.
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Start

Core

...
. . .

. . .

. . .

(1, ε)/(ε, 1)

(0, ε)/(ε, 0)

(ε, 1)/(ε, ε)

(ε, 0)/(ε, ε)

(1, ε)/(ε, 11)

(0, ε)/(ε, 01)

(ε, 1)/(ε, ε)

(ε, 0)/(ε, ε)

(1, ε)/(1, ε)

(0, ε)/(0, ε)

(ε, 1)/(ε, 1)
(ε, 0)/(ε, 0)

(1, ε)/(ε, 10)

(0, ε)/(ε, 00)

(ε, 1)/(ε, ε)
(ε, 0)/(ε, ε)

Figure 1. Part of a minimal transducer with (X∗2 )2 as domain and range. This

represents the baker’s map in 2V (this transducer is infinite and every state has an

edge with the core as its target).

We will be particularly interested in (d, n)-transducers using the generating set{
xd,i

∣∣∣ x ∈ Xn, i ∈ {0, 1, . . . , d− 1}
}

(recall Definition 10.1). In the case that n = 1 this is particularly easy as each element of X∗n can be

expressed as a product of generators in a unique fashion, thus all diagrams define valid transducers

(as was the case in GNS).

Example 12.6 (Baker’s map, Assumed Knowledge: 10.2, 11.19, 12.3, 12.4, 12.5).

Unlike for Vn, the minimal transducers for elements of dVn can sometimes be infinite. For example if

we define F1 := {(0, ε), (1, ε)}, F2 := {(ε, 0), (ε, 1)} and φ : F1 → F2 by

(0, ε)φ = (ε, 0), (1, ε)φ = (ε, 1).

Then the map b := fφ ∈ 2V (called the baker’s map) has the property that Mb has infinitely many

states.

This can be seen by observing that if w ∈ (X∗2 )2 and (w)π0 = ε, then (w, (0, ε))λT = (0, w). Thus if

v, w ∈ (X∗2 )2 are distinct then (eb, v)πMb
6= (eb, v)πMb

. In Figure 1, we see a diagram of the transducer

Mb.
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Definition 12.7 (Synchronizing homeomorphisms, Assumed Knowledge: 11.19, 12.1).

We say an element h ∈ Aut(Cdn) is synchronizing if Mh is synchronizing. We define dSn,1 to be the set

of synchronizing elements of Aut(Cdn).

The subscript 1 in the above definition is due the the overlap between these sets of homeomorphisms

and the homeomorphism groups Sn,r from [3] (Sn,1 = 1Sn,1). Later we will use the notations dBn,1
and dOn,1 for the same reason.

We will need to be able to compute the minimal transducer representative (see Theorem 11.19) of

a product of homeomorphisms from the minimal transducers representing the individual homeomor-

phisms. For this we will need to be able to convert a transducer defining a homeomorphism into one

with complete response.

A means of doing this is provided by GNS (see Proposition 2.16 of [15]), we now show that a similar

construction applies to our context.

Definition 12.8 (Removing incomplete response, Assumed Knowledge: 11.18, 11.19, 12.9).

Suppose that T is a (d, n)-transducer and for all q ∈ QT the function fT,q is a homeomorphism from

Cdn to a clopen subset of Cdn. We define

CR(T ) := (QT , DT , RT ,πT ,λCS(T )).

The map λCR(T ) : QT ×DT → RT is defined by

(q, s)λCR(T )πi = (b)λ−1
a ,

where b is the longest common prefix of the elements of (sCdn)fT,qπi and a is the longest common prefix

of the elements of (Cdn)fT,qπi. We show in Lemma 12.9 that CR(T ) is a well-defined (d, n)-transducer.

Lemma 12.9 (Removing incomplete response works, Assumed Knowledge: 11.18, 11.19, 12.8).

Suppose that T is a (d, n)-transducer and for all q ∈ QT the function fT,q is a homeomorphism from

Cdn to a clopen subset of Cdn. The object CR(T ) defined in Definition 12.8 is a (d, n)-transducer with

complete response (see Theorem 11.19).

Moreover CR(T ) is non-degenerate and if q ∈ QT = QCR(T ) and p is the largest common prefix of

the elements of (Cdn)fT,q, then fCR(T ),q = fT,qλ
−1
p .

Proof. We first show that CR(T ) is a (d, n)-transducer. We need to show that the image of λCR(T ) is

contained in RT . For each p ∈ QT , the map fT,q maps open sets to open sets, so if i ∈ {0, 1, . . . , d− 1}
then (sCdn)fT,qπi is an open subset of Cn. Thus |(sCdn)fT,qπi| 6= 1 and so the longest common prefix of

the words in (sCdn)fT,qπi is finite.

Let p ∈ QCR(T ) and s, t ∈ DCR(T ) be arbitrary. As T is a transducer, the map πT = πCR(T ) is an

action. We need to show that

(p, st)λCR(T ) = (p, s)λCR(T )((p, s)πCR(T ), t)λCR(T ).

We have by assumption that (p, st)λT = (p, s)λT ((p, s)πT , t)λT , and thus if x ∈ Cdn then

(sx)fT,p = (p, s)λCR(T )(x)fT,(p,s)πT

so if i ∈ {0, 1, . . . , d − 1}, then a is a prefix of all the words in the set (Cdn)fT,pπi if and only if

(p, s)λCR(T )πia is a common prefix of all the words in the set (sCdn)fT,pπi. The required condition on

λCR(T ) follows.
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We next show that CR(T ) has complete response. Let p ∈ QCR(T ) and suppose that w ∈ (X∗n)d is

such that (Cdn)fCR(T ),q ⊆ wCdn. Let i ∈ {0, 1, . . . , d− 1} be arbitrary and let a be the longest common

prefix of all the words in the set ((Cdn)fT,p)πi. By the definition of λCS(T ), a((w)πi) is also a common

prefix of all the words in the set ((Cdn)fT,p)πi. Hence a ≤ a((w)πi) ≤ a and ((w)πi) = ε. As i was

arbitrary it follows that w = εd as required.

Now let q ∈ QT be arbitrary. By assumption, the set (Cdn)fT,q is open, so for each i ∈ {0, 1, . . . , d−1},
the set (Cdn)fT,qπi is open. Thus the element p ∈ (X∗n)d with each (p)πi the longest common prefix

of the words in the set (Cdn)fT,qπi is the maximum element of (X∗n)d smaller than all the elements of

(Cdn)fT,q.

For all w ∈ Cdn and w′ ∈ (X∗n)d with w′ ≤ w, we have that p(q, w′)λCR(T ) is the largest element of

(X∗n)d which is smaller than all the elements of (w′Cdn)fT,q. In particular p(q, w′)λCR(T ) ≤ (w)fT,q.

As h is continuous, it follows that if m ∈ N, then there is k ∈ N such that for all w′ ∈ (Xk
n)d, there

is v ∈ (Xm
n )d with (w′Cdn)fT,q ⊆ vCdn. Thus p(w)fCR(T ),q ∈ Cdn. As p(w)fCR(T ),q is also comparable

with (w)fT,q, it follows that (w)fT,q = p(w)fCR(T ),q. As w ∈ Cdn was arbitrary, the result follows. �

Lemma 12.10 (Cores from cores, Assumed Knowledge: 11.12, 11.11, 12.1, 12.2).

If A,B are synchronizing, non-degenerate (d, n)-transducers then so is their composite AB. Moreover

Core(AB) is a subtransducer of the composite transducer Core(A) Core(B).

Proof. Let kA, kB be the synchronizing lengths of A and B respectively. By Remark 12.2, we have

Core(A) is finite. Moreover by Lemma 11.11, for each q ∈ Core(A), there is kq ∈ N such that if

w ∈ (X∗n)d, min
({

(w)πi

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})
≥ kq and i ∈ {0, 1, . . . , d− 1} then |(q, w)λA| ≥ kB .

Let (p0, p1) ∈ QAB and w ∈ DAB = (X∗n)d be arbitrary such that

min
({

(w)πi

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})
≥ kA + max

({
kq

∣∣∣ q ∈ Core(A)
})

.

It suffices to show that ((p0, p1), w)πAB is an element of Core(A) Core(B) which does not depend on

(p0, p1). Let w = w0w1 where w0 ∈ (XkA
n )d. Then

((p0, p1), w)πAB = ((p0, w)πA, (p1, (p0, w)λA)πB)

= ((w)sA, (p1, (p0, w)λA)πB)

= ((w)sA, (p1, (p0, w0)λA((p0, w0)πA, w1)λA)πB)

= ((w)sA, ((p1, (p0, w0)λA)πB , ((p0, w0)πA, w1)λA)πB)

= ((w)sA, ((p1, (p0, w0)λA)πB , ((w0)sA, w1)λA)πB)

= ((w)sA, (((w0)sA, w1)λA)sB).

Note that p0 and p1 are not mentioned in the final expression above. Moreover this is a state of the

composite of Core(A) and Core(B). �

Corollary 12.11 (Synchronizing monoid, Assumed Knowledge: 4.5, 11.18, 11.19, 12.7, 12.9, 12.10).

If d ∈ N\{0} and n ∈ N\{0, 1}, then dSn,1 is a monoid (under composition of functions).

Proof. First note that from Definition 12.3, we know that idCdn
∈ dSn,1. Let f, g ∈ dSn,1 be arbitrary.

It suffices to show that fg ∈ dSn,1. By Lemmas 11.13 and 11.18, we have that fMfMg,(ef ,eg) = fg.
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Moreover by Lemma 12.10, the transducer MfMg is synchonizing. Let M ′ be the subtransducer of

MfMg with state set ((ef , eg), (X
∗
n)d)πMfMg

.

By Lemmas 11.13 and 11.18, for all q ∈ QM ′ the function fM ′,q is a homeomorphism from Cdn

to an open subset of Cdn. Thus by Lemma 12.9, CR(M ′) is a well-defined non-degenerate (d, n)-

transducer with complete response such that fCR(M ′),(ef ,eg) = fM ′,(ef ,eg) = fg. Moreover as MfMg

was synchonizing, so is M ′ and hence so is CR(M ′).

We know that the transducer MCR(M ′) is synchonizing, and satisfies all of the conditions required

by Theorem 11.19. Thus Mfg is strongly isomorphic to the synchonizing transducer MCR(M ′), so Mfg

is also synchonizing and fg ∈ dSn,1 as required. �

Definition 12.12 (Core monoid, Assumed Knowledge: 1.10, 4.5, 11.3, 12.11, 12.13).

For d ∈ N\{0} and n ∈ N\{0, 1}, we define d̃On,1 :=
{

Core(Mf )
∣∣∣ f ∈ dSn,1} / ∼=S (recall Defini-

tions 1.10 and 11.3) and we define a binary operation on d̃On,1 by

[Core(Mf )]∼=S [Core(Mg)]∼=S = [Core(Mfg)]∼=S .

We show in Lemma 12.13 that the above operation is well defined and makes d̃On,1 into a monoid.

Lemma 12.13 (Core monoids work, Assumed Knowledge: 12.10, 12.11, 12.12).

The object d̃On,1 defined in Definition 12.12 is a well-defined monoid, the map γd,n : dSn,1 → d̃On,1
defined by (h)γd,n = [Core(Mh)]∼=S is a quotient map, and for all f, g ∈ dSn,1 we have

Core(Mfg) ∼=S MCR(Core(Core(Mf ) Core(Mg))).

Proof. If d̃On,1 is well defined, then the map γd,n is a surjective homomorphism by definition. By

Lemma 12.11, the set dSn,1 is a monoid. Thus d̃On,1 is a monoid if and only if the product operation

is well-defined.

In the proof of Lemma 12.11, it is shown that if f, g ∈ dSn,1, then the Mfg is strongly isomorphic to

the transducer MCR(M ′) where M ′ is the subtransducer ((ef , eg), (X
∗
n)d)πMfMg

of MfMg. It follows

that

Core(Mfg) ∼=S Core(MCR(M ′)) ∼=S MCore(CR(M ′)) = MCR(Core(M ′)).

As the core of a transducer T is contained in every subtransducer of T with the same domain and

range, it follows that Core(Mfg) ∼=S MCR(Core(M ′)) = MCR(Core(MfMg)). Thus by Lemma 12.10, we

have

Core(Mfg) ∼=S MCR(Core(Core(Mf ) Core(Mg))).

Thus the strong isomorphism type of Core(Mfg) is uniquely determined by the isomorphism types of

Core(Mf ) and Core(Mg), and the operation is well-defined as required. �

Definition 12.14 (dBn,1 and dOn, Assumed Knowledge: 4.9, 12.12, 12.13).

For d ∈ N\{0} and n ∈ N\{0, 1}, we define dBn,1 to be the group of units of dSn,1, and dOn,1 :=

(dBn,1)γd,n.

The groups dBn,1 and dOn,1 are the main purpose of this section, as we will show in Theorem 12.18

these will be respectively the automorphism and outer-automorphism groups of dVn.

Lemma 12.15 (dVn is normal, Assumed Knowledge: 5.6, 12.4, 12.13, 12.14).

If d ∈ N\{0} and n ∈ N\{0, 1}, then dVn E dBn,1 and dBn,1/dVn ∼= dOn,1.
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Proof. As idCdn
is the identity of dBn,1, (idCdn

)γd,n is the identity of dOn,1. Thus if f ∈ dBn,1, then

(f)γd,n is the identity if and only if the core of f is an identity transducer. Thus by Proposition 12.4,

(f)γd,n is the identity if and only if f ∈ dVn. It follows that dVn is a normal subgroup of dBn,1.

Moreover the map hdVn → (h)γd,n is a well-defined isomorphism between dBn,1/dVn and dOn,1. �

Lemma 12.16 (Local synchronization for the normalizer, Assumed Knowledge: 5.6, 11.11, 11.13,

11.18, 11.19, 12.4).

Let d ∈ N\{0}, n ∈ N\{0, 1}, h ∈ NAut(Cdn)(dVn) and s, t ∈ (X∗n)d\{εd}. There exists Kh,s,t ∈ N such

that for all a ∈ (X∗n)d with min
({
|(a)πi|

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})
≥ Kh,s,t, we have (eh, sa)πMh

=

(eh, ta)πMh
.

Proof. For all x ∈ (X∗n)d, let qx := (eh, x)πMh
. As s, t are non-trivial, we can find complete prefix

codes Fs, Ft for Cdn, such that s ∈ Fs, t ∈ Ft and |Fs| = |Ft|. Let φ : Fs → Ft be a bijection such that

(s)φ = t, and let f := fφ (Definition 10.2).

As h ∈ NAut(Cdn)(dVn), we have that hdVn = dVnh. In particular fh ∈ hdVn. Let g ∈ nV such that

fh = hg. Thus by Lemmas 11.13 and 11.18, we have

fMfMh,(ef ,eh) = fh = hg = fMhMg,(eh,eg).

By Proposition 12.4, each of Mf ,Mg has a single identity state as its core. Let If , Ig be the core states

of Mf and Mg respectively. Note that

((ef , eh), s)πMfMh
= (If , qt), ((eh, eg), s)πMhMg = (qs, (eg, (qh, s)λMh

)πMg ).

By Lemma 11.11 applied to the state qs of Mh, let K ∈ N be such that for all w ∈ (X∗n)d with

min
({
|(w)πi|

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})
≥ K,

we have min
({
|(qs, w)λMh

πi|
∣∣∣ i ∈ {0, 1, . . . , d− 1}

})
is at least the synchronizing length of Mg.

Let a ∈ (X∗n)d be arbitrary such that min
({
|(a)πi|

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})
≥ K. It suffices to

show that qta = qsa. From the choice of K, we obtain

((ef , eh), sa)πMfMh
= (If , qta), ((eh, eg), sa)πMhMg = (qsa, Ig).

Thus, for all v ∈ (XN
n )d we have

((ef , eh), sa)λMfMh
(v)fMh,qta = ((ef , eh), sa)λMfMh

(v)fMfMh,(If ,qta)

= (sav)fh

= (sav)hg

= ((eh, eg), sa)λMhMg
(v)fMhMg,(qsa,Ig)

= ((eh, eg), sa)λMhMg
(v)fMh,qsa .

From the above equation we have for all i ∈ {0, 1, . . . , d− 1}, that the words ((ef , eh), sa)λMfMh
πi

and ((eh, eg), sa)λMhMgπi are comparable.
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If there was i ∈ {0, 1, . . . , d− 1} such that ((ef , eh), sa)λMfMh
πi 6= ((eh, eg), sa)λMhMg

πi, it would

follow that either the map fMh,qta or fMh,qsa has its image contained in a proper cone. By The-

orem 11.19, the transducer Mh has complete response, so this cannot occur and we must have

((ef , eh), sa)λMfMh
= ((eh, eg), sa)λMhMg

.

From the equality

((ef , eh), sa)λMfMh
(v)fMh,qta = ((eh, eg), sa)λMhMg

(v)fMh,qsa

it follows that fMh,qta = fMh,qsa . Thus, as Mh has complete response, we have qta ∼Mh
qsa. Finally,

as Mh is minimal, it follows that qta = qsa as required. �

Lemma 12.17 (Synchronizing normalizer, Assumed Knowledge: 12.14, 12.16).

For d ∈ N\{0} and n ∈ N\{0, 1}, the group NAut(Cdn)(dVn) is contained in dBn,1.

Proof. Let h ∈ NAut(Cdn)(dVn) be arbitrary. We show that h ∈ dSn, as h is arbitrary we then also

conclude that h−1 ∈ dSn and so h must be a unit of dSn.

Thus we need only show that Mh is a synchronizing transducer. We define

K := max
({
Kh,xd,i,yd,jzd,k

∣∣∣ x, y, z ∈ Xn, i, j, k ∈ {0, 1, . . . , d− 1}
})

+ 1

where xd,i, yd,j , zd,k are as in Definition 10.1, and Kh,xd,i,yd,jzd,k is as in Lemma 12.16. Let w ∈ (X∗n)d

be arbitrary, such that

min
({
|(w)πi|

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})
≥ K.

It suffices to show for all q ∈ QMh
, we have (q, w)πMh

= (eh, w)πMh
. Let q ∈ QMh

be arbitrary and

let v ∈ (X∗n)d be such that (eh, v)πMh
= q. Let w = w0w

′, and v = v0v1 . . . vl where

v0, v1, . . . , vl, w0 ∈
{
xd,i

∣∣∣ x ∈ Xn, i ∈ {0, 1, . . . , d− 1}
}
.

By the choice of w, we obtain:

(q, w)πMh
= (eh, vw)πMh

= (eh, v0v1v2 . . . vlw0w
′)πMh

= (eh, (v0v1)(v2 . . . vlw0w
′))πMh

= (eh, (v1)(v2 . . . vlw0w
′))πMh

= (eh, (v1v2)(v3 . . . vlw0w
′))πMh

= (eh, (v2)(v3 . . . vlw0w
′))πMh

...

= (eh, (vlw0)w′)πMh
= (eh, w0w

′)πMh
= (eh, w)πMh

as required. �

We can now tie everything together and use Rubin’s Theorem to connect our groups to the auto-

morphism groups of dVn.

Theorem 12.18 (Automorphisms characterised, Assumed Knowledge: 12.15, 12.17).

Let d ∈ N\{0} and n ∈ N\{0, 1}. The groups NAut(Cdn)(dVn) and dBn,1 are equal, countably infinite

and isomorphic to Aut(dVn). Moreover Out(dVn) ∼= dOn,1.

Proof. We show the continents

NAut(Cdn)(dVn) ⊆ dBn,1 ⊆ NAut(Cdn)(dVn)

in Lemmas 12.17 and 12.15 respectively. Thus NAut(Cdn)(dVn) = dBn,1.
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As there is a countably infinite number of complete prefix codes for Cdn, the group dVn is countably

infinite. By Theorem 12.15, we have

|dBn,1| = |dVn||dBn,1/dVn| = |dVn||dOn,1|.

An element of dOn,1 is a strong isomorphism class of core transducers all of which are finite. Moreover

the monoid (X∗n)d is finitely generated and by the definition of a transducer, the output and transition

maps are determined by their actions on the generators of (X∗n)d. Hence for each k ∈ N there are

only finitely many (d, n)-transducer with k states up to strong isomorphism. Thus the group dOn,1 is

countable and so

|dBn,1| = |dVn||dOn,1| = |N||dOn,1| = |N|.

By Rubin’s Theorem (Corollary 5.50) and Lemma 12.15, it suffices to show that the standard action

a : Cdn × dVn → Cdn given by (p, f)a = (p)f is locally moving (Definition 5.41).

Let x ∈ Cdn be arbitrary and let wCdn be a basic open neighbourhood of x. Let ux, v ∈ (X∗n)d be

arbitrary such that w < v and w < ux < x. It suffices to show that (x)(dVn)wCdn,a
∩ vCdn 6= ∅.

Let S ⊆ (X∗n)d be such that
{
sCdn

∣∣∣ s ∈ S} is a partition of Cdn\wCdn into clopen sets. Also choose

Fux , Fv ⊆ (X∗n)d to be such that |Fux | = |Fv|, ux ∈ Fux , v ∈ Fv and
{
sCdn

∣∣∣ s ∈ Fux} , {sCdn ∣∣∣ s ∈ Fv} ,
are both partitions of wCdn into clopen sets. Let φ′ : Fux → Fv be any bijection with (ux)φ′ = v,

and let φ := φ′ ∪
{

(s, s)
∣∣∣ s ∈ S}. It follows that the map fφ is an element of (dVn)wCdn,a

and satisfies

(x)fφ ∈ vCdn as required. �

13. Rationality

In GNS [15], the notion of a rational homomorphism is introduced (GNS also proves Proposi-

tion 13.2).

Definition 13.1 (Rational transformations, Assumed Knowledge: 2.2, 5.1, 11.7, 11.8, 11.13).

If say that f : Cn → Cm is rational if f = fT,q for some (1, n, 1,m)-transducer T with finitely many

states and some q ∈ QT . By Lemma 11.13 it follows that the set of objects{
Cn

∣∣∣ n ∈ N\{0, 1}
}

together with the set of morphisms{
f : Cn → Cm

∣∣∣ f is rational and n,m ∈ N\{0, 1}
}

form a small category. We call this the category of rational transformations and denote it by R. We

denote the endomorphism monoid and automorphism group of Cn in this category by R̃n and Rn
respectively.

Proposition 13.2 (cf [15], Rational isomorphisms, Assumed Knowledge: 12.5, 13.1).

For all n,m ∈ N\{0, 1}, the objects Cn,Cm are isomorphic in the category R, thus

R̃n ∼= R̃m, and Rn ∼= Rm.

Proof. Let n ∈ N\{0, 1, 2} be arbitrary. We give a rational isomorphism from C2 → Cn. We define

F1 := {1, 01, 001, . . . , 0n−11}, F2 := Xn and φ : F1 → F2 by ((0)i1)φ = i for all i ∈ {0, 1, . . . , n − 1}.
We then define fφ : Cn → Cn and fφ−1 : Cn → C2 as in Figure 2 (recall Definition 12.5).
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q0 q0

. . .

. . .1/0
0/ε 0/ε

1/1

1/2

1/(n− 1)

(n− 1)/0n−11

(n− 2)/0n−211/01

0/1

Figure 2. We define fφ := fT,q0 where T is the left transducer, and fφ−1 := fT,q0

where T is the right transducer

Note that

(wx)fφ = (w)φ(x)fφ, and (vy)fφ−1 = (v)φ−1(y)fφ−1

where w ∈ F1, v ∈ F2, x ∈ C2, y ∈ Cn are arbitrary. In particular we have that fφ, fφ−1 are inverses of

each other. As these maps are rational, the result follows. �

If k, n ∈ N, then there are only finitely many words over the alphabet Xn with length at most k.

Thus from Remark 12.2, it follows that 1Bn,1 ≤ Rn. However if d ≥ 2, then there are infinitely many

elements w of (X∗n)d with

min
({
|(w)πi|

∣∣∣ i ∈ {0, 1, . . . , d− 1}
})

< k.

Thus this reasoning does not follow in the case of dBn,1. In Figure 1 we see that the bakers map cannot

be defined by a finite (2, 2)-transducer.

In [2] Theorem 5.2, it is shown that 2V can be embedded in the rational group. They embed 2V

by conjugating it by the map f defined the transducer in Figure 5. As B2,1 ≤ R2 and f2V f−1 ≤ R4,

one might expect that f2B2,1f
−1 ≤ R4. We show in Proposition 13.4 that this is not the case.

Example 13.3 (0↔ 00 transducer, Assumed Knowledge: 11.7, 11.8, 12.1, 12.5).

Suppose T is the left (1, 2)-transducer from Figure 3 (recall Definition 12.5). The transducer T is

synchronizing with Core(T ) = T . Moreover if n0 ∈ N, n1, . . . ,m0,m1, . . . ∈ (N\{0}) ∪ {∞} and

s : N ∪ {∞} → N ∪ {∞} is the permutation with (1)s = 2, (2)s = 1, (n)s = n for n 6∈ {1, 2}, then

(0n01m00n1 . . .)fT,q0 = 0(n0)s1m00(n1)s . . . .

In particular fT,q0 is a homeomorphism.

Proof. By the definition of T , it follows that for all q ∈ QT we have

(q, 000)πT = b, (q, 100)πT = c, (q, 10)πT = a , (q, 1)πT = q0

In particular if T is synchronizing at level 3. By definition we have

(0n01m00n1 . . .)fT,q0 = (q0, 0
n01m0)λT (0n11m10n2 . . .)fT,(q0,0n01m0 )πT .

Moreover, as m0 ≥ 1 and (q, 1)πT = q0 for all q ∈ QT , we have (q0, 0
n01m0)πT = q0. Thus

(0n01m00n1 . . .)fT,q0 = (q0, 0
n01m0)λT (0n11m10n2 . . .)fT,q0 .
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q0 a

cb

q0

1/1

0/0

1/01

0/ε
1/1

0/00

1/1

0/0

1/1

0/0

Figure 3. Two transducers with domain and range X∗2

By repeatedly applying the above equality, it suffices to show that (q0, 0
n01m0)λT = 0(n0)s1m0 . If

n ∈ N is arbitrary, then by definition

(q0, 0
11m0)λT = (0)(01)(1)m0−1 = 021m0 ,

(q0, 0
21m0)λT = (0)()(1)(1)m0−1 = 011m0 ,

(q0, 0
3+n1m0)λT = (0)()(00)(0)n(1)(1)m0−1 = 03+n1m0 ,

as required. �

Proposition 13.4 (Rationality problems in higher dimensions, Assumed Knowledge: 12.5, 12.4,

11.13, 11.17, 4.28, 13.3, 11.19).

Let f : C4 → C2
2 be the homeomorphism defined by the transducer in Figure 5 (recall Definition 12.5).

This transducer has finitely many states but f−1 cannot be defined by a (2, 2, 1, 2)-transducer with

finitely many states. Moreover we have

f2V f−1 ⊆ R4 but f2B2,1f
−1 6⊆ R4.

Proof. Let T be the transducer in Figure 5. Note that if w ∈ (X∗2 )2, then w ∈ (QT ×DT )λT if and

only if |(w)π0| = |(w)π1|. Let D be the (2, 2, 1, 4)-transducer defined by

(1) QD := (X∗2 × {ε}) ∪ ({ε} ×X∗2 ).

(2) (q, s)πT = p, where p ∈ QD is such that there is b ∈ (X∗2 )2 with |(b)π0| = |(b)π1| such that

qs = bp.

(3) (q, s)λT = w, where w ∈ X∗4 is such that there is p ∈ QD is with qs = (q0, w)λT p.

Note that D is well-defined. Moreover for all p ∈ QD and x ∈ C2
2 we have (x)fD,p = (px)f−1. In

particular fD,ε2 = f−1.



120 ON CONSTRUCTING TOPOLOGY FROM ALGEBRA

q0

(1, ε)/(1, ε)

(0, ε)/(0, ε)(ε, 1)/(ε, 1)

(ε, 0)/(ε, 0)

(1, ε)/(01, ε)

(0, ε)/(ε, ε)

(ε, 1)/(ε, 1)

(ε, 0)/(ε, 0)

(1, ε)/(1, ε)

(0, ε)/(00, ε)

(ε, 1)/(ε, 1)

(ε, 0)/(ε, 0)

(1, ε)/(1, ε)

(0, ε)/(0, ε) (ε, 1)/(ε, 1)

(ε, 0)/(ε, 0)

Figure 4. The transducer obtained by taking the categorical product of the trans-

ducers in Figure 3

q0

3/(1, 1)

2/(1, 0)1/(0, 1)

0/(0, 0)

Figure 5. A single state (1, 4, 2, 2)-transducer defining a homeomorphism from C4

to C2
2 (analogous to those in Figure 2)

We now show that f2V f−1 ⊆ R4. Let g ∈ 2V be arbitrary. By Theorem 12.4, the transducer Mg

is synchonizing and has a single identity state as its core. Let k be the synchonizing length of Mg.

Thus by Lemma 11.13, we have

fgf−1 = fTMgD,(q0,eg,ε2).

We define P := TMgD and e := (q0, eg, ε2). As D has infinitely many states, so does P . However if

w ∈ X∗4 is arbitrary with |w| ≥ k, then

||((q0, eg), w)λTMg
π0| − |((q0, eg), w)λTMg

π1||

is equal to

||((q0, eg), w �k)λTMg
π0| − |((q0, eg), w �k)λTMg

π1||.

Thus the subtransducer S := (e,X∗4 )πP of P has finitely many states and satisfies fS,e = fgf−1, so

fgf−1 is rational as required.

We next show that f2B2,1f
−1 6⊆ R2. Let b := fB,q0 , where B is the transducer from Figure 4. By

Example 13.3, we know that b ∈ 2B2,1. We show that fbf−1 /∈ R4.
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By definition, for all n ∈ 3N we have

(q0, (02)n)λT = ((01)n, (00)n)

(q0, ((01)n, (00)n))λB = ((001)n, (00)n) = ((001)n, (000)2n/3)

(ε2, ((001)n, (000)2n/3))λD = (ε2, ((001)2n/3, (000)2n/3))λD = (002)2n/3.

Thus ((q0, q0, ε2), (02)n)λTBD = (002)2n/3. Moreover we have

((02)nC4)fbf−1 = (((001)n, (000)2n/3)C2
2)f−1 = (002)2n/3(((001)n/3, ε)C2

2)f−1.

For all n ∈ 3N, let pn := ((q0, q0, ε2), (02)n)πTBD. From the above equalities it follows that

(C4)fTBD,pn = (((001)n/3, ε)C2
2)f−1.

In particular, for n 6= m we have fTBD,pn 6= fTBD,pm and TBD has complete response from these

states. Consider the subtransducer S := ((q0, q0, ε2), X∗4 )πTBD of TBD.

By Theorem 11.19, it follows that if S′ is any (1, 4)-transducer such that there is q ∈ QS′ with

(q,X∗4 )πS′ = QS′ and fS′,q = fbf−1, then Mfbf−1
∼=S MCR(S′). Thus from the above observations, it

follows that S′ must be infinite and so fbf−1 is not rational.

It remains to show that f−1 cannot be defined by a transducer with finitely many states. Suppose for

a contradiction that D′ is a finite state transducer defining f−1. It follows that TBD′ is a transducer

with finitely many states with a state defining fbf−1. As fbf−1 is not rational, this is a contradiction.

�

14. A closer look at the groups dOn,1

In this section we investigate the core transducers used to describe the outer-automorphisms of dVn

in the previous section. We show that an element of dOn,1 can be “decomposed” into d elements of

1On,1 and use this to show that Out(dV ) is a wreath product (Theorem 14.19).

Definition 14.1 (Semidirect products, Assumed Knowledge: 5.2).

If G,H are groups and a : G×H → G is an action of H on G, then we define the semidirect product

Goa H to be the group with the underlying set G×H and operations:

(1) If (g0, h0), (g1, h1) ∈ Goa H, then

(g0, h0)(g1, h1) = (g0(g1, h
−1
0 )a, h0h1),

(2) If (g, h) ∈ Goa H, then

(g, h)−1 = ((g−1, h)a, h−1).

It is routine to verify that this defines a group.

Definition 14.2 (Wreath products, Assumed Knowledge: 14.1).

If G,H are groups, and a : X × H → X is an action of H on a set X, then we define the wreath

product G oa H to be the group GX oa′ H where a′ : GX ×H → GX is defined by

((gx)x∈X , h)a′ = (g(x,h)a)x∈X .

We start by identifying an action of the semigroup d̃On,1 on the set {0, 1, . . . , d− 1}.
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Definition 14.3 (Restricted coordinates, Assumed Knowledge: 10.1).

For d ∈ N\{0}, n ∈ N\{0, 1} and S ⊆ {0, 1, . . . , d− 1}, we define

Fd,n,S :=
{
w ∈ (X∗n)d

∣∣∣ (w)πi = ε for all i ∈ {0, 1, . . . , d− 1}\S
}
.

So Fd,n,S is the submonoid of (X∗n)d consisting of those elements only allowed to be non-trivial in the

S coordinates.

Lemma 14.4 (d̃On,1 acts on coordinates independently, Assumed Knowledge: 1.3, 1.6, 11.11, 11.18,

12.12, 14.3).

Let d ∈ N\{0} and n ∈ N\{0, 1}. If T = Core(Mf ) for some f ∈ dSn,1 then

ψT :=
{

(i, j) ∈ {0, 1, . . . , d− 1}2
∣∣∣ (QT × Fd,n,{i})λT ⊆ Fd,n,{j}

}
is a function with domain {0, 1, . . . , d− 1}.

Proof. It suffices to show for all i ∈ {0, 1, . . . , d − 1}, that the set ({i})ψT (recall Definition 1.6) is a

singleton. Let i ∈ {0, 1, . . . , d − 1} be arbitrary, we start by showing that ({i})ψT 6= ∅. Recall that

for all q ∈ QT , the map fT,q is necessarily injective (Lemma 11.18).

Suppose for a contradiction that there is i, α, β ∈ {0, 1, . . . , d−1} and (q0, l0), (q1, l1) ∈ QT×Fd,n,{i},
such that

α 6= β, |(q0, l0)λTπα| > 0, and |(q1, l1)λTπβ | > 0.

We may assume without loss of generality that α = 0 and β = 1.

Let p0 ∈ QT be fixed. The transducer T is non-degenerate (as it is a subtransducer of Mf )

so by Lemma 11.11, there is s ∈ (X∗n)d such that |(p0, s)λTπj | ≥ 1 for all j ∈ {0, 1, . . . , d − 1}.
For each j ∈ {0, 1, . . . , d − 1} define sj ∈ Fd,n,{j} such that s = s0s1s2 . . . sj . Moreover for each

j ∈ {1, 2, 3, . . . , d− 1}, define pj := (p0, s0s1 . . . sj−1)πT . As T is a transducer, it follows that

(p0, s)λT = (p0, s0s1s2 . . . sj)λT = (p0, s0)λT (p1, s1)λT . . . (pd−1, sd−1)λT .

Thus for all j ∈ {0, 1, 2, 3, . . . , d− 1}\{0, 1} we can choose some, qj ∈ QT , ij ∈ {0, 1, . . . , d− 1} and

lj ∈ Fd,n,{ij} such that |(qj , lj)λTπj | > 0. We also define both i0 and i1 to be i.

For all j ∈ {0, 1, . . . , d − 1}, we now have |(qj , lj)λTπj | > 0. Moreover i0 = i1, so we can fix some

b ∈ {0, 1, . . . , d− 1}\{i0, i1, . . . , id−1}. We will use this observation to contradict injectivity.

For each j ∈ {0, 1, . . . , d − 1}, choose some wj ∈ ({qj})s−1
T . Now if p ∈ QT is arbitrary, then

|(p, wj lj)λTπj | ≥ |(qj , lj)λTπj | ≥ 1. For each j ∈ {0, 1, . . . , d − 1}, define wj,b ∈ Fd,n,{b} and w′j ∈
Fd,n,{0,1,...,d−1}\{b} such that wj = wj,bw

′
j .

For each m ∈ N, we define

tm := w0,bw1,b . . . wd−1,b(w
′
0l0w

′
1l1 . . . w

′
d−1ld−1)m.

For each j ∈ {0, 1, . . . , n− 1}, the element wj,b ∈ Fd,n,{b} commutes with the product

w′0l0w
′
1l1 . . . w

′
d−1ld−1 ∈ Fd,n,{0,1,...,d−1}\{b}.

Thus for all m ∈ N and j ∈ {0, 1, . . . , d− 1}, we can find uj,m, vj,m ∈ (X∗n)d such that

tm = uj,mwj,b(w
′
0l0w

′
1l1 . . . w

′
d−1ld−1)mvj,m.
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Moreover, wj,b commutes with all elements of Fd,n,{0,1,...,d−1}\{b} and so if q ∈ QT , j ∈ {0, 1, . . . , d −
1},m ∈ N are arbitrary, then

|(q, tm)λTπj | = |(q, uj,mwj,b(w′0l0w′1l1 . . . w′d−1ld−1)mvj,m)λTπj |

≥ |((q, uj,mwj,b)πT , (w′0l0w′1l1 . . . w′d−1ld−1)m)λTπj |

≥ |((wj)sT , ljw′j+1lj+1 . . . w
′
d−1ld−1(w′0l0w

′
1l1 . . . w

′
d−1ld−1)m−1)λTπj |

≥ 1 + |((wj,bw′j lj . . . w′d−1ld−1)sT , (w
′
0l0w

′
1l1 . . . w

′
d−1ld−1)m−1)λTπj |

= 1 + |((w′j lj . . . w′d−1ld−1wj,b)sT , (w
′
0l0w

′
1l1 . . . w

′
d−1ld−1)m−1)λTπj |

≥ 2 + |((w′j lj . . . w′d−1ld−1wj,b)sT , (w
′
0l0w

′
1l1 . . . w

′
d−1ld−1)m−2)λTπj |

...

≥ m.

Thus all elements of (XN
n )d which have all of the elements of tm as prefixes have the same image

under fT,q (for any choice of q). This is a contradiction as there are infinitely many such elements and

fT,q is injective.

It remains to show that |({i})ψT | ≤ 1. Suppose for a contradiction that α, β ∈ ({i})ψT and α 6= β.

It follows that

(QT × Fd,n,{i})λT ⊆ Fd,n,{α} ∩ Fd,n,{β} = {εd}.

For each j ∈ {0, 1, . . . , d − 1}\{i}, by the first part of the proof, we can choose some j′ ∈ ({j})ψT .

Let b ∈ {0, 1, . . . , d − 1}\
{
j′
∣∣∣ j 6= i

}
. It follows that for all q ∈ QT and w ∈ (X∗n)d, we have

|(q, w)λTπb| = 0. This contradicts Lemma 11.11. �

Definition 14.5 (dOn coordinate map, Assumed Knowledge: 1.4, 14.4).

We define a map Ψ : dOn → {0, 1, . . . , d− 1}{0,1,...,d−1} by

([T ]∼=S )Ψ = ψT ,

where ψT is as in Lemma 14.4. Note that the property defining ψT is invariant under strong transducer

isomorphisms, so this is a well-defined map.

Theorem 14.6 (dOn,1 is semidirect, Assumed Knowledge: 2.3, 5.10, 11.19, 12.13, 14.4, 14.5, 14.1).

The map Ψ : dOn → {0, 1, . . . , d − 1}{0,1,...,d−1} (Definition 14.5) is a semigroup homomorphism.

Moreover, the group dOn,1 is isomorphic to dKn,1 oa Sym(d), where

dKn,1 :=
{
S ∈ dOn,1

∣∣∣ (S)Ψ = id{0,1,...,d−1}

}
,

a : dKn,1 × Sym(d)→ dKn,1 is defined by

([A]∼=S , g)a = [Core(Mg)]−1
∼=S [Core(Mf )]∼=S [Core(Mg)]∼=S

and g := 〈(π(i)g)i∈{0,1,...,d−1}〉Cdn (recall Definition 2.3).

Proof. If [A]∼=S , [B]∼=S ∈ dOn,1 are arbitrary, then by Lemma 12.13, we have

[A]∼=S [B]∼=S = [MCR(Core(AB))]∼=S .
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If i ∈ {0, 1, . . . , d−1} then (QA×Fd,n,{i})λA ⊆ Fd,n,{(i)ψA} and (QB×Fd,n,{(i)ψA})λB ⊆ Fd,n,{(i)ψAψB}.
Thus

(QAB × Fd,n,{i})λAB = (QB × (QA × Fd,n,{i})λA)λB ⊆ Fd,n,{(i)ψAψB}.

It follows that

(QCR(Core(AB)) × Fd,n,{i})λCR(Core(AB)) ⊆ Fd,n,{(i)ψAψB}
as well, and hence the map Ψ is a homomorphism. If T is an identity transducer (Definition 12.3),

then ψT is the identity map on {0, 1, . . . , d− 1}. Therefor, as dOn,1 is a group, we must have that Ψ

is a group homomorphism from dOn,1 to Sym(d). It follows that the set dKn,1 = ({id{0,1,...,d−1}})Ψ−1

is a group.

For each g ∈ Sym(d), let Tg be the (d, n)-transducer with state set {0} and λTg defined by

(0, w)λTg = ((w)π(0)g, (w)π(1)g, . . . , (w)π(d−1)g),

for all w ∈ (X∗n)d. For all g ∈ Sym(d), we have that fTg,0 = g. Thus by Lemma 11.19, we have

Core(Tg) = Tg ∼=S Mg = Core(Mg) for all g ∈ Sym(d). In particular we have that g ∈ dBn,1 for all

g ∈ Sym(d).

Define Ψ′ : Sym(d)→ dOn,1 by

(g)Ψ′ = [Core(Mg)]∼=S .

As each of the maps g → g and g→ [Core(Mg)]∼= are homomorphisms, the map Ψ′ is a homomorphism.

Moreover as Core(Mg) = Mg
∼=S Tg, it follows that Ψ′Ψ is the identity map on Sym(d).

We define maps φ : dKn,1 oa Sym(d)→ dOn and φ′ : dOn → dKn,1 oa Sym(d) by

(S, g)φ = S(g)Ψ′, and (S)φ′ = (S((S)ΨΨ′)−1, (S)Ψ).

Note that φ′ is well defined as for all S ∈ dOn, we have

(S((S)ΨΨ′)−1)Ψ = (S(((S)Ψ)−1)Ψ′)Ψ = (S)Ψ((S)Ψ)−1 = id{0,1,...,d−1}.

By construction, the maps φφ′ and φ′φ are both identity maps, thus φ is a bijection. It now suffices

to show that φ is a homomorphism. If (S0, g0), (S1, g1) ∈ dKn,1 oa Sym(d), then we have

(S0, g0)φ(S1, g1)φ = S0(g0)Ψ′S1(g1)Ψ′

= S0(g0)Ψ′S1((g0)Ψ′)−1(g0g1)Ψ′

= S0(S1, g
−1
0 )a(g0g1)Ψ′

= (S0(S1, g
−1
0 )a, g0g1)φ

= ((S0, g0)(S1, g1))φ.

Thus the result follows. �

We have that dOn,1 is a semidirect product of Sym(d) and the group dKn,1. We next work towards

decomposing the transducers in the group dKn,1 (see Lemma 14.10). We then use our description of

these transducers to embed dKn,1 into the group dPn,n−1 (Theorem 14.12).

The group dPn,n−1 is based on the group On,n−1 from [3]. It is shown that [3], that On,n−1 is a

group isomorphic to Out(Gn,n−1) (hence the name). The insistence that QT ⊆ N in the next definition

is arbitrary, and done only to avoid proper classes.
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Definition 14.7 (On,n−1, Assumed Knowledge: 1.10, 4.9, 11.10, 11.19, 12.1, 12.13, 14.8).

We say that a transducer T is an Õn,n−1 transducer if

(1) QT ⊆ N, and DT = RT = X∗n.

(2) T ∼=S MT .

(3) T has complete response.

(4) T is synchonizing and Core(T ) = T .

(5) For all q ∈ QT , the map fT,q is a homeomorphism from Cdn to an open subset of Cdn.

We also define Õn,n−1 to be the set
{
T
∣∣∣ T is an Õn,n−1 transducer

}
/ ∼=S , with multiplication given

by [A]∼=S [B]∼=S = [C]∼=S , where C is strongly isomorphic to MCR(Core(AB)) (we show in Lemma 14.8

that this operation is well-defined and makes Õn,n−1 a monoid). We then define On,n−1 to be the

group of units of Õn,n−1, and we say that an Õn,n−1 transducer T is invertible if [T ]∼=S ∈ On,n−1.

Lemma 14.8 (On,n−1 works as expected, Assumed Knowledge: 11.13, 11.9, 12.3, 12.9, 14.7).

The operation given in Definition 14.7, makes Õn,n−1 into a well-defined monoid. Moreover, if A,B

are synchronizing (1, n)-transducers with A ∼=S MCR(A), B ∼=S MCR(B) and there is a ∈ QA, b ∈ QB
such that fA,a = fB,b, then Core(A) ∼=S Core(B).

Proof. Let A,B be arbitrary Õn,n−1 transducers. For remainder of this proof (to avoid nested sub-

scripts) if T is a (1, n)-transducer, then we will denote MT by M(T ) instead.

We first need to show that M(CR(Core(AB))) is strongly isomorphic to an Õn,n−1 transducer.

All states of A and B define homeomorphisms from Cn to open subsets of Cn, thus it follows from

Lemma 11.13 that all the states of AB define homeomorphisms from Cn to open subsets of Cn. There-

fore by Remark 11.9 and Lemma 12.9, all states of M(CR(Core(AB))) also define homeomorphisms

from Cdn to open subsets of Cdn.

By construction M(CR(Core(AB))) is its own minimal transducer, has complete response, is its

own core, and has the required domain and range. Thus the operation of Õn,n−1 is well defined.

Claim: Suppose that S, T are arbitrary synchronizing (1, n)-transducers such that S ∼=S M(CR(S))

and T ∼=S M(CR(T )). If there are qs ∈ QS and qt ∈ QT such that fT,qt = fS,qs , then Core(T ) ∼=S

Core(S).

Proof of Claim: If q ∈ QT , then for all v, w ∈ X∗n, x ∈ Cn we have

(1) (q, w)λT is determined by the sets (Cn)fT,q and (wCn)fT,q. Thus (q, w)λT is determined by

fT,q.

(2) (wx)fT,q = (q, w)λT (x)fT,(q,w)πT and

(q, v)πT = (q, w)πT ⇐⇒ fT,(q,w)πT = fT,(q,v)πT ,

thus fT,q determines weather or not (q, v)πT = (q, w)πT .

(3) Core(T ) ⊆ (q,X∗n)πT .

Combining the above observations gives the result.♦
Identity transducers with the appropriate domain, range, and state sets (Definition 12.3) are Õn,n−1

transducers, so Õn,n−1 has an identity.
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It remains to show that our binary operation is associative. Let A,B,C be arbitrary Õn,n−1

transducers, we need to show that

M(CR(Core(M(CR(Core(AB)))C))) ∼=S M(CR(Core(AM(CR(Core(BC)))))).

By the same argument showing that multiplication in Õn,n−1 is well-defined, the transducer T :=

M(CR(Core(ABC))) is an Õn,n−1 transducer.

Note that the Core operator commutes with the M and CR operators, so T = Core(M(CR(ABC))).

Let (a, b, c) ∈ QABC be arbitrary. By Remark 11.9 and Lemma 12.9, there is some q ∈ QM(CR(ABC))

and p ∈ X∗n such that

fM(CR(ABC)),q = fA,afB,bfC,cλ
−1
p .

Let (a, b, c) ∈ QA×QB ×QC be arbitrary such that (a, b) ∈ Core(AB). Again by Remark 11.9 and

Lemma 12.9, there is q ∈ QM(CR(Core(AB))) and p ∈ X∗n such that

fM(CR(AB))C,(q,c) = fA,afB,bfC,cλ
−1
p ,

and hence there is q ∈ QM(CR(M(CR(Core(AB)))C)) and p ∈ X∗n such that

fM(CR(M(CR(AB))C)),q = fA,afB,bfC,cλ
−1
p .

By commuting the Core operator again we have

M(CR(Core(M(CR(Core(AB)))C))) = Core(M(CR(M(CR(Core(AB)))C))).

Thus, the transducers T and M(CR(Core(M(CR(Core(AB)))C))) are the cores of transducers which

have states defining a common map (as they have complete response, the choices of p above must

coincide). By the Claim, this implies that

T ∼=S M(CR(Core(M(CR(Core(AB)))C))).

By a symmetric argument, we also have

T ∼=S M(CR(Core(AM(CR(Core(BC)))))).

so the result follows. �

Definition 14.9 (dPn,n−1, Assumed Knowledge: 11.14, 14.7, 14.10).

We say that a transducer T is a ˜dPn,n−1 transducer if T =
∏
i∈{0,1,...,d−1} Ti where T0, T1, . . . , Td−1

are Õn,n−1 transducers. We also define ˜dPn,n−1 to be the set
{
T
∣∣∣ T is an ˜dPn,n−1 transducer

}
/ ∼=S ,

with multiplication given by [A]∼=S [B]∼=S = [C]∼=S , where C is strongly isomorphic to MCR(Core(AB))

(we show in Lemma 14.10 that this object is well defined).

Lemma 14.10 (Product decomposition, Assumed Knowledge: 1.10, 2.3, 11.5, 11.18, 14.6, 14.7, 14.9).

If [T ]∼=S ∈ dKn,1 then T is strongly isomorphic to a ˜dPn,n−1 transducer. Moreover if A,B are ˜dPn,n−1

transducers then T := MCR(Core(AB)) is strongly isomorphic to a ˜dPn,n−1 transducer and hence the

object ˜dPn,n−1 of Definition 14.9 is well-defined.

Proof. Let T be a transducer such that either [T ]∼=S ∈ dKn,1 or T = MCR(Core(AB)) for some ˜dPn,n−1

transducers A and B. For each i ∈ {0, 1, . . . , d− 1}, let

∼i:=
{

(p, q) ∈ Q2
T

∣∣∣ there is w ∈ Fd,n,{i} with (p, w)πT = q
}
.
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Claim 1: For all i ∈ {0, 1, . . . , d−1}, the binary relation ∼i is an equivalence relation on QT . Moreover

if p ∈ QT , then there is wp ∈ Fd,n,{i} such that for all q ∈ [p]∼i we have (q, wp)πT = p.

Proof of Claim:

(1) Reflexive: If q ∈ QT , then (q, εd)πT = q and εd ∈ Fd,n,{i}. Thus q ∼i q.
(2) Symmetric: Suppose that p, q ∈ QT are such that (p, q) ∈∼i. Let w ∈ ({p})s−1

T and v ∈ Fd,n,{i}
be such that (p, v)πT = q. Let w = wpw

′ where wp ∈ Fd,n,{i} and w′ ∈ Fd,n,{0,1,...,d−1}\{i}.

We have

(q, wp)πT = ((p, v)πT , wp)πT = ((p, w)πT , vwp)πT = (p, wvwp)πT

= (p, wpw
′vwp)πT = (p, wpvw

′wp)πT = (p, wpvw)πT

= ((p, wpv)πT , w)πT = (w)sT = p.

Thus q ∼i p.
(3) Transitive: Suppose that q0 ∼i q1 and q1 ∼i q2. Thus there are v0, v1 ∈ Fd,n,{i} with

(q0, v0)πT = q1 and (q1, v1)πT = q2. In particular

(q0, v0v1)πT = ((q0, v0)πT , v1)πT = (q1, v1)πT = q2.

So q0 ∼i q2.

. If we choose wp, as we did when showing ∼i is symmetric, then the second part of the claim follows

from the same sequence of equalities. ♦

If q ∈ QT , i ∈ {0, 1, . . . , d − 1}, and we restrict the domain, range, and state set of T to Fd,n,{i},

Fd,n,{i} and [q]∼i respectively, then we obtain a subtransducer of T (in the case that [T ]∼=S ∈ dKn,1
this is only true because ([T ]∼=S )Ψ is trivial).

We denote by Sq,i, the (1, n)-transducer isomorphic to this transducer obtained by replacing the

monoid Fd,n,{i} with X∗n in the natural fashion.

Claim 2: If q ∈ QT and w ∈ (X∗n)d, then

(q, w)λT = ((q, (w)π0)λSq,0 , (q, (w)π1)λSq,1 , . . . , (q, (w)πd−1)λSq,d−1
).

Proof of Claim: Let i ∈ {0, 1, . . . , d− 1} be arbitrary. We show that (q, w)λTπi = (q, (w)πi)λSq,i . Let

w = wiw
′, where wi ∈ Fd,n,{i} and w′ ∈ Fd,n,{0,1,...,d−1}\{i}. We have that

(q, w)λTπi = (q, wiw
′)λTπi = ((q, wi)λT ((q, wi)πT , w

′)λT )πi

= (q, wi)λTπi((q, wi)πT , w
′)λTπi.

By the choice of T , we have ((q, wi)πT , w
′)λTπi = ε. Thus

(q, w)λTπi = (q, wi)λTπi = (q, (w)πi)λSq,i

as required. ♦

Claim 3: If q ∈ QT and i ∈ {0, 1, . . . , d− 1}, then Sq,i is strongly isomorphic to an Õn,n−1 transducer.

Proof of Claim: The transducer Sq,i is synchronizing and is its own core by Claim 1. Suppose that

p ∈ [q]∼i and w ∈ X∗n is such that (Cn)fSq,i,p ⊆ wCn. It follows from Claim 2 that

(Cdn)fT,p ⊆ w′Cdn
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where (w′)πi = w and (w′)πj = ε for j 6= i. As T has complete response, it follows that w = ε. Thus

Sq,i has complete response.

If [T ]∼=S ∈ dKn,1, then (by Remark 11.18) for all q ∈ QT , the function fT,q is injective with

open image. If T = MCR(Core(AB)) for some ˜dPn,n−1 transducers A,B, and p ∈ QT is arbitrary,

then (by Lemmas 11.5, 11.13 and 12.9) there are pa ∈ QA, pb ∈ QB and w ∈ (X∗n)d such that

fT,p = fA,pafB,pbλ
−1
w . So again for all q ∈ QT , the function fT,q is injective with open image.

By Claim 2, it follows that if p ∈ [q]∼i , then

fT,p = 〈π0fSq,0,p, π1fSq,1,p, . . . , πd−1fSq,d−1,p〉Cdn .

In particular fSq,i,p is continuous, injective, and has image (Cdn)fT,pπi (which is open as it is a

projection of an open set). By Remark 3.18, f−1
Sq,i,p

is also continuous.

It remains to show that Sq,i ∼=S MSq,i . Suppose that q0, q1 ∈ QSq,i are such that (p0, v)λSq,i =

(p1, v)λSq,i for all v ∈ X∗n. As T ∼=S MT , it suffices to show that (p0, w)λT = (p1, w)λT for all

w ∈ (X∗n)d.

Let j ∈ {0, 1, . . . , d − 1}, and w ∈ Fd,n,{j} be arbitrary. By Claim 2, it suffices to show that

(p0, w)λTπj = (p1, w)λTπj . If j = i then this follows by the assumption on p0, p1. Otherwise let

s ∈ Fd,n,{i} be such that (p0, s)πT = p1. Then

(p0, w)λTπj = (p0, w)λTπj((p0, w)πT , s)λTπj = (p0, ws)λTπj = (p0, sw)λTπj

= ((p0, s)λT (p1, w)λT )πj = (p1, w)λTπj

as required.♦

Claim 4: For all w ∈ Fd,n,{0,1,...,d−1}\{i} and i ∈ {0, 1, . . . , d − 1}, the map p 7→ (p, w)πT defines a

strong transducer isomorphism from Sq,i to S(q,w)πT ,i.

Proof of Claim: It follows from the fact that all elements of Fd,n,{0,1,...,d−1}\{i} commute with all

elements of Fd,n,{i}, that this map is a homomorphism.

It remains to show that the map is invertable. For all p ∈ [q]∼i , let wp ∈ Fd,n,{i} be as in Claim

1. Let w′ ∈ ({q})s−1
T be arbitrary, and let w′′ ∈ Fd,n,{0,1,...,d−1}\{i} be such that w ∈ w′′Fd,n,{i}. Note

that for all p ∈ QT , we have q ∼i (p, w′′)πT . It follows that for all p ∈ [q]∼i , we have

((p, w)πT , w
′′)πT = (((p, wp)πT , w)πT , w

′′)πT = (p, wpww
′′)πT

= (p, ww′′wp)πT = ((p, w)πT , w
′′wp)πT = p

So the maps p 7→ (p, w)πT and p 7→ (p, w′′)πT are mutually inverse homomorphisms as required. ♦

By Claim 4, for each i ∈ {0, 1, . . . , d− 1}, let Ti be an Õn,n−1 transducer isomorphic to Sq,i for all

q ∈ QT . Moreover for each q ∈ QT and i ∈ {0, 1, . . . , d− 1} let φq,i : Sq,i → Ti be a strong transducer

isomorphism. For all i ∈ {0, 1, . . . , d− 1}, we define φiD = φiR to be the map πi : (X∗n)d → (X∗n) and

φiQ to be the union of the maps φq,iQ over all q ∈ QT .

Claim 5: For all i ∈ {0, 1, . . . , d − 1}, the triple φi := (φiQ, φiD, φiR) is a transducer homomorphism

from T to Ti.
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Proof of Claim: If p, q ∈ QT and p ∼i q and w ∈ dom(sSq,i), then

((w)sSq,i)φq,iQ = (w)sTi = ((w)sSq,i)φp,iQ

so φq,i = φp,i. In particular φiQ is a union of functions with disjoint domains and is hence a function.

We next show that φi is a homomorphism. Let q ∈ QT and w ∈ DT be arbitrary. If wq ∈ ({q})s−1
T ,

then

(q, w)πTφiQ = ((wqw)πi)sTi = (((wq)πi)sTi , (w)πi)πTi = ((q)φiQ, (w)πi)πTi .

The condition on the output functions follows from Claim 2. ♦d

Let P :=
∏
i∈{0,1,...,d−1} Ti (Definition 11.14), and φ := 〈φ0, φ1, . . . , φd−1〉P (Definition 2.3). We

need to show that φ is a strong transducer isomorphism. We have φD = φR = 〈π0, π1, . . . , πd−1〉(X∗n)d =

id(X∗n)d by definition, so we need only show that φQ is a bijection.

Let (q0, q1, . . . , qd−1) ∈ QP be arbitrary. For each i ∈ {0, 1, . . . , d − 1}, let wi ∈ ({qi})s−1
Ti

. As φ is

a homomorphism, it follows that

(q, (w0, w1, . . . , wd−1))πTφQ = (q0, q1, . . . , qd−1)

where q ∈ QT is arbitrary. In particular φ is surjective.

By Lemma 11.5, it follows that there is a strong transducer homomorphism ψ such that φψ = qT .

As T ∼=S MT , the quotient map qT is bijective, thus so is φ as required. �

Definition 14.11 (dPn,n−1, Assumed Knowledge: 14.9, 14.10).

We will show in Theorem 14.12 that ˜dPn,n−1 is a monoid. We define dPn,n−1 to be the group of units

of ˜dPn,n−1. Moreover we will say that a ˜dPn,n−1 transducer T is invertable if [T ]∼=S ∈ dPn,n−1.

Theorem 14.12 (dPn,n−1 embedding , Assumed Knowledge: 11.9, 11.13, 12.9, 12.13, 14.8, 14.10,

14.11).

The function φ : Õn,n−1

d
→ ˜dPn,n−1 defined by ([T0]∼=S , [T1]∼=S , . . . , [Td−1]∼=S )φ = [

∏
i∈{0,1,...,d−1} Ti]∼=S

is a well-defined monoid isomorphism. Moreover there is an embedding Φ : dKn,1 → dPn,n−1 such that

whenever ([T ]∼=S )Φ = [P ]∼=S we have P ∼=S T .

Proof. Note that if A0, A1, . . . , Ad−1, B0, B1, . . . , Bd−1 are Õn,n−1 transducers and∏
i∈{0,1,...,d−1}

Ai ∼=S

∏
i∈{0,1,...,d−1}

Bi,

then for all i ∈ {0, 1, . . . , d − 1} we have Ai ∼=S Bi (this is shown during the proof of Lemma 14.10).

Thus φ is a well-defined bijection.

Let [A]∼=S , [B]∼=S ∈ ˜dPn,n−1 be arbitrary, and suppose that [A]∼=S [B]∼=S = [C]∼=S

([A]∼=S )φ−1 = ([A0]∼=S , [A1]∼=S , . . . , [Ad−1]∼=S ),

([B]∼=S )φ−1 = ([B0]∼=S , [B1]∼=S , . . . , [Bd−1]∼=S ),

([C]∼=S )φ−1 = ([C0]∼=S , [C1]∼=S , . . . , [Cd−1]∼=S ).

Also let α : A →
∏
i∈{0,1,...,d−1}Ai, β : B →

∏
i∈{0,1,...,d−1}Bi, γ : C →

∏
i∈{0,1,...,d−1} Ci be

transducer isomorphisms.
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Let i ∈ {0, 1, . . . , d− 1} be arbitrary. To conclude that φ is an isomorphism (and hence ˜dPn,n−1 is

a monoid) we need only show that MCR(Core(AiBi))
∼=S Ci. Let q ∈ QC be arbitrary. By Remark 11.9,

Lemma 11.13 and Lemma 12.9, there are qa ∈ QA, qb ∈ QB and w ∈ (X∗n)d such that

fC,q = fA,qafB,qbλ
−1
w .

Moreover (as α, β, γ are strong transducer isomorphisms) we have

fA,q = 〈π0fA0,(q)αQπ0
, π1fA1,(q)αQπ1

, . . . , πd−1fAd−1,(q)αQπd−1
〉Cdn ,

fB,q = 〈π0fB0,(q)βQπ0
, π1fB1,(q)βQπ1

, . . . , πd−1fBd−1,(q)βQπd−1
〉Cdn ,

fC,q = 〈π0fC0,(q)γQπ0
, π1fC1,(q)γQπ1

, . . . , πd−1fCd−1,(q)γQπd−1
〉Cdn .

So in particular we have fCi,(q)γQπi = fAi,(qa)γQπifBi,(qb)γQπiλ
−1
(w)πi

. Let Pi := MCR(AiBi). As the

Core operator commutes with the CR and M operators, we have that Core(Pi) = MCR(Core(AiBi)).

By Remark 11.9 and Lemma 11.13, there is a state p ∈ QPi and a word v ∈ X∗n such that

fPi,p = fAi,(qa)γQπifBi,(qb)γQπiλ
−1
v .

As Pi and Ci both have complete response, it follows that fPi,p = fCi,(q)γQπi . Thus by Lemma 14.8,

we have

Ci = Core(Ci) ∼=S Core(Pi) = MCR(Core(AiBi))

as required.

We now prove the final part of the theorem. By Lemma 14.10, there is a unique map Φ : Kn,1 →
dÕn,n−1 such that the required isomorphism type condition holds. Moreover, because Φ satisfies this

condition, Φ must be injective. The fact that Φ is a homomorphism follows from Lemma 12.13.

Note that Φ is a homomorphism, dKn,1 is a group, and Φ maps the identity of dKn,1 to the identity

of ˜dPn,n−1. Thus (dKn,1)Φ is contained in the group of units of ˜dPn,n−1. So Φ is indeed an map from

dKn,1 to dPn,n−1 as required. �

Theorem 14.13 (Wreath embedding, Assumed Knowledge: 14.6, 14.12, 14.2).

The group Out(dVn) embeds in the group On,n−1 oa Sym(d) where a is the usual action of Sym(d) on

{0, 1, . . . , d− 1}.

Proof. This follows from Theorems 14.6 and 14.12. �

Theorem 14.13, gives us embeddings of both Out(dVn) and Out(Vn) oa Sym(d) into the group

On,n−1 oa Sym(d). Thus to compare these groups we need to establish a useful description of the

images of these embeddings. To do this we use the notion of signatures from [27] Definition 7.6. Each

clopen subset of Cdn can be expressed as a finite union of cones (Definition 10.1). Thus any homeo-

morphism of Cdn, must map every cone to a finite collection of cones, the signature map measures the

degree to which cones are split.

Definition 14.14 (Clopen set signatures, Assumed Knowledge: 1.1, 5.6, 11.14, 14.7, 14.12).

For each d ∈ N\{0} and n ∈ N\{0, 1}, we define a map ssigd,n :
{
S ⊆ Cdn

∣∣∣ S is clopen
}
→ Z/(n− 1)Z

by (S)ssigd,n = m+(n−1)Z where m is such that there are pairwise disjoint w0C
d
n, w1C

d
n, . . . , wm−1C

d
n

with

(wCn)fT,q =
⋃

i∈{0,1,...,m−1}

wiC
d
n.
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We then define a map sigd,n : ˜dPn,n−1 → Z/(n− 1)Z by

([P ]∼=S )sigd,n = ((wCn)fP,q)ssigd,n

where w ∈ (X∗n)d, q ∈ QP are arbitrary. We show in Lemma 14.15 that these maps are well-defined.

Lemma 14.15 (Signatures work, Assumed Knowledge: 11.9, 11.13, 12.9, 14.14).

Let d ∈ N\{0} and n ∈ N\{0, 1}. The map sigd,n : ˜dPn,n−1 → Z/(n − 1)Z of Definition 14.14 is

well-defined, moreover if we view Z/(n − 1)Z as a semigroup with multiplication of integers as the

operation, then sigd,n is a semigroup homomorphism.

Proof. We first show that ssigd,n is well defined. Let S be a clopen subset of Cdn. Suppose that

F1, F2 ⊆ (X∗n)d are such that both collections of sets
{
vCdn

∣∣∣ v ∈ F1

}
and

{
vCdn

∣∣∣ v ∈ F2

}
are individ-

ually pairwise disjoint, and

S =
⋃
v∈F1

vCdn =
⋃
v∈F2

vCdn.

As S is compact, it follows that both F1 and F2 are finite. We define

k := max
({
|(v)πi|

∣∣∣ v ∈ F1 ∪ F2, i ∈ {0, 1, . . . , d− 1}
})

,

and define F3 :=
{
v ∈ (Xk

n)d
∣∣∣ vCdn ⊆ S}. For all v ∈ F1∪F2, we have vCdn =

⋃{
uCdn

∣∣∣ u ∈ F3, v ≤ u
}
.

Thus by Lemma 10.3, we have∑
v∈F1

1 + (n− 1)Z =
∑
v∈F1

∣∣∣{u ∈ F3

∣∣∣ v ≤ u}∣∣∣+ (n− 1)Z = |F3|+ (n− 1)Z.

In particular |F1|+(n−1)Z = |F3|+(n−1)Z and by a symmetric argument, we have |F2|+(n−1)Z =

|F3|+ (n− 1)Z = |F1|+ (n− 1)Z. Thus the map ssigd,n is well-defined.

Let [P ]∼=S ∈ ˜dPn,n−1, w ∈ (X∗n)d and q ∈ QP be arbitrary. Let k be the synchronizing length of P .

To conclude that sigd,n is well-defined, we need only show that ((wCdn)fP,q)ssigd,n is independent of w

and q. This can be seen as follows:

((wCdn)fP,q)ssigd,n =

 ⋃
v∈(Xkn)d

wvCdn

 fP,q

 ssigd,n =

 ⋃
v∈(Xkn)d

(
wvCdn

)
fP,q

 ssigd,n

=
∑

v∈(Xkn)d

((
wvCdn

)
fP,q

)
ssigd,n =

∑
v∈(Xkn)d

(
(q, wv)λP

(
Cdn
)
fP,(wv)sP

)
ssigd,n

=
∑

v∈(Xkn)d

((
Cdn
)
fP,(wv)sP

)
ssigd,n =

∑
v∈(Xkn)d

((
Cdn
)
fP,(v)sP

)
ssigd,n.

We now need to show that sigd,n is a semigroup homomorphism. Let A,B,C ∈ ˜dPn,n−1 be such that

[A]∼=S [B]∼=S = [C]∼=S . Let q ∈ QC , by Remark 11.9, Lemma 11.13 and 12.9, there is (qa, qb) ∈ QA×QB
and w ∈ X∗n such that fC,q = fA,qafB,qbλ

−1
w . Moreover, let F ⊆ (X∗n)d be arbitrary such that

(Cn)fA,qa =
⋃
v∈F vCn and such that the sets of the collection

{
vCn

∣∣∣ v ∈ F} are pairwise disjoint.
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We now have

([C]∼=S )sigd,n = ((Cn)fC,q)ssigd,n = ((Cn)fA,qafB,qbλ
−1
w )ssigd,n = ((Cn)fA,qafB,qb)ssigd,n

=

((⋃
v∈F

vCn

)
fB,qb

)
ssigd,n =

(⋃
v∈F

(vCn) fB,qb

)
ssigd,n

=
∑
v∈F

((vCn) fB,qb) ssigd,n =
∑
v∈F

([B]∼=S ) sigd,n = ([B]∼=S ) sigd,n|F |

= ([A]∼=S ) sigd,n ([B]∼=S ) sigd,n.

�

Lemma 14.16 (Higher dimensional signatures from decomposition, Assumed Knowledge: 10.1, 14.12,

14.14, 14.15).

Let d ∈ N\{0} and n ∈ N\{0, 1}. Let φ be as in Theorem 14.12. If [T ]∼=S ∈ ˜dPn,n−1, then

([T ]∼=S )sigd,n =
∏

i∈{0,1,...,d−1}

(([T ]∼=S )φ−1πi)sig1,n

Proof. Let T0, T1, . . . , Td−1 be arbitrary Õn,n−1 transducers, and let P :=
∏
i∈{0,1,...,d−1} Ti. For each

i ∈ {0, 1, . . . , d−1}, let qi ∈ QTi , and Fi ⊆ X∗n be such that the elements of Fi are pairwise incomparable

and

(Cn)fTi,qi =
⋃
w∈Fi

wCn.

We now have

((Cdn)fP,(q0,q1,...,qd−1))ssigd,n =

 ∏
i∈{0,1,...,d−1}

(Cn)fTi,qi

 ssigd,n =

 ∏
i∈{0,1,...,d−1}

⋃
w∈Fi

wCn

 ssigd,n

=

 ⋃
w∈F0×F1×...×Fd−1

wCdn

 ssigd,n =
∏

i∈{0,1,...,d−1}

|Fi|+ (n− 1)Z.

By definition, ((Cdn)fP,(q0,q1,...,qd−1))ssigd,n = ([P ]∼=S )sigd,n and for each i ∈ {0, 1, . . . , d − 1} we have

|Fi|+ (n− 1)Z = ([Ti]∼=S )sig1,n. Thus the result follows. �

In [27] Proposition 7.7, the notion of signature is used to describe On,r as subgroup of On,n−1. We

can now to the same with dKn,1 and dPn,n−1.

Lemma 14.17 (Identifying dKn,1 with signatures, Assumed Knowledge: 10.3, 11.11, 11.19, 11.9,

12.9, 14.12, 14.15).

Let d ∈ N\{0} and n ∈ N\{0, 1}. If Φ : dKn,1 → dPn,n−1 is as in Theorem 14.12, then

(dKn,1)Φ = ({1 + (n− 1)Z})sigd,n
−1 ∩ dPn,n−1.
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Proof. (⊆) : Let [T ]∼=S ∈ dKn,1 be arbitrary, and let f ∈ dBn,1 be such that T = Core(Mf ). Let k

be the synchronizing length of Mf . It follows that

1 + (n− 1)Z = (Cdn)ssigd,n = ((Cdn)f)ssigd,n =

 ⋃
w∈(Xkn)d

(wCdn)f

 ssigd,n

=

 ⋃
w∈(Xkn)d

(ef , w)λMf
(Cdn)fT,(w)sT

 ssigd,n

=
∑

w∈(Xkn)d

(
(ef , w)λMf

(Cdn)fT,(w)sT

)
ssigd,n =

∑
w∈(Xkn)d

((Cdn)fT,(w)sT )ssigd,n

=
∑

w∈(Xkn)d

(([T ]∼=S )Φ)sigd,n = nkd(([T ]∼=S )Φ)sigd,n = (([T ]∼=S )Φ)sigd,n

as required.

(⊇) : Let [P ]∼=S ∈ ({1 + (n− 1)Z})sigd,n
−1 ∩ dPn,n−1, and q ∈ QP be arbitrary. Then let (aCdn)a∈A

be disjoint cones with union (Cdn)fP,q. By the choice of P , we have |A| ∈ 1+(n−1)Z. By Lemma 11.11,

we can choose k ∈ N greater that |A|, such that for all w ∈ (Xk
n)d and i ∈ {0, 1, . . . , d− 1}, we have

|(q, w)λPπi| ≥ max
{
|(a)πj |

∣∣∣ a ∈ A, j ∈ {0, 1, . . . , d− 1}
}
.

For all w ∈ (Xk
n)d let aw ∈ A be the unique element such that aw ≤ (q, w)λP . By the definition of A,

for all a ∈ A we now have ⋃
w∈(Xkn)d

aw=a

(wCdn)fP,q = aCdn.

In particular {
((q, w)λPλ

−1
aw )(Cdn)fP,(q,w)πT

∣∣∣ w ∈ (Xk
n)d satisfies aw = a

}
is a partition of Cdn.

As |A| ∈ 1 + (n− 1)N, we have by Lemma 10.3 that there is a complete prefix code B for Cdn with

|B| = |A|. Let φ : A→ B be a bijection. It follows that{
(aw)φ((q, w)λPλ

−1
aw )(Cdn)fP,(q,w)πT

∣∣∣ w ∈ (Xk
n)d
}

is a partition of Cdn. We define a (d, n)-transducer D as follows:

(1) N :=
{
w ∈ (X∗n)d

∣∣∣ there is i ∈ {0, 1, . . . , d− 1} with (w)πi < k
}

(we assume without loss of

generality that N ∩QP = ∅).

(2) QD := QP ∪N .

(3) If p ∈ N , w ∈ (X∗n)d and pw ∈ N , then (p, w)πD = pw and (p, w)λD = εd.

(4) If p ∈ N , w ∈ (X∗n)d and pw = bt where b ∈ (Xk
n)d and t ∈ (X∗n)d, then

(p, w)πD := ((q, w)πP , t)πP , (p, w)λD := (aw)φ((q, w)λPλ
−1
aw )((q, w)πP , t)λP .

(5) If p ∈ QP and w ∈ (X∗n)d then

(p, w)πD := (p, w)πP , (p, w)λD := (p, w)λP .
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It is routine to verify that D is a (d, n)-transducer. By definition, the transducer D is synchronizing

with synchronizing length at most k plus the synchonizing length of P . Moreover Core(D) = P . We

now define f := fD,εd
If w ∈ (Xk

n)d, x ∈ Cdn, then

(wx)f = (aw)φ((q, w)λPλ
−1
aw )(x)fP,(q,w)πP ,

as each of the maps fP,(q,w)πP is a homeomorphism to an open subset of Cdn, it follows that f ∈ Aut(Cdn).

By Remark 11.9 and Lemma 12.9, together with Theorem 11.19, we see that MCR(D)
∼=S Mf , and

Core(MCR(D)) ∼=S P . Thus if f ∈ dBn,1, then [Mf ]∼=S ∈ dOn,1 and ([Mf ]∼=S )Φ = [P ]∼=S as required.

We have already shown that f ∈ dSn,1, thus we need only show that f−1 ∈ dSn,1. By assumption,

the transducer P is invertable, so let P−1 ∈ [P ]−1
∼=S be arbitrary. By the same construction given for

P , let g ∈ dSn,1 be such that Core(Mg) ∼=S P
−1.

We thus have [Core(Mfg)]∼=S = [Core(Mf )]∼=S [Core(Mg)]∼=S = 1dOn,1 . So by Lemma 12.4, we have

fg ∈ dVn and in particular (fg)−1 ∈ dSn,1. Therefore f−1 = g(fg)−1 ∈ dSn,1 as well. �

Theorem 14.18 (Connecting Out(Vn) with Out(dVn), Assumed Knowledge: 12.18, 14.6, 14.12, 14.16,

14.17).

For all d ∈ N\{0} and n ∈ N\{0, 1}, we have

Out(dVn) ∼=
{

(T , f) ∈ On,n−1 oa Sym(d)
∣∣∣ (T )φsigd,n = 1 + (n− 1)Z

}
,

Moreover, the group Out(Vn) oa Sym(d) embeds in the group Out(dVn). Here a is the standard action

of Sym(d) on {0, 1, . . . , d− 1}, and φ is as in Theorem 14.12. Out(dVn).

Proof. By Theorem 12.18 we have Out(dVn) ∼= dOn,1. Thus from Theorem 14.6 and Lemma 14.17, we

have

Out(dVn) ∼=
{

(T , f) ∈ On,n−1 oa Sym(d)
∣∣∣ (T )φsigd,n = 1 + (n− 1)Z

}
.

In particular Out(Vn) ∼=
{

(T , f) ∈ On,n−1

∣∣∣ (T )φsig1,n = 1 + (n− 1)Z
}

. The result the follows from

Lemma 14.16. �

Theorem 14.19 (Connecting Out(V ) with Out(dV ), Assumed Knowledge: 14.18).

For all d ∈ N\{0}, we have Out(dV ) ∼= Out(V ) oa Sym(d) (where a is the standard action of Sym(d)

on {0, 1, . . . , d− 1}).

Proof. Note that |Z/(2−1)Z| = 1, thus by Theorem 14.18, we have Out(V ) ∼= On,n−1 and Out(dV ) ∼=
On,n−1 oa Sym(d). �
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