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Chapter 1. General Introduction 

 

1.1. Introduction of the study site and irrigable area 

The study site is Yezin dam irrigable area, located near Yezin village, Zayarthiri Township, 
Naypyitaw, Myanmar. The dam is constructed in 1975 for flood protection and water irrigation, 
among other purposes. The planned irrigation area is 6,400 ha, the household numbers 5,000 
households, and the canal length is 115 km.  (Irrigation and Water Utilization Management 
Department) (Figure 1-1). 
 

 
Figure 1-1 Location of study site and Yezin dam irrigation area 

 
The Köppen climate classification subtype of this site is tropical savanna climate. The 

amount of rainfall is average 1,725 mm from 2006 to 2011 and 1,872 mm from 2011 to 2016. The 
temperatures are an averaged maximum of 44.0℃ and a minimum of 10.5℃. Meanwhile, the 
overall average temperature is 27.5℃ in 2006–2011 and 42.2℃, 11.0℃, and 26.4℃ in 2011–
2016. Figures 1 and 2 show the changes in daily air temperature and monthly precipitation from 
January 2017 to February 2020 in the study site. 
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Figure 1-2 Changes in daily air temperature described with maximum and minimum (dashed 
line), mean (solid line), and monthly precipitation (bar) from January 2017 to February 2020 in 
the study site. 

 
The Yezin dam irrigation area is located near Naypyidaw, which replaced Yangon as the 

capital city of Myanmar in 2006. Consequently, the irrigation supply from the dam has been 
decreasing due to a rapid increase in demand for domestic water. In recent years, the irrigated area 
was only 1,500 ha for paddy rice in the summer/dry season out of the 6,400 ha of total irrigable 
area. The irrigation supply was suspended from February 2016 to May 2017 due to the water 
shortage of the dam resulting from low rainfall in 2015 (Figure 1-3). 
 

 
Figure 1-3 Changes in the irrigation area (paddy field) and a lake surface of the Yezin dam in 
April presented by the normalized difference vegetation index (NDVI). Colored red and dark 
areas indicate the healthy vegetation cover and the water surface, respectively. 
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The irrigation area of the Yezin dam strongly depends on the annual rainfall. Because the 

catchment area of the dam is smaller than the irrigable area, the water storage of the dam will not 
increase without sufficient rainfall. In addition, irrigation water demand competes with domestic 
water demand. Since it is difficult to increase the amount of water supply for future irrigation, 
irrigation water with reduced water loss and applying water-saving techniques are required. 
However, in Myanmar, there have been few studies for irrigation planning on the water 
consumption of agricultural fields associated with evapotranspiration (ET) and drainage to the 
underground. 
 

1.1. Challenges of study on water consumption in developing countries 

Water consumption of fields includes drainage to the underground through soil penetration 
and ET from vegetation and ground surface. Good underground drainage can lead to less water 
stress for crops; conversely, poor drainage can result to wet damage for crops. Moreover, ET is 
one of the important factors that govern the matter production of plants. Thus, the amount of water 
consumption of the fields is an essential information for crop cultivation and irrigation planning. 
However, especially in developing countries, characterizing water consumption in practice faces 
many challenges due to the limitation in the observation system. It is difficult to install and 
maintain expensive observation systems, such as weighing lysimeters and eddy covariance, for 
measuring ET. Therefore, in developing countries, simple observation methods are used to 
evaluate the characteristics of water consumption in an agricultural field. 
 

1.1.1. Challenges of study on field-saturated hydraulic conductivity 
The infiltration process is quantified by determining the infiltrated amount of water for 

time that can be expressed as the cumulative infiltration I (L) and the infiltration rate i (L T-1). 
Infiltration measurements have been mainly used to estimate soil saturated hydraulic conductivity. 
This infiltration property is a key to correctly describing all the components of the soil and land 
surface hydrologic balance and is essential in the appropriate design of irrigation systems. In dry 
soils, initial infiltration rates are substantially higher than the saturated hydraulic conductivity of 
the surface layer due to capillary effects which control the sorptivity of the soil. However, as 
infiltration proceeds, the gradient between the pressure head at the soil surface and the pressure 
head below the wetting front reduces over time so that the infiltration rate finally reaches a 
constant value that approximates saturated hydraulic conductivity [1]. There are various methods 
of in situ infiltration tests to evaluate the infiltration characteristics. In developing countries, a 
simple method, such as ring infiltrometer, is used for field tests. A ring is driven vertically into 
the ground, water is poured into the ring, and reads of the depth of water reduction are taken. 

One problem with field tests is that it requires a large amount of water and effort, 
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especially in arid regions and during the dry season. Moreover, laboratory test using undisturbed 
soil samples taken from a field is not suitable for the evaluation of actual field conditions, such 
as soil cracks, vegetation cover, and root distribution. For data analysis, using infiltration models, 
a solver function (e.g., Excel) is generally used to fit the observed data into models, and the field-
saturated hydraulic conductivity (Kfs) parameter is estimated. Philip’s infiltration model [2] is one 
of the most widely used models because of its simple form and clear theoretical concept [3]. One 
problem for data analysis is the infiltration models, which are theoretically derived based on 
assumptions that are often compatible with actual conditions in field soils [4, 5]. The boundary 
conditions of Philip’s infiltration model are very restrictive. Therefore, it is impossible to satisfy 
the model in practice [6, 7]. Many studies have been conducted in which field infiltration data 
yielded negative or zero Kfs values by applying Philip’s infiltration model (e.g., [8–18]). However, 
as yet, there has been no discussion regarding how to deal with a negative value of Kfs obtained 
due to the limitation of Philip’s infiltration model. 
 

1.1.2. Challenges of measurement on evapotranspiration 
The standard method for direct ET measurements has been the use of weighing lysimeters. 

In the last decades, the eddy covariance has been increasingly used for micrometeorological 
studies of surface fluxes [19]. Although previous studies considered these measurements as an 
accurate method to assess ET [20], installation and operational costs are expensive, and these are 
challenging to install in developing countries because of the required continuous maintenance and 
security purposes. For this reason, in general, actual ET is estimated using the reference 
evapotranspiration (ET0) and crop coefficient (Kc = ET / ET0) from the FAO-56 equation [21]. 
However, since Kc primarily depended on the dynamics of canopies (cover fraction and leaf area 
index) [22], Kc cannot be used in all conditions. Moreover, in developing countries, including 
Myanmar, agricultural production and crop growth are poor due to low-yield varieties, poor soil, 
and a lack of knowledge of crop management for farmers. Thus, actual ET should be directly 
observed, and Kc values should be determined based on actual ET in Myanmar. 

The Bowen ratio energy balance (BREB) method is an alternative to lysimetric 
measurements and the eddy covariance method [23]. It is widely used to directly estimate ET 
because of its clear physical concept, simple formula, simple data collection, and inexpensive 
measuring instruments. However, the BREB method has a large number of assumptions and 
constraints. Thus, it often produces unacceptable fluxes in practical situations based on the 
following inherent problems. The first problem is that the BREB yields a significantly inaccurate 
flux magnitude when the Bowen ratio (β) approaches −1 because the denominator in the BREB 
formula is 1 + β. The reduction of the occurrence of this problem requires an increase in the 
accuracy of the thermo-hygrometers suggested [24]. The second problem is that the BREB 
method yields the incorrect directions for the heat fluxes opposite to the observed vertical 
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differences in the air temperature/water vapor pressure. 

However, few papers were reported that deal with the data using the BREB method for 
checking, and the specific meteorological conditions that cause these problems are poorly 
understood. When applying the BREB method, it is important to understand the meteorological 
conditions when the method fails, and unacceptable fluxes should be rejected based on the clearly 
defined objective criteria. 
 

1.1.3. Parameters estimation of ET model 

Measurement and estimation of ET, which is composed of crop transpiration (T) and soil 
water evaporation (E), are essential for many applications in agriculture. T is associated with plant 
productivity, while E is regarded as ineffective water consumption that does not directly 
contribute to plant productivity [25]. Thus, quantification of T and E is important for developing 
systems that optimize crop productivity by reducing invalid water consumption [26]. However, 
the observation of T and E is not easy because it requires multiple expensive measurement devices. 
During the last decade, the two-layer Shuttleworth-Wallace (SW) evapotranspiration model, 
which can partition ET into E and T, has been widely used with good results for different types of 
sparse crops and climatic conditions [27−32]. However, its practical application is somewhat 
limited, since it is a highly complex model with a large number of specific parameters, and it is 
hard and costly to continuously measure all of these elements [33]. Moreover, the general 
approach in model fitting for parameter estimation (e.g., least-square method) does not take into 
account the uncertainty in the observations [34]. 

The Bayesian approach has been used recently to simultaneously estimate the SW model 
parameters against the observed field-based ET [35−39]. The Bayesian approach combines 
probability distributions of model parameters based on prior probabilities for magnitude and 
uncertainty, using observed data to generate posterior distributions of parameters. This not only 
allows the quantification of model inputs, parameters, and outputs uncertainties, but it also takes 
into account prior knowledge for all parameters and addresses unknown influences [40]. However, 
these previous studies have used a non-hierarchical Bayesian approach for parameter estimation 
of SW models, which cannot consider the variation in observed conditions for a dataset. The non-
hierarchical approach means that the results are based on a specific set of parameter estimates, 
which are obtained in a specific observation group with specific conditions at a specific time. 
These results can not necessarily be generalized among different conditions and groups [41]. It is 
critical to consider the effects of the changes in season and observed conditions in the parameters 
of the SW model when simulating ET over a long term [38]. 
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1.2. Objectives and composition of this thesis 

The objectives of this thesis are (1) to propose an evaluation method for solving the problems 
of observation and data analysis on water consumption and (2) to evaluate the characteristics of 
infiltration and ET in agricultural fields in a tropical savanna climate region of Myanmar. This 
thesis consists of four subjects and is compiled from four published research papers on water 
consumption in agricultural fields in Myanmar.  

Chapter 2 discusses the problem of determination of Kfs using a dataset of 27 field infiltration 
tests with a double-ring infiltrometer. The chapter objectives are (1) to investigate the soil physical 
factors that gave negative Kfs value estimated by the infiltration model, (2) to demonstrate a 
method for obtaining nonnegative Kfs values, and (3) to evaluate five infiltration models for 
selecting a suitable model matched to the conditions of tested fields. 

Chapter 3 discusses the ET calculation error using the BREB method with the hourly 
meteorological data from six agricultural field sites in three different seasons. The chapter 
objectives are (1) to perform rejection determinations for the BREB calculation flux based on the 
objective criteria improved for data with the Bowen ratio approaching −1 and the incorrect sign 
of fluxes and (2) to clarify the data features and the meteorological conditions when the BREB 
method fails. 

Chapter 4 evaluates the possibility of parameter estimation with a hierarchical Bayesian 
inference using a field-based ET dataset collected from five agricultural fields over three seasons. 
The chapter objective is to validate the estimation of ET and the parameters of the single- and 
two-layer ET models calibrated using simple and hierarchical Bayesian approaches. 

Chapter 5 demonstrates the ET estimation using simple measurements with statistical model. 
The chapter objectives are (1) to determine the ET and Kc for double rice ratoon cropping and (2) 
to infer the water productivity and viability of practicing ratoon rice cropping in Myanmar. 

Chapter 6 summarizes the results from Chapters 2 to 6. 
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Chapter 2. Field Infiltration Test 

Evaluation of Infiltration Models and Field‑saturated Hydraulic 
Conductivity In Situ Infiltration Tests during the Dry Season 
 
 

2.1. Introduction 
Field-saturated hydraulic conductivity (Kfs) (LT-1) is the hydraulic conductivity of soil when 

it has been brought to a near-saturated state by water applied abundantly to the land surface by 
processes such as ponded infiltration, heavy rainfall, or irrigation [42]. Determination of Kfs is 
very important in irrigation studies and water flow modeling [43] because it is an indicator of the 
economic and technical feasibility of irrigation projects. Kfs values are often estimated by fitting 
an infiltration model to measured data [4, 44] by using nonlinear optimization algorithms; many 
studies assessing the infiltration models for measured data have been published (e.g., [3, 13, 18, 
45−47]). 

For irrigation planning during the dry season in Myanmar, we conducted field infiltration 
tests in 27 agricultural fields by using a double-ring infiltrometer to determine the value of Kfs by 
applying the Philip model [2]. It is one of the most widely used model for evaluating infiltration 
data measured by ring infiltrometers [4, 48] due to its simple form and clear theoretical concept 
[3]. However, in our preliminary analyses, for estimating Kfs by curve fitting using the Philip 
model produced negative values for many fields, and the fitting performance of this model to the 
measured data was very poor, indicating that this model was not satisfied by the infiltration 
characteristics of tested fields. Watson [4] and Maheshwari et al. [5] concluded that theoretically 
derived equations based on assumptions such as those of the Philip model are often incompatible 
with actual conditions in field soils. [6, 7] noted that the boundary conditions of the Philip model 
are very restrictive, and it is therefore impossible to satisfy the model in practice. Furthermore, 
there have been many studies in which field infiltration data yielded negative or zero Kfs values 
by applying the Philip model (e.g., [8, 8−15, 17−18]). However, as yet, there has been no 
discussion regarding how to deal with negative Kfs values obtained due to the limits of the Philip 
model. Therefore, it is important to investigate factors that cause Kfs values to become negative 
and to establish a method of properly obtaining nonnegative Kfs values. The objectives of this 
study, therefore, were the following: 1) to select an infiltration model that is most applicable to 
field conditions that is likely to get negative Kfs values of the Philip model, 2) to determine the 
factors that result in negative Kfs values, and 3) to present a method of obtaining valid Kfs values 
using tested infiltration models. 
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2.2. Materials and Methods 

2.2.1. Field measurements 
As many field infiltration tests as possible should be performed for irrigation planning in a 

large-scale area to gain an understanding of infiltration characteristics when considering 
heterogeneous soil. However, it was difficult to perform an infiltration test over a long period at 
many fields because of the limited water supply during the dry season. In this study, therefore, a 
short-period infiltration test (Testshort) was performed for an average of 60 min in 23 fields in 
agricultural fields and DAR’s experimental fields for estimating Kfs values by infiltration models, 
and a long-period test (Testlong) was performed for an average of 360 min in four fields in DAR’s 
experimental fields for directly measuring the final infiltration rate-approximated Kfs value. The 
location of 27 tested fields in Yezin irrigation area and a photograph of field experiment are shown 
in Figure 1. The tested field was named based on the village or place and site number. A double-
ring infiltrometer with an inner ring 30 cm in diameter and an outer ring 55 cm in diameter was 
driven vertically into the ground in each field to a depth of 10 cm (see Figure 2-1). In three fields 
(SP3, KC1, and KC2), the inner ring was used alone to avoid cracks in the soil surface. The outer 
ring and inner ring were filled with water to approximately the same depth (approximately 5–10 
cm), and measurements were taken immediately. We continued to take measurements until the 
infiltration rate reached an approximately constant value. In Testlong (DAR6, DAR7, DAR8, and 
DAR9), the inner ring was covered with thick paper to prevent evaporation of ponding water 
inside of the ring. 

We also collected undisturbed soil cores (50 × 51 mm) from three soil layers at depths of 0–
5 cm, 10–15 cm, and 20–25 cm in tested fields near the site of the infiltration test for laboratory 
testing, including evaluation of soil texture by the pipet method, volumetric water content and 
bulk density by the oven drying method, and porosity by the pycnometer method. The relationship 
between physical properties of the soil and infiltration characteristics was analyzed. As a reference, 
three photographs of soil profile at depths of 0–30 cm after sampling of soil cores are shown in 
Figure 2-1, and organic matter and soil aggregation were not observed except at the surface layer 
in the photographs. 
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Figure 2-1. Map of the study site with 27 tested fields, of which 23 were tested over a short period 
and four were tested over a long period. Infiltration tests were located in Yezin irrigation area. 
Photographs include the field experiment setup for the double-ring infiltrometer, and three 
examples of soil profile at a depth of 0–30 cm are shown. 

 

2.2.2. Infiltration models and equations 
The Kos parameter is commonly estimated by fitting some algebraic infiltration equation 

to measured data or by other procedures—for instance, using the quasi-steady part of the 
measured data [49]. Because this paper focused on the problem of the negative Kfs value by fitting 
of the Philip infiltration model, we selected five infiltration models and adopted one constant 
single-head calculation approach to compare with the Kfs values given by the fitting of models. 
The criteria for selecting the models and the approach were that they should be well established 
in the literature and widely used by scientists and engineers. Three widely known, physically 
based infiltration models (Equations 2-1 to 2-3) and two empirical models (Equations 2-4 to 2-5) 
to estimate Kfs values by parameter fitting were used, and a constant single-head calculation 
approach (Equations 2-6) to calculate reference Kfsref values directly from the measured data was 
used, as described below. 
  



 

13 

 Field Infiltration Test   
(1) Philip [2] developed an infinite-series solution to solve the nonlinear partial differential 
Richards equation. The general form of the Philip model with physically interpretable parameters 
is expressed in powers of the square root of time as follows: 

𝐼𝐼 = 𝑆𝑆𝑝𝑝𝑡𝑡1/2 + 𝐴𝐴𝑝𝑝𝑡𝑡 (2-1) 

Where I (L) is the infiltration amount (cumulative infiltrated depth) in time t (T), Sp (LT−0.5) is the 
sorptivity, and Ap (LT−1) is the permeability coefficient, which is considered to be equivalent to 
Kfs [46, 50]. The Ap/Kfs ratio is not clear and is dependent upon the time of infiltration, initial 
moisture content, and soil properties [51]. The range of the Ap/Kfs ratio is proposed to be between 
0.3 and 0.4 [52]; a ratio of Ap/Kfs = 2/3 is often used [4]. 
 
(2) Swartzendruber [53] used an adjusted Philip time-series solution and proposed an alternative 
series solution that is applicable to all infiltration times and accounts for surface ponding [44, 53]: 

𝐼𝐼 = 𝐴𝐴𝑠𝑠𝑡𝑡 +
𝑆𝑆𝑠𝑠
𝐴𝐴0

�1 − 𝑒𝑒𝑒𝑒𝑒𝑒�−𝐴𝐴0𝑡𝑡1/2�� (2-2) 

Where As (LT−1) is the estimated value of Kfs, Ss (LT−0.5) is the sorptivity, and A0 is an empirical 
constant (unitless) that depends on soil parameters. 
 
(3) Brutsaert [54] proposed another correction for gravitational force by using the horizontal 
infiltration solution of the Philip model [2]: 

𝐼𝐼 = 𝐴𝐴𝑏𝑏𝑡𝑡 +
𝑆𝑆𝑏𝑏2

𝐵𝐵𝐴𝐴𝑏𝑏
�1 −

1
1 + (𝐵𝐵𝐴𝐴𝑏𝑏𝑡𝑡1/2)/𝑆𝑆𝑏𝑏

)� (2-3) 

Where Ab (LT−1) is the estimated value of Kfs, Sb (LT−0.5) is the sorptivity, and parameter B is an 
empirical constant (unitless) that is fixed at 1/3, 2/3, or 1; for most practical purposes, B = 1 is 
recommended [55]. 
 
(4) Mezencev [56] proposed the modified Kostiakov model, also called the Mezencev model or 
the Kostiakov–Lewis model [46], which includes the term ultimate infiltration capacity (f0): 

𝐼𝐼 = 𝑐𝑐𝑡𝑡𝑛𝑛 + 𝑓𝑓0𝑡𝑡 (2-4) 

Where f0 (LT−1) is the final infiltration rate at steady state, which is the estimated value of Kfs, and 
c and n are empirical constants (unitless) (c > 0 and 0 < n < 1). 
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(5) Horton [57] presented a three-parameter semiempirical infiltration model: 

 𝐼𝐼 = 𝐼𝐼𝑐𝑐  𝑡𝑡 +
(𝐼𝐼0 − 𝐼𝐼𝑐𝑐)

𝑘𝑘
[1 − 𝑒𝑒−𝑘𝑘 𝑡𝑡] (2-5) 

Where Ic (LT−1) is the final infiltration rate, which can be used as an estimate of Kfs [45]. Parameter 
I0 (LT−1) is the presumed initial infiltration rate at t = 0, and k (T−1) is a constant representing the 
rate of decrease in I (L) capacity. 
 
(6) Reference Kfsref values for comparing Kfs values given by the fitting models were calculated 
using a constant single-head calculation approach [49, 58] as follows: 

𝐾𝐾𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓𝑓𝑓 =
𝑞𝑞𝑠𝑠

𝐻𝐻 (𝐶𝐶1𝑑𝑑 + 𝐶𝐶2𝑎𝑎) + 1 𝑠𝑠𝑠𝑠(𝐶𝐶1𝑑𝑑 + 𝐶𝐶2𝑎𝑎)⁄ + 1⁄  (2-6) 

Where qs (LT−1) is the quasi-steady infiltration rate calculated from the final reading, H (L) is the 
average ponding depth inside the ring, d (L) is the depth of ring insertion into the soil, a (L) is the 
radius of the inner ring, C1 and C2 are dimensionless quasi-empirical constants, and sn (L−1) is the 
soil macroscopic capillary length or the sorptive number [59]. For the purposes of this study, a, d, 
and sn were assumed to be 30 cm, 10 cm, and 0.12 cm–1, respectively, in all fields. The constants 
C1 and C2 were 0.316π and 0.184π, respectively, for d ≥ 3 cm and H ≥ 5 cm [60]. 
 

2.2.3. Optimization of model parameters 
(1) Fitting tools for determining parameters 
Fitting of infiltration models to measured data was carried out by means of nonlinear least squares 
optimization procedures. Parameters were optimized to minimize an objective function, which 
contained the least squares solution of the measured and predicted cumulative infiltration at each 
measured time. The following objective function was used: 

SSE = ��𝐼𝐼(𝑚𝑚)𝑗𝑗 − 𝐼𝐼(𝑒𝑒)𝑗𝑗�
2

𝑛𝑛

𝑗𝑗=1

 (2-7) 

Where SSE is the sum of square error, n is the total number of infiltration reading, I(m)j is the 
measured cumulative infiltration and I(p)j is the predicted cumulative infiltration at reading time 
j. The optimization process was performed using three types of software, each with a different 
algorithm designed for nonlinear programming problems: the generalized reduced gradient 
method [61] using the Microsoft Excel solver function, the Levenberg–Marquardt method [62, 
63] in Gnuplot using the fit function [10], and the differential evolution algorithm for global 
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optimization using the DEoptim in R software [64]. 
 
(2) Unconstrained and constrained curve fitting 
Constraining the fitting range for determining parameters would influence the result for the model 
evaluation. The influence of the unconstrained and the constrained fitting was not examined in 
the previous studies on the evaluation of infiltration models mentioned above. Therefore, in this 
study, after revealing the differences in the fitting performance with unconstrained and 
constrained fitting, we used a constrained/unconstrained fitting that could be favorable for fitting 
performance for the analysis of the model parameters. 
 
(3) Fitting range of parameter Kfs for constrained fitting 
The fitting range for parameter Kfs was subtly different between the three fitting tools due to 
different software functions. In the solver function of Microsoft Excel, variables were optimized 
as unconstrained nonnegative values so that the fitting range was Kfs ≥ 0. In the fit function of 
Gnuplot, because there is no option to set the fitting range for variables, the inverse trigonometric 
function (arctangent) was assigned to the model equation for constrained curve fitting. For 
example, given the equation Kfs = (arctangent (x)/π + 0.5) × 2, where x is a fitting parameter, the 
range of Kfs was fixed as 0 < Kfs < 120. The upper limit value (120 mm h−1) was set considering 
the measured data. In the DEoptim, the upper and lower limits of Kfs were specified as an argument 
of function; the fitting range was fixed as 0 ≤ Kfs ≤ 120. 
 

2.2.4. Model evaluation for fitting quality 
Infiltration models were evaluated by comparing the measured and the predicted 

cumulative infiltration (mm) by using objective criteria commonly used in model evaluation: the 
root mean square error (RMSE), the mean absolute error (MAE), the root mean squared 
percentage error (RMSPE), the mean absolute percentage error (MAPE), and the Nash and 
Sutcliffe efficiency (NSE) [42]. RMSE provides an overall measure of the degree to which the 
data differ from model predictions. MAE can potentially be used to identify bias. When RMSE 
and MAE equal zero, this indicates a perfect fit. RMSPE and MAPE were used as indicators of 
the margin of error. NSE is widely used in hydrological models and is a normalized statistic that 
determines the relative magnitude of the residual variance compared with the measured data 
variance. NSE ranges between −∞ and 1.0, with NSE = 1.0 being optimal. 
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2.2.5. Analysis of the fitted parameter Kfs 
(1) The influence of infiltration time on the fitting of parameter Kfs 
We analyzed the accuracy of Kfs estimates fitted using different infiltration times at each reading 
from Testlong where approximated Kfs (Kfsapp) was measured. The accuracy of fitted Kfs value was 
evaluated by the relative error (RE) which was computed from the fitted Kfs versus the Kfsapp value. 
The fitted Kfs value was obtained from each cumulative infiltration period was increased by one 
reading from 30 min after initiating the Testlong. 
 
(2) Factors for determining the sign of fitted Kfs 
To clarify the relationship between the sign of fitted Kfs, and physical properties of the soil and 
infiltration characteristics, we statistically analyzed the physical properties of soil and the 
infiltration characteristics, in which fitted Kfs was negative and nonnegative for the 23 tested fields 
in Testshort using Student’s t-test and discriminant analysis [66, 67]. To examine the effect of initial 
infiltration for Kfs fitting, the behavior of the Ap value of the Philip model was analyzed using data 
with different initial infiltration times from Testshort. 
 
(3) Method of obtaining valid Kfs values 
In field conditions that are biologically and physically affected, the application of the Philip model 
established in a uniform soil having uniform moisture content is limited. The constant infiltration 
on the assumption of the Philip model indicates that soil moisture content in soil at penetration 
time t = 0 instantaneously rises to saturated moisture content on infiltrated soil surface at 
penetration time t > 0 after ponding. In this study, the infiltration characteristics caused by drying 
of the surface soil at the initial stage would be difficult to satisfy the assumption of the Philip 
model, and the problematic initial infiltration should be rejected for adapting the Philip model. 
We implemented and subsequently improved a previously specified cumulative linearization 
approach [68, 69] to determine the initial infiltration period that should be rejected for the best 
fitting of the Philip model to the measured data. Firstly, both sides of Equation (2-1) were divided 
by t1/2 to give a linear function, Equation (2-8), with slope Ap and intercept Sp: 

𝐼𝐼
𝑡𝑡1/2 = 𝐴𝐴𝑝𝑝𝑡𝑡1/2 + 𝑆𝑆𝑝𝑝 (2-8) 

Secondly, we nondimensionalized the amount of change of t1/2 and I⁄t1/2, divided by the maximum 
value of t1/2 and I⁄t1/2 to give Equation (2-9): 

𝐼𝐼𝑎𝑎/𝑡𝑡𝑎𝑎
1/2 − 𝐼𝐼1/𝑡𝑡1

1/2

𝐼𝐼𝑛𝑛/𝑡𝑡𝑛𝑛
1/2 − 𝐼𝐼1/𝑡𝑡1

1/2 =
𝑡𝑡𝑎𝑎
1/2 − 𝑡𝑡1

1/2

𝑡𝑡𝑛𝑛
1/2 − 𝑡𝑡1

1/2 (2-9) 
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Where Ia (mm) and ta (min) is the cumulative infiltration amount and the time of an arbitrarily 
selected reading (1 ≤ a ≤ n), t1 is the time of the first reading after the rings were filled with water, 
and tn is the time of the final reading. The left-hand side of Equation (2-9) is the change ratio of 
infiltration rate, and the right-hand side is the change ratio of time. Using predicted data, the terms 
on both sides in Equation (2-9) are equal and take values between zero and one. Therefore, using 
measured data, when the values on both sides of Equation (2-9) are equal or approximately equal, 
the measured data are approximate to or coincide with the predicted data of the Philip model. 
Hence, it is necessary to identify the period of initial infiltration that minimizes the differences 
between each side of Equation (2-9). The optimal time of initial infiltration for best fitting was 
determined by RMSE values between the both sides of Equation (2-9). 
 

2.3. Results and Discussion 
2.3.1. Laboratory testing of soil cores 

The results of laboratory tests (sample size = 27) are shown in Table 2-1. The name of the 
tested field was indicated from the village or place with the site number. The percentage contents 
of soil texture, porosity, and bulk density are presented as the averages for the three layers (0–5, 
10–15, and 20–25 cm deep). The texture of the soil was primarily sandy loam (10 fields), and clay 
loam (11 fields), as classified by the International Society of Soil Science. The volumetric water 
content (VWC) (cm3 cm–3) of the surface soil varied greatly due to the difference in the soil texture. 
At a depth of 0–30 cm, the average VWC of sandy loam is 0.17 and that of clay loam is 0.26. 
Variation in the particle density, porosity, and bulk density of the two textures was small compared 
with that in other properties. 
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Table 2-1  Field condition and soil properties of 27 tested fields, of which 23 were tested with short-period testing and four were tested with long-period infiltration 
tests. Soil texture was classified according to the International Soil Science Society (ISSS). The bulk density, soil texture, particle density, and porosity are presented 
as the averages for the three layers (0–5, 10–15, and 20–25 cm deep). 

Tested 
field 

Field 
Condition 

Volumetric water content Bulk 
density Soil texture 

(ISSS) 

Sand 
content 

Silt 
content 

Clay 
content 

Particle 
density Porosity 0–5 cm  10–15 cm 20–25 cm 

(cm3 cm−3) (g cm−3) (%) (%) (%) (g cm−3) (%) 
DAR1 Fallow, unplowed 0.08 0.13 0.15 1.69 Sandy loam 78  12 10  2.52 35 
DAR2 Fallow, plowed 0.09 0.15 0.18 1.71 Sandy loam 79 11 10 2.52 35 
DAR3 Fallow, plowed 0.12 0.17 0.21 1.68 Sandy loam 78 11 11 2.52 35 
DAR4 Fallow, plowed – – – – Sandy loam 75 13 12 – – 
DAR5 Black gram 0.09 0.22 0.32 1.62 Clay loam 55 26  19 2.52 31 
DAR6 Black gram 0.08  0.13  0.23  1.73 Clay loam 54 26 20 2.52 31 
DAR7 Sesame, unplowed 0.25  0.29  0.31  1.71 Clay loam 54 24 22 2.60 34 
DAR8 Fallow, plowed 0.16  0.27e 0.26  1.70 Sandy clay loam 79 6 15 2.61 33 
DAR9 Sunflower 0.10 0.13 0.17 1.68 Sandy loam 80 11 9 2.59 32 

SP2 Black gram 0.30 0.29 0.38 1.63 Light clay 43  27  30 2.54 39 
SP3 Black gram 0.31 0.35 0.34 1.60 Light clay 35  31  34 2.54 32 

MTK1 Fallow, plowed 0.15 0.29 0.33 1.58 Clay loam 49  29  22 2.56 39 
MTK2 Sweet corn 0.13 0.23 0.35 1.54 Clay loam 54  30  16 2.58 42 
MTK3 Green gram 0.19 0.29 0.36 1.50 Clay loam 51  34  15 2.57 41 

TT1 Green gram 0.17 0.33 0.30 1.52 Clay loam 42  35  23 2.57 38 
TT2 Horse gram 0.11 0.24 0.31 1.65 Clay loam 48  31  21 2.58 36 

SSB1 Fallow, unplowed 0.18 0.25 0.23 1.81 Sandy loam 68  18  14 2.52 36 
SSB2 Sesame 0.24 0.24 0.26 1.62 Sandy loam 66  19  15 2.54 35 
SSB3 Black gram 0.30 0.34 0.38 1.58 Clay loam 45  32  23 2.55 39 
YZ1 Fallow, unplowed 0.16 0.30 0.39 1.50 Clay loam 49  29  22 2.52 40 
YZ2 Fallow, plowed 0.18 0.29 0.36 1.55 Clay loam 41 36  23 2.49 38 
YZ3 Fallow, unplowed 0.19 0.27 0.10 1.64 Sandy clay loam 67  17  16 2.56 36 

AZY1 Fallow, plowed 0.12 0.18 0.15 1.79 Sandy loam 70  16  14 2.55 30 
AZY2 Fallow, unplowed 0.10 0.17 0.26 1.64 Sandy loam 67  19  14 2.57 36 
AZY3 Fallow, unplowed 0.24 0.19 0.21 1.68 Sandy loam 80  13  7 2.56 35 
KC1 Fallow, unplowed 0.14 0.25 0.30 1.68 Light clay 41  33  26 2.55 34 
KC2 Harvested black gram 0.18 0.17 0.19 1.80 Sandy clay loam 59  19  22 2.56 30 
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2.3.2. Measured infiltration data 
Figure 2-2 shows the cumulative infiltration curve resulting from 23 short-period tests 

(Testshort) and four long-period tests (Testlong). The approximated Kfs (Kfsapp) was calculated from 
the final reading in Testlong, which was the rate when the infiltration change rate reached one 
percent to four percent. The fields of Testlong were DAR6, DAR7, DAR8, and DAR9. The Kfsapp 
vales seemed to affect the soil texture. In DAR 6 and DAR7, with a small Kfsapp, the soil texture 
was clay loam, and in DAR8 and DAR9, with a relatively large Kfsapp, the soil was sandy clay 
loam and sandy loam (see Table 2-1). It was presumed that the Kfs estimates of Testshort would be 
more than 0.8 m h−1 considering the infiltration curve of Testshort and the Kfsapp vales of Testlong. 
 
 

 
Figure 2-2. Measured infiltration data of 23 short-period infiltration tests (Testshort) and four long-
period infiltration tests (Testlong). The approximated Kfs and the names of the tested fields of 
Testlong are shown. 
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To understand the features of the measured and predicted infiltration curve, three 
examples (DAR1, TT2, YZ1) of Testshort using unconstrained and constrained fitting by the Philip 
model are represented in Figure 2-3. The fitting range for constrained fitting was fixed as 
parameter Ap ≥ 0 (mm h−1), and RMSE (mm) was calculated from the differences between the 
predicted and the measured data for cumulative infiltration. 

In DAR1, which is sandy loam and a fallow, unploughed field, the fitting performance 
with constrained fitting was poor, and the large infiltration in the initial stage appeared to fit with 
difficulty. In TT2, which is clay loam and where beans were cultivated, the unconstrained fitting 
curve roughly matched the measured data compared with the constrained fitting. In YZ1, which 
is clay loam and a fallow, unploughed field, the fitting curve approximately matched the measured 
data, regardless of the constraint conditions. In DAR1 and TT2, which produced negative Ap by 
unconstrained fitting in both the measured data, the initial infiltration was larger and the late 
infiltration was smaller than the predicted data with constrained fitting. It was assumed that—
with unconstrained fitting—the shape of the infiltration curve affected the determination of the 
sign of parameter Ap. 
 

 
Figure 2-3 Three examples of Testshort using unconstrained and constrained fitting with parameter 
Ap ≥ 0 (mm h−1) by the Philip model. The RMSE (mm) was calculated from differences between 
the predicted and the measured data for cumulative infiltration. 
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2.3.3. Fitting performance 
The five models, including the Philip model for comparison with other four models, were 

fitted to the measured data using unconstrained and constrained curve fitting. Results of the 
evaluation of the fitting performance for Testshort are presented in Table 2-2. The right-hand 
column of Table 2-2 shows the percentage of fields in which the fitted parameter Kfs was negative 
or was less than 0.1 mm h−1, and asterisks indicate significant differences in fitting performance 
between the unconstrained and the constrained fitting for each model. The fitting tools used for 
unconstrained fitting were the fit function of Gnuplot and the solver function of Excel, although 
the result was the same for both the software. 

In the part of unconstrained fitting, the model with the best fitting accuracy was the 
Mezencev model and those with the worst fitting accuracy were the Philip model. The fitting 
performances of the Swartzendruber, Brutsaert, and Horton models were similar. Regarding 
estimates of Kfs, the Philip, Swartzendruber, Brutsaert, and Mezencev models produced negative 
values for many fields. There were only two fields (MTK3 and AZY2) for which all models 
produced a nonnegative Kfs value. The Horton model gave a nonnegative Kfs value for all fields. 
In the part of constrained fitting, most Kfs values in fields which were negative for unconstrained 
fitting became zero or less than 0.1 mm h−1. Considering the approximated Kfs (Kfsapp) values 
resulting from Testlong (average 7.6 mm h−1 and minimum 0.8 mm h−1), it is unlikely that the Kfs 
value was zero or very small in many fields. The fitting performance of the Mezencev and Philip 
models was significantly reduced by constrained fitting, whereas the Swartzendruber and 
Brutsaert models varied according to fitting tool and constraints. On the other hand, the Horton 
model was less affected by fitting conditions and did not given any negative Kfs values. We 
conclude that constrained fitting did not work well except for the Horton model, and it is necessary 
to consider that the fitting constraints influenced the evaluation of infiltration models on the 
determination of parameters. 
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Table 2-2 Evaluation of fitting performance of models using unconstrained and constrained fitting for Testshort (short-period infiltration test). Bold font 
indicates the best result based on the criteria used. The right-hand column shows the percentage of fields in which the fitted parameter Kfs was negative 
or less than 0.1 mm h−1, and asterisks indicate significant differences in fitting performance between unconstrained and constrained fitting (sample size = 
23).*significant at p < 0.05, **significant at p < 0.03, ***significant at p < 0.01, MAE: mean absolute error, MAPE: mean absolute percentage error, 
RMSPE: root mean squared percentage error. 

Fitting tool and 
condition Model RMSE 

(mm) Rank MAE 
(mm) Rank RMSPE Rank MAPE Rank NSE Rank Rank-

mean 

Negative Kfs 
or Kfs < 0.1 
mm h-1 (%) 

Fit or Solver 
Unconstrained 

fitting 

Philip 1.541 5 1.246 5 0.102 5 0.060 5 0.973 5 5.0 65 
Swartzendruber 1.113 2 0.879 2 0.099 3 0.052 3 0.989 3 2.6 44 
Brutsaert 1.204 3 0.954 3 0.099 4 0.053 4 0.985 4 3.6 65 
Mezencev 0.896 1 0.720 1 0.072 1 0.042 1 0.991 2 1.2 78 
Horton 1.318 4 1.085 4 0.081 2 0.046 2 0.993 1 2.6 0 

Fit 
Constrained 
0 < Kfs < 120 

Philip 4.034*** 5 3.436*** 5 0.157* 4 0.120*** 5 0.910* 5 4.8 65 
Swartzendruber 1.877*** 4 1.531*** 4 0.197*** 5 0.103*** 4 0.948** 4 4.2 30 
Brutsaert 1.269 1 1.019 1 0.109 2 0.059 2 0.983 2 1.6 39 
Mezencev 1.553* 3 1.282* 3 0.120* 3 0.068** 3 0.971 3 3.0 74 
Horton 1.318 2 1.085 2 0.081 1 0.046 1 0.993 1 1.4 0 

Solver 
Constrained 

0 ≤ Kfs 

Philip 4.038** 5 3.437*** 5 0.157* 4 0.120*** 5 0.910* 5 4.8 65 
Swartzendruber 1.834 3 1.519 3 0.125 3 0.071 3 0.982 2 2.8 56 
Brutsaert 2.109** 4 1.820** 4 0.163 5 0.106*** 4 0.950** 4 4.2 74 
Mezencev 1.555* 2 1.281* 2 0.120* 2 0.068** 2 0.971 3 2.2 78 
Horton 1.361 1 1.126 1 0.083 1 0.048 1 0.992 1 1.0 0 

DEoptim 
Constrained 
0≤ Kfs ≤120 

Philip 4.034** 5 3.436*** 5 0.157* 5 0.120*** 5 0.910* 5 5.0 65 
Swartzendruber 1.214 1 0.964 1 0.110 2 0.058 2 0.985 2 1.6 48 
Brutsaert 1.309 2 1.048 2 0.116 3 0.061 3 0.983 3 2.6 35 
Mezencev 1.568** 4 1.296** 4 0.121* 4 0.069** 4 0.970 4 4.0 83 
Horton 1.318 3 1.085 3 0.081 1 0.046 1 0.993 1 1.8 0 

Mean 
Constrained 

Philip 4.035 5 3.436 5 0.157 5 0.120 5 0.910 5 5.0 65 
Swartzendruber 1.642 4 1.338 4 0.144 4 0.077 4 0.972 3 3.8 45 
Brutsaert 1.562 3 1.296 3 0.129 3 0.075 3 0.972 2 2.8 49 
Mezencev 1.559 2 1.286 2 0.120 2 0.068 2 0.971 4 2.4 78 
Horton 1.332 1 1.098 1 0.082 1 0.047 1 0.992 1 1.0 0 
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2.3.4. Influence of infiltration time on accuracy of parameter Kfs estimate 
The relationship between the relative error (RE) for evaluating Kfs estimate accuracy and 

infiltration time are shown in Figure 2-4. The RE was computed from the approximated Kfs (Kfsapp) 
vs. the fitted Kfs in Testlong. The fitted Kfs values were obtained from each cumulative infiltration 
increased by one reading from 30 min after initiating the Testlong. The Kfsapp value was calculated 
from the final reading of Testlong. Samples for which the fitted Kfs value was negative were 
excluded. The target parameters were As for the Swartzendruber, Ab for the Brutsaert, and Ic for 
the Horton model, except for the Philip and Mezencev, due to many fitted Kfs became negative in 
each cumulative infiltration. 

The correlation coefficient for parameters As and Ab was small, indicating that infiltration 
time has little influence on Kfs estimate accuracy. In contrast, the estimate accuracy of Ic was 
strongly correlated with infiltration time. For this model, the longer the infiltration time, the more 
accurate the Kfs estimate becomes. The Horton model therefore has an advantage; the value of Ic 
can be corrected to the tested time. The value of Ic fitted from the measured data for 60 min was 
Ic60 and for 360 min, it was Ic360; the correction formula in case of this field condition was 
represented as Kfs = 0.36 × Ic60 (r2 = 0.940) and 0.93 × Ic360 (r2 = 0.979), respectively. The value 
of Ic60 was overestimated by a factor of approximately 2.8. 
 

 
Figure 2-4 Relationship between infiltration time and Kfs estimate accuracy in Testlong (long-
period infiltration test). The RE was computed from the approximated Kfs vs. the fitted Kfs. The 
approximated Kfs value was calculated from the final reading in Testlong. The fitted Kfs value was 
obtained from each cumulative infiltration increased by one reading from 30 min after initiating 
the Testlong. Samples for which the fitted Kfs value was negative were excluded. (n: sample size) 
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2.3.5. Factor for determining the sing of fitted Kfs 
Differences in the physical properties of soil and infiltration characteristics from fields 

with negative and nonnegative Kfs values in Testshort are presented in Table 2-3. The target models 
were the Mezencev, Philip, Brutsaert, and Swartzendruber models, except for the Holton model, 
which provided nonnegative Kfs value. The percentage contents of soil components and porosity 
are presented as the averages for three layers (0–5, 10–15, and 20–25 cm deep); the initial 
infiltration rate (Iini) was calculated from the first reading and the late infiltration rate (Ilate) was 
calculated from the final reading in Testshort. 

There were statistically significant differences in the sand, silt, silt + clay content, and 
VWC (10–15 cm, 20–25 cm) for the Philip and Brutsaert models. This suggests that the fitting of 
parameter Kfs was influenced by the soil texture and the drying of soil, which was related to the 
soil’s water retention capacity. The Kfs value tends to be negative when the initial moisture content 
of soil is low and sand content is high. Significant differences were observed regarding the ratio 
of the late to initial infiltration rates (Ilate/Iini) for the Philip, Brutsaert, and Swartzendruber models. 
As mentioned above and in Figure 2-3, it was assumed that curve fitting of models failed by 
deformation of the infiltration curve due to decreased Ilate/Iini value caused by the change in the 
absorption capability of the soil as a result of drying. 
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Table 2-3 Differences in physical properties of soil and infiltration characteristics in tested fields where parameter Kfs was negative and nonnegative in 
Testshort (short-period infiltration test). The percentage contents of soil components and porosity are presented as the averages for three layers (0–5, 10–
15, and 20–25 cm deep). VWC: volumetric water content, Iini was calculated from the first reading, and Ilate was calculated from the final reading, n: 
sample size, *significant at p < 0.05, **significant at p < 0.03, ***significant at p < 0.01, Neg: negative, NonNeg: nonnegative. 

Physical properties of soil and 
infiltration characteristics 

Mezencev   Philip and Brutsaert   Swartzendruber 
Neg 

(n = 19) 
NonNeg 
(n = 4) p-value   Neg 

(n = 14) 
NonNeg 
(n = 9) p-value   Neg 

(n = 10) 
NonNeg 
(n = 13) p-value 

Sand content (%) 54 65 0.177  61 48 0.045*  60 53 0.258 

Silt content (%) 25 20 0.303  22 29 0.038*  22 26 0.340 

Clay content (%) 21 14 0.007***  18 23 0.115  18 21 0.254 

Silt + clay content (%) 46 35 0.177  39 52 0.045*  40 47 0.258 

Porosity (%) 36 28 0.388  36 32 0.384  36 33 0.310 

VWC (0–5 cm) (cm3 cm−3) 0.19 0.14 0.273  0.17 0.20 0.506  0.18 0.18 0.985 

VWC (10–15 cm) (cm3 cm−3) 0.25 0.21 0.279  0.23 0.28 0.040*  0.23 0.26 0.240 

VWC (20–25 cm) (cm3 cm−3) 0.29 0.22 0.113  0.25 0.32 0.042*  0.27 0.28 0.786 

Initial infiltration rate (Iini) (mm h-1) 644 616 0.935  813 369 0.093  830 492 0.201 

Late infiltration rate (Ilate) (mm h−1) 30 22 0.709  15 49 0.054  14 39 0.057 

Ilate/Iini 0.12 0.09 0.767   0.03 0.26 0.014**   0.02 0.19 0.014** 
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We analyzed the influence of initial (Iini) and late infiltration rates (Ilate) on the sign of 

Kfs. The target models were the same as the above, the Iini was calculated from the first reading, 
and the Ilate was calculated from the final reading in Testshort. The degree of influence of the value 
of Ilate/Iini on the determination of the sign of Kfs was verified in four models by discriminant 
analysis. The hit ratio, which was the percentage of each group correctly classified, was used as 
an indicator of the degree of influence. The results of the discriminant analysis with 23 samples 
are shown in Figure 2-5. 

The hit ratio of the Mezencev model was 56%, of the Philip and Brutsaert models was 
100%, and of the Swartzendruber model was 78%. For the Philip and Brutsaert models, this 
indicates that the Ilate/Iini value had a strong influence on the fitting and determination of the sign 
of parameter Kfs. As mentioned above in this section, for the Philip and Brutsaert models, it was 
concluded that curve fitting of models failed by deformation of the infiltration curve due to the 
decreased Ilate/Iini value. 
 

 
Figure 2-5 Discrimination analysis on the determination of the sign of Kfs in Testshort (short-
period infiltration test). The target models for this analysis were the Mezencev, Philip, 
Brutsaert, and Swartzendruber models, which provided negative Kfs. Iini was calculated from the 
first reading and Ilate was calculated from the final reading. Neg: negative, NonNeg: 
nonnegative. 
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2.3.6. Influence of difference in initial infiltration on the fitting of parameter Kfs 

To determine how the initial infiltration period affected the fitting of parameter Ap, we 
analyzed the changes in the value of Ap (mm h−1) of the Philip model that was obtained from 
differences in the initial infiltration period (mm) in Testshort. Figure 2-6 shows nine examples of 
changes in the value of Ap. The first value of Ap at rejection time (t) = 0 is fitted by the entire 
infiltration period, and the final value of Ap is fitted by the last four readings as the minimum 
infiltration period from tn−3 to tn, where n is the total number of readings and tn is the last time of 
reading. If the measured data are compatible with the predicted data of the Philip model, the plot 
line of Ap becomes horizontal, because the value of Kfs is constant regardless of the infiltration 
period. In three fields that gave a nonnegative value of Ap, DAR5, MTK3, and YZ1, it was shown 
that the influence of the initial infiltration period was not significant, and the regression lines of 
plotted Ap were nearly horizontal. This suggests that these measured data roughly matched the 
predicted data. On the other hand, in the other six fields that gave a negative value of Ap, it was 
found that initial infiltration did affect the fitting of parameter Ap. When the initial infiltration 
period was rejected, the value of Ap increased rapidly and became positive, except for field KC1. 
In DAR1, the value of Ap less the initial infiltration over 26 min became constant. It was 
considered that this infiltration period approximately fitted the prediction data and that this Ap 

might accurately represent the value of Kfs. However, Ap values of other fields did not become 
constant; therefore, it is necessary to find the optimal time of initial infiltration for best fitting and 
for obtaining appropriate Kfs values. 
 

 
Figure 2-6 Changes in parameter Ap of the Philip model with differences in initial infiltration 
period in nine examples of Testshort (short-period infiltration test). The characters with a number 
in the figure indicate the name of tested field. 
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2.3.7. Rejection of initial infiltration time for best fitting 
The time of initial infiltration analyzed by Equation (2-9) that should be rejected for best 

fitting in nine examples of Testshort are shown in Figure 2-7. The dotted lines (y = x) represent 
predicted data from the Philip model which shows the left-hand side and the right-hand side of 
Equation (2-9) are equal (RMSE = 0). RMSEorigi lines represent the original infiltration data from 
t1 at the time of first reading to tn at the time of the final reading, and RMSEmini lines represent the 
data calculated for the infiltration time from ta to tn in which the RMSE value reached a minimum. 
The number (min) corresponds to the rejected time according to the RMSEmini calculation. 
 

 
Figure 2-7 Rejection of initial infiltration time analyzed by Equation (2-9) for best fitting to the 
Philip model in nine examples of Testshort (short-period infiltration test). RMSEorigi is the value 
of RMSE calculated by the original measured data, and RMSEmini is the minimum value of 
RMSE using the data obtained by rejection the initial infiltration data. The number (min) in 
figures corresponds to the rejected time according to the RMSEmini calculation. 

 
The results of four representative examples are as follows. DAR1 was a field in which 

the measured data were approximately matched to the predicted data by rejecting 26 min for initial 
infiltration. The value of RMSEorigi was 0.248 and that of RMSEmini was zero. DAR1 was the only 
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field out of 23 fields in which the value of RMSEmini was zero. MTK3 was a field in which the 
measured data were roughly matched to the predicted data by rejecting 1.3 min for initial 
infiltration. The value of RMSEorigi was 0.530 and that of RMSEmini was 0.084. DAR5 was a field 
in which the measured data roughly matched the predicted data regardless of the reduction of time 
for initial infiltration. The value of RMSEorigi was 0.139 and that of RMSEmini was 0.063. KC1 
was a field in which the measured data did not approximate the predicted data regardless of the 
reduction of time for initial infiltration. The values of both RMSEmini and RMSEorigi were 0.498, 
which was the highest value for any of the tested fields. In two fields, KC1 and KC2, the measured 
data did not approximate the predicted data even when initial infiltration time was rejected. 
 

2.3.8. Evaluation of revised Kfs 
The parameter Kfs (Ap for Philip, As for Swartzendruber, Ab for Brutsaert, and f0 for 

Mezencev model) was refitted with unconstrained conditions by using the infiltration time 
analyzed by Equation (2-9) for 21 fields in which we conducted Testshort, except for KC1 and KC2. 
For the Philip, Swartzendruber, and Brutsaert models, nonnegative Kfs parameters were obtained 
from all fields, but the Mezencev model gave a negative value in nine fields. Descriptive statistics 
of the value of the parameter Kfs (Ap, As, Ab, f0, Ic for Horton model, and Icc for corrected Ic) and 
reference Kfsref, are presented in Table 2-4 and Figure 2-8. The value of Icc was calculated using 
the correction formula (Icc = 0.36 × Ic60), and we regarded the value of Icc as the most appropriate 
among all the estimates. The value of Ap, As, and Ab estimates were similar, and Icc were closed to 
reference Kfsref. The value of refitted Ap, As, Ab, and f0 overestimated the Kfs value compared with 
Icc and reference Kfsref. However, we found that refitted parameters (Ap, As, Ab, f0) were correlated 
with the value of Ic and Icc, and the determination coefficients (r2) (n = 21) with Icc were Ap = 0.951, 
Ab = 0.932, As = 0.911, and f0 = 0.607. Based on the relationship between refitted parameters and 
Icc values, each parameter could be presented as follows: Ap = Kfs/0.50, Ab = Kfs/0.50, As = Kfs/0.52, 
and f0 = Kfs/0.65. 
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Table 2-4 Statistical description of the value of the parameter Kfs and reference Kfsref in Testshort 
(short-period infiltration test). Sample size: n = 21 except for Mezencev (n = 12). Min: minimum, 
Max: maximum, SD: standard deviation, CV: coefficient of variation. 

Model and equation,  
parameter Kfs (mm h−1) 

Statistic 
Mean Min Max SD CV (%) 

Philip, Ap 28 2.5 128 29 104 
Swartzendruber, As 27 2.6 128 30 111 
Brutsaert, Ab 28 2.3 128 29 104 
Mezencev, f0 28 0.4 113 31 109 
Horton, Ic 40 6.0 149 38 94 
Horton, corrected Ic (Icc) 15 2.2 54 14 94 
Reynolds, reference Kfsref 18 4.3 80 20 112 

 
 

 
Figure 2-8 Box plots (sample minimum, first quartile, median, third quartile, maximum, outlier) 
of estimated Kfs in Testshort (short-period infiltration test). The targets Kfs were Ap for Philip, As for 
Swartzendruber, Ab for Brutsaert, f0 for Mezencev, Ic for the Horton model, Icc for the corrected 
Ic, and reference Kfsref for the Reynolds equation. Sample size: n = 21 except for Mezencev (n = 
12). 
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2.4. Conclusions 

The fitting performance and estimates of parameter Kfs of five infiltration models were 
evaluated to select a suitable model matched to the conditions of tested fields, as popular models 
such as the Philip model often produced negative Kfs values. The results showed that Horton was 
the most useful model; fitting quality was good, and nonnegative values of Kfs were estimated in 
all tested fields, although it tended to overestimate Kfs in short-period tests. The empirical model 
of Mezencev exhibited the highest fitting performance but often gave negative Kfs values. The 
physically based models of Swartzendruber and Brutsaert performed similarly; they had a slightly 
higher fitting performance than the Philip model and gave negative Kfs values in short-period tests, 
as did the Philip model. The Philip, Swartzendruber, Brutsaert, and Mezencev models using 
constrained curve fitting to obtain nonnegative Kfs lowered in fitting quality. 

The physical factors of the soil that gave negative Kfs values were analyzed statistically, 
and the main factor at play was found to be deformation of the infiltration curve due to the 
magnitude of initial infiltration caused by drying of the soil. We demonstrated a method of 
obtaining nonnegative Kfs values by rejecting an initial infiltration period calculated by improving 
the cumulative linearization approach of the Philip model. However, the revised Kfs was 
overestimated relative to reference values, so the correction formula for applying the revised Kfs 
was taken from the relationship between the revised Kfs and Ic of the Horton model. 
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Chapter 3. Measurement of evapotranspiration 
 

Data Features for the Rejection of Bowen Ratio Fluxes 
 

 

3.1. Introduction 
An accurate estimation of the evapotranspiration (ET) that occurs in fields is required to 

determine the amount of irrigation water, water management, and the effective use of water 
resources. Various methods exist to measure and estimate the actual amount of ET. The standard 
method for direct ET measurements has been the use of weighing lysimeters. Although previous 
studies considered lysimeters as the most accurate method to assess ET, installation and 
operational costs are expensive. Also, they are typically considered research devices that are not 
practical for irrigation planning [70]. In the last decades, the eddy covariance has been 
increasingly used for micrometeorological studies of surface fluxes [71]. This method utilizes 
surface fluxes that are mixed in the atmosphere near the surface via turbulence [72]. However, 
measuring instruments, such as a three-dimensional sonic anemometer, are quite expensive and 
challenging to install in developing countries because of the required continuous maintenance and 
security purposes. An alternative to lysimetric measurements and the eddy covariance method is 
the Bowen ratio energy balance (BREB) method [23]. It is widely used to directly estimate ET 
because of its clear physical concept, simple formula, simple data collection, and inexpensive 
measuring instruments. This method is based on the theory that one-dimensional fluxes of 
sensible heat and latent heat can be described in terms of flux–gradient relationships: 

𝐻𝐻 = −𝜌𝜌𝐶𝐶𝑝𝑝𝐾𝐾ℎ
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

 ,  𝑙𝑙𝑙𝑙 = −
𝜌𝜌𝐶𝐶𝑝𝑝
𝛾𝛾

𝐾𝐾𝐸𝐸
𝜕𝜕𝑒𝑒
𝜕𝜕𝜕𝜕

 (3-1) 

Table 3-1 defines the symbols that appear in all equations in this study. For the sign convention, 
lE and H are positive upward, with direction the same as the negative gradients of the air 
temperature and water vapor pressure (Figure 3-1). The turbulent diffusion coefficients of sensible 
heat (Kh) and latent heat (KE) are assumed to be equal in Equation (3-1), and the Bowen ratio (β) 
is defined as follows: 

𝛽𝛽 =
𝐻𝐻
𝑙𝑙𝑙𝑙

=  𝛾𝛾
𝜕𝜕1 − 𝜕𝜕2
𝑒𝑒1 − 𝑒𝑒2

= γ
∆𝜕𝜕
∆𝑒𝑒

 (3-2) 

ΔT and Δe are obtained by measuring air temperature and water vapor pressure or dew point at 
two heights above the top of the canopy within the boundary layer. 
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The equation of latent heat flux based on the energy balance in Equation (3-3) is as follow: 

𝑅𝑅𝑛𝑛 = 𝐻𝐻 + 𝑙𝑙𝑙𝑙 + 𝐺𝐺 + ∆𝑊𝑊 (3-3) 

𝑙𝑙𝑙𝑙 =
𝑅𝑅𝑛𝑛 − 𝐺𝐺 − ∆𝑊𝑊

1 + 𝛽𝛽
 (3-4) 

For the sign convention, energy fluxes Rn, G, and ΔW are positive downward, with direction 
opposite to the air temperature and water vapor pressure of gradients, lE and H (Figure 3-1). We 
applied the change in the stored heat energy flux of water (ΔW) for the paddy field scenario to 
improve the energy balance calculation accuracy. There are no studies that consider ΔW in 
determining the rejection of the BREB calculation fluxes. Positive ΔW values represent the 
amount of heat flux consumed to raise the water temperature, whereas negative values indicate 
the amount of heat flux generated to reduce the water temperature. Section 3.2 describes the 
equation used to calculate ΔW. However, the BREB method has a large number of assumptions 
and constraints. Thus, this method often produces unacceptable sensible and latent heat fluxes in 
practical situations based on the following inherent problems.  

The first problem is that the BREB yields a significantly inaccurate flux magnitude due 
to the fact that when the Bowen ratio (β) approaches −1, the denominator in the BREB formula 
is 1 + β. When β is exactly −1, it is not possible to calculate the fluxes. At sunrise and sunset [73], 
as well as at midday and early afternoon with exposure to cloudy conditions [74], the β value 
approaches −1. Several previous studies have defined a fixed interval in which the β values are 
near −1, for example, β < −0.75 or −1.3 < β < −0.7 [75, 76]. The problems associated with β as it 
approaches −1 depend on the measurement accuracy and resolution limits of the sensors used 
were pointed out [77]. The reduction of the occurrence of this problem requires an increase in the 
accuracy of the thermo-hygrometers was suggested [24]. 

The second problem is that the BREB method yields the incorrect signs (directions) for 
the heat fluxes opposite to the observed vertical differences in the air temperature/water vapor 
pressure. For example, the signs or directions of the calculated latent flux may be positive or 
upward (evaporation), but the observed differences in water vapor pressure are negative or 
downward (condensation). This problem are frequently encountered in the early morning, in the 
late afternoon, during precipitation events, and at nighttime [78], as well as when wind speed is 
less than 0.07 m s−1 due to poor turbulent development [79] and condensing events. 

There are few papers that deal with the data using the BREB method for checking. For 
example, [77] proposed objective criteria for unacceptable fluxes derived from instrument 
resolution limits and physical considerations. [80] reported four conditions when the BREB 
method fails, which are associated with the available energy flux, vapor pressure difference, 
Bowen ratio, and heat fluxes. [81] and [82] discussed the criteria for rejecting inaccurate data and 
rejection procedures. The data subsets that require rejection depend on the climatic characteristics, 
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surface conditions of the observation site, and sensor conditions. However, few previous studies 
have commented on the influence of the differences in observation conditions with respect to the 
rejection parameters. However, the specific meteorological conditions that cause these problems 
are poorly understood. Therefore, the aim of this study is to understand the data features and the 
meteorological conditions when the BREB method fails. We used the dataset observed from six 
agricultural fields over three seasons in Myanmar, where no previous research has been conducted 
regarding measuring ET and energy fluxes in agricultural fields.  

 

 
Figure 3-1. A representation of the energy fluxes at the interface between the air and the surface 
in a paddy field as indicated by the arrows (modified after [15]). The parameter Rn is the net 
radiation, lE is the latent heat flux, H is the sensible heat flux, G is the surface soil heat flux, ΔW 
is the change in the stored heat energy flux of ponded water, Δe and ΔT are the water vapor 
pressure and air temperature differences between heights Z1 and Z2, and ∂e/∂Z and ∂T/∂Z are the 
corresponding water vapor pressure and air temperature gradients, respectively. 
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Table 3-1 A list of the symbols and variables in the equations, figures, and their definitions. 

Symbol Units Description 
ET mm h−1 Evapotranspiration rate 
H W m−2 Sensible heat flux 
lE W m−2 Latent heat flux 
Β – Bowen ratio 
Rn W m−2 Net radiation 
G W m−2 Soil heat flux 
ΔW W m−2 Change in the stored heat energy flux of water 
Ρ kg m−3 Mean air density 
Cp kJ kg−1 °C−1 Specific heat capacity of air at constant pressure (approximately 1.01) 
Γ kPa ℃−1 Psychrometric constant (approximately 0.066) 
Kh and KE m2 s−1 Turbulent diffusion coefficients of sensible heat and latent heat 
K m2 s−1 K = Kh = KE 
Z M Profile height difference 
hi M Height of the sensor above the ground 
Ti ℃ Air temperature at hi 
RHi % Relative humidity at hi 
ei kPa Water vapor pressure at hi calculated from Ti and RHi 
∂T/∂z and ∂e/∂z – Air temperature and water vapor pressure gradients between two heights 
Δθ ℃ Equivalent profile air temperature difference (ΔT + Δe/γ) 
ΔT and Δe ℃ and kPa Differences in observed value of T and e between two heights 
δT and δe ℃ and kPa Differences in true value of T and e between two heights 
ET and Ee ℃ and kPa Resolution limits for air temperature and water vapor pressure 

measurements 
Eθ ℃ Resolution limit in equivalent temperature (ET + Ee/γ) 
CW J m−3 ℃−1 Volumetric heat capacity of water 
dw M Ponded water depth 
Tw(t) ℃ Temperature of ponded water at time t 
Δt S Differences in time of observed temperature of ponded water 
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3.2. Data rejection 

3.2.1. Objective criteria 
The inherent problem of the BREB method arises when β approaches −1 because of the 

denominator in Equation (3-4) and yields the sensible/latent heat fluxes with incorrect signs 
(directions) inconsistent with the observed gradients of the air temperature/water vapor pressure. 
Criteria based on [77] derived from instrument resolution limits and physical consideration for 
determining objectively the unacceptance fluxes were as follows: 
 

3.2.2. Criteria for data with the Bowen ratio approaching −1 
If β approaches −1 in Equation (3-2), the equivalent profile air temperature difference Δθ 

(℃) can be defined as follows: 

Δθ = ΔT + Δe/γ = 0 (3-5) 

The conditions that satisfy β = −1 are ∆T = ∆e/γ = 0 and ∆T = −∆e/γ. The field conditions that 
satisfy these conditions in practice, however, are unclear. The feature where β approaches −1 is 
associated with the measurement accuracy and resolution limits of the thermo-hygrometers. The 
measurement resolution limits with respect to the air temperature and water vapor pressure are 
denoted as ET and Ee, respectively. The relationship between the true air temperature difference, 
δT, and the observed air temperature difference, ΔT, can be expressed as follows: 

∆𝜕𝜕 − 2𝑙𝑙𝑇𝑇  <  𝛿𝛿𝜕𝜕 <  ∆𝜕𝜕 + 2𝑙𝑙𝑇𝑇 (3-6) 

Similarly, for water vapor pressure, the following relationship can be obtained:  

∆𝑒𝑒 − 2𝑙𝑙𝑓𝑓  <  𝛿𝛿𝑒𝑒 <  ∆𝑒𝑒 + 2𝑙𝑙𝑓𝑓 (3-7) 

By substituting Equations (3-6) and (3-7) into Equation (3-5), the following relationship can be 
obtained: 

∆𝜕𝜕 − 2𝑙𝑙𝑇𝑇 + (∆𝑒𝑒 − 2𝑙𝑙𝑓𝑓)/𝛾𝛾 < 𝛿𝛿𝛿𝛿 < ∆𝜕𝜕 + 2𝑙𝑙𝑇𝑇 + (∆𝑒𝑒 + 2𝑙𝑙𝑓𝑓)/𝛾𝛾 (3-8) 

When β = −1, 𝛿𝛿𝛿𝛿 = 0 and the resolution limit in equivalent temperature can be defined as Eθ = 
Ee/γ + ET; therefore, the following relationship can be obtained: 

−Δe/γ − 2Eθ < ΔT < −Δe/γ + 2Eθ (3-9) 

By combining Equatoin (3-2) and (3-9), the criterion for the range of β that yields significantly 
inaccurate flux magnitudes due to the fact that β approaches −1 can be obtained: 

−1 − 2γEθ < β < −1 + 2γEθ (3-10) 
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3.2.3. Criteria for data with incorrect sign of fluxes 

This problem is a physical paradox due to the direction of the calculated sensible (or 
latent) heat fluxes and the fact that the vertical differences in the observed air temperature (or 
water vapor pressure) are opposite. This criterion equation can be expressed by combining 
Equation (3-2) and (3-3): 

∆𝑒𝑒/𝑙𝑙𝑙𝑙 = γ∆𝜕𝜕/𝐻𝐻 = γΔ𝛿𝛿/(𝑅𝑅𝑛𝑛 − 𝐺𝐺 − ∆𝑊𝑊) < 0 (3-11) 

The assumption of the BREB method is that the sign of both Rn−G−∆W and γΔθ must be identical. 
Thus, the cases for rejection occur when γΔθ > 0 and Rn−G−∆W < 0 or γΔθ < 0 and Rn−G−∆W > 
0 based on the Equation (3-11). It is unclear which condition often occurs in practical applications, 
and the magnitude of the measurement errors for the available energy flux and air temperature 
and water vapor pressure differences is related to this problem. 

The latent and sensible heat fluxes can be calculated based on the product of the turbulent 
diffusion coefficient (K = KE = Kh), air temperature/water vapor pressure differences, and several 
physical constants from Equation (3-1). The signs of the sensible/latent heat fluxes and air 
temperature/water vapor pressure differences must be identical. In other words, this problem 
yields a negative turbulent diffusion coefficient (K < 0) owing to measurement errors and 
resolution limits of the sensors, resulting in a physical paradox. 
 

3.2.4. Meteorological conditions when the BREB method fails 
Table 3-2 shows the rejection type classified by meteorological conditions which were 

derived from the earlier mentioned objective criteria modified after [80]. 
 
Table 3-2 Rejection type when the BREB method fails classified by meteorological conditions 
(modified after [80]) 

Rejection type Meteorological conditions 
A Rn−G−ΔW > 0 β < −1 + 2γEθ/Δe Δe > 0 ΔT > 0 
B    ΔT < 0 
C  β > −1 + 2γEθ/Δe Δe < 0 ΔT > 0 
D    ΔT < 0 
E Rn−G−ΔW < 0 β > −1 − 2γEθ/Δe Δe > 0 ΔT > 0 
F    ΔT < 0 
G  β < −1 − 2γEθ/Δe Δe < 0 ΔT > 0 
H    ΔT < 0 

The symbols in meteorological conditions are defined in Table 3-1. Rn−G−ΔW denotes the available energy 
flux, and 2γEθ/Δe is twice the resolution limits in equivalent water vapor pressure with dimensionless 
quantity. 
  



  

38 

 Measurement of evapotranspiration 
3.3. Materials and Methods 

3.3.1. Study site and observation conditions 
Figure 3-2 shows the location of the study site and micrometeorological equipment used. 

Micrometeorological observations were conducted at the experimental fields (latitude: 19.8°; 
longitude: 96.3°) of the Department of Agricultural Research, Ministry of Agriculture, Livestock 
and Irrigation, Myanmar, located in Zayarthiri Township in the Naypyidaw Union Territory at an 
elevation of 100 m above mean sea level. The area has a moderate monsoon climate with an 
average annual rainfall of 1,100 mm, where approximately 75% of the precipitation occurs during 
the monsoon season (i.e., between June and September). The soil texture of the fields at the study 
site is mainly sandy loam and clay loam. Tthe physical properties of the soil in these fields were 
described in the Section 3.2. 

Table 3-3 lists the observed conditions and periods of data analysis. Observations were 
taken from six agricultural fields growing five crops (rice, sunflower, sesame, maize, and 
groundnut) over three seasons (dry, monsoon, and post-monsoon). For the data analysis, the 
monsoon and post-monsoon seasons were segmented into first (early) and second (late) half 
periods. The analysis periods were from after planting or sowing to before harvesting, and the 
crop heights were recorded at the beginning and end of the analysis period. Irrigated fields were 
used for paddy rice during the dry season (PrD), paddy rice during the late monsoon (PrM2), and 
sesame during the dry season (SsD). For the SsD, the amount of irrigation was 185 mm, and the 
frequency was five times. These measurements were not recorded for the paddy fields (PrD and 
PrM2). Maize cultivation in the early monsoon (MzM1) was stopped on July 15, 2018, because of 
heavy rain, but meteorological observations continued. 

 
Figure 3-2. (a)The location of observation site showing (b) the micrometerological observation 
station in agricaltural experiment fields. 
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Table 3-3 Observation conditions for the flux calculations. The periods are from after planting or 
sowing to before harvesting, and the crop heights were recorded at the beginning and the end of 
the peirod. 
Crops Seasons Periods (84 days) Abbreviation Crop height (m) 
Paddy rice Dry Feb 4–Apr 28 (2017) PrD 0.15–0.94 
Sesame Dry Feb 4–Apr 28 (2018) SsD 0.03–1.10 
Maize Early monsoon Jun 7–Aug 29 (2018) MzM1 0.20–1.50 
Paddy rice Late monsoon Aug 1–Oct 23 (2017) PrM2 0.15–0.86 
Groundnut Early post-monsoon Sep 14–Dec 6 (2018) GnPm1 0.09–0.40 
Sunflower Late post-monsoon Nov 8 (2017)–Jan 30 (2018) SfPm2 0.07–1.00 

 

3.3.2. Observation data for the BREB method 
A tripod micrometeorological station was installed with a height of 2.8 m that can be 

easily relocated for observation in different fields. There were seven elements of 
micrometeorological observations. The net radiation was calculated based on the sum of the 
shortwave/long-wave radiation with the upward/downward directions observed using solar 
radiometers (PCM-01NB-L3CS, PREDE Co, Tokyo, Japan) for the shortwave radiation with 
output accuracy of ±3% and infrared radiometers (PRI-01B-L3CS, PREDE Co, Tokyo, Japan) for 
the long-wave radiation with the output accuracy of ±5%. The soil heat flux was recorded using 
a heat flux sensor (PHF02-L5CS, PREDE Co, Tokyo, Japan), and the wind speed was obtained 
using an anemometer (03101Y-L3CS, RM Young, Traverse, Michigan, USA) at a height of 2.8 
m. The measurement of dew-point temperature is common in the estimation of water vapor 
pressure on the BREB method. However, we estimated the water vapor pressure using the values 
of air temperature and relative humidity observed using thermo-hygrometers (i.e., air temperature 
and capacitive relative humidity sensor instrument) (HMP110, Vaisala, Helsinki, Finland) with 
multiplate radiation shields (FP1806, Field Pro, Tokyo, Japan) because a simplified observation 
system was required in Myanmar. Many previous studies on the BREB method also used a 
capacitive humidity sensor as an alternative to a dew-point hygrometer [116]. [82] showed a 
reasonable agreement between the BREB method using a thermo-hygrometer and that substituted 
with dew-point hygrometer with magnitudes of error at most 2% for relative humidity and 0.3℃ 
for air temperature. For relative humidity, the accuracy of HMP110 is ±1.5% in the range of 0–
90% and ±2.5% in the range of 90–100%, and for air temperature, the accuracy of HMP110 is 
±0.2℃ in the range of 0–40℃ and ±0.4℃ in the range of 40–80℃. Hence, the use of the HMP110 
is adequate except for high-temperature condition. 

For installation heights for thermo-hygrometers, h1 was from 0.5 to 1.5 m for the paddy 
rice, sunflower, and maize fields depending on crop heights, while other crops with low plant 
height had a fixed height of 1.0 m. Height h2 was at 2.5 m for all crops. For the change in the 
stored heat energy of water (ΔW) in paddy fields exposed to flooding conditions, the capacitance 
sensor, which was installed near the meteorological station, was used to measure the ponded water 
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depth, dw, and water temperature, Tw(t), at time t with a data logger (WT-VO250, TruTrack, 
Christchurch, New Zealand). The parameter ΔW was calculated with the following equation: 

∆𝑊𝑊 = 𝐶𝐶𝑤𝑤𝑑𝑑𝑤𝑤
𝜕𝜕𝜕𝜕𝑤𝑤
𝜕𝜕𝑡𝑡

= 𝐶𝐶𝑤𝑤𝑑𝑑𝑤𝑤
𝜕𝜕𝑤𝑤(𝑡𝑡+1) − 𝜕𝜕𝑤𝑤(𝑡𝑡)

∆𝑡𝑡
 (3-12) 

For the meteorological observation data, an average 10 min interval sampling value was 
based on a 10 s sampling recorded by the data logger (CR1000, Campbell Scientific, Logan, UT, 
USA). The water level and temperature for ΔW were recorded at 30 min intervals. In this study, 
the data used to determine rejection were the hourly values, which were the averages of the 
corresponding six 10 min interval values of the meteorological data and two 30 min interval 
values for ΔW. For preliminary analysis, we compared the rejection rate of the calculated fluxes 
using 30 min and 60 min interval values based on the criteria of Equation (3-10) and (3-11), but 
the result of both intervals was nearly identical. 
 

3.3.3. Thermo-hygrometer resolution limits 
The measurement resolution limits, which depend on the sensor and data logger, are 

necessary to be determined if the data require rejection using the objective criteria. Common 
thermo-hygrometers have no specifications on the resolution limits because they are analog signal 
output devices. The aforementioned previous studies have estimated the resolution limits based 
on the accuracy and error magnitude of the measurement used [24, 78, 80], despite differences 
between the resolution limit and the accuracy of the sensor. In this study, the resolution limits 
were set to a theoretical value calculated using the range of the data logger arithmetic processing 
as follows: the bit number of the data logger CR1000 was 13 bits (213 = 8,192), the available range 
of input voltage in the logger was ±2500 mV, and the minimum input value corresponding to the 
resolution limit was 5000 mV/8192 = 0.61 mV, which converts to 0.06°C for the thermometer 
and 0.005 kPa for the hygrometer. In previous studies, for example, the estimated values of the 
resolution limit for temperature and water vapor pressure were 0.01°C and 0.01 kPa in [80], 
0.07°C and 0.05 kPa in [78], and 0.1°C and 0.04 kPa in [24], respectively. 
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3.3.4. Characteristics of unacceptable data 

First, we compared the hourly median value of each meteorological element in the period 
of time when Rn ≥ 0 and Rn < 0 to understand the differences in the meteorological characteristics 
for each observation. Secondly, we examined the hourly rejection frequencies during the 
observation period using objective criteria for unacceptance data with Bowen ratios approaching 
−1 and with incorrect flux signs based on Equations (3-10) and (3-11) to clarify the data features 
that require rejection. 
 

3.4. Results and Discussion 

3.4.1. Meteorological characteristics of each observation 
Table 3-4 lists the meteorological observation values in the time when Rn ≥ 0 and Rn < 0 

(i.e., daytime and nighttime) for each observation. The sample size of each observation was 2016 
for 84 days, with data descriptions for the hourly median values except for rainfall and lE < 0; 
that is, the rainfall was the total amount, and lE < 0 was a percentage of the data that had a negative 
lE value. 

The available energy flux at the surface (Rn−G−ΔW) when Rn < 0 during the monsoon 
(MzM1 and PrM2) was more than 0 W m−2 due to the downward infrared radiation (i.e., radiant 
heat by atmosphere). As the results, air temperature did not easily drop and the values of ΔT and 
Δe were small, and Δθ was nearly zero, where MzM1 was closest to zero. The meteorological 
conditions at MzM1 during the night indicate that the Bowen ratios tend to approach −1 based on 
the Equation (3-5). In the PrD at the time of Rn < 0, the majority of the calculated latent heat 
fluxes (95%) had negative values under the condition with large Δe and ΔT, since the ground 
surface of paddy field was ponded with exposure to the night dry air, and condensation could 
likely occur due to cooling effect of surface temperature at nighttime. In the majority of the 
observation conditions during the time of Rn < 0, the ΔT values were negative and the wind speed 
characterizes a slight breeze, which indicates that surface air was less likely to move vertically 
and maintains stable conditions at the surface. It may affect evaluations of the BREB method, 
which requires the measurement of ΔT and Δe, due to decreased turbulent development. 
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Table 3-4 Meteorological observation values of each period in the time when Rn ≥ 0 and Rn < 0. 
   Period of time when Rn ≥ 0  Period of time when Rn < 0 
Elements Units Dry Monsoon Postmonsoon   Dry Monsoon Postmonsoon  
    PrD SsD MzM1 PrM2 GnPm1 SfPm2 All  PrD SsD MzM1 PrM2 GnPm1 SfPm2 All 
Sample size 846  828 1021 968 863 803 5329  1170 1188 995 1048 1153 1213 6767 
Rn  W m−2 390 392 228 322 360 315 332  −69 −72 −10 −13 −49 −60 −48 
G W m−2 28 71 13 16 36 58 30  −30 −32 −17 −19 −32 −24 −25 
ΔW W m−2 0 Na na 12 na na 1  −2 na na −6 na na −3 
Rn − G − ΔW  W m−2 351 300 215 274 297 224 274  −28 −39 8 12 −17 −36 −21 
T2 ℃ 32 32 28 29 30 28 30  23 23 26 26 24 21 25 
RH2  % 49 49 82 78 69 61 70  76 76 92 93 92 88 84 
e2 kPa 2.0 2.2 3.2 3.3 2.9 2.2 2.9  2.0 2.1 3.0 3.1 2.8 2.1 2.6 
ΔT ℃ −0.10 1.0 0.25 −0.07 0.30 0.49 0.22  −0.40 −0.88 −0.05 0 −0.19 −0.28 −0.20 
ΔRH % 2.7 −0.54 0.32 1.7 0.59 −0.11 0.61  3.4 5.2 0.63 0.53 2.0 1.7 1.8 
Δe kPa 0.11 0.09 0.06 0.06 0.07 0.05 0.07  0.05 0.04 0.01 0.02 0.03 0.01 0.02 
Wind speed m s−1 1.7 1.4 2.3 1.4 1.5 1.6 1.7  0.3 0.3 1.3 0.01 0.4 0.3 0.4 
Δθ ℃ 1.6 2.4 1.2 0.73 1.4 1.3 1.4  0.33 −0.15 0.10 0.30 0.22 −0.14 0.15 
γΔθ kPa 0.11 0.16 0.078 0.048 0.096 0.088 0.092  0.022 −0.010 0.006 0.020 0.015 −0.009 0.010 
Rainfall mm na 2 320 320 47 11 700  na 23 264 673 115 50 1125 
Rate of lE < 0 % 0.5 1 0.4 7 1 2 2  95 54 29 27 63 67 56 
The sample size of each observation was 2016 for 84 days. Hourly median values except for rainfall and lE < 0 are described, rainfall denotes the total amount, 
and the rate of lE < 0 refers to the percentage of the data that have negative lE values. Δθ is ΔT +Δe/γ and γΔθ is γΔT + Δe. Na denotes not available or without 
observation. The abbreviations of each observation period representing seasons and crops are defined in Table 3-3. 
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1.1.1. Data feature when the BREB method fails 
Table 3-5 lists the rejection rates for the rejection types based on Equations (3-10), (3-11), 

and Table 3-2. Figure 3-4 shows the rejection frequency rates (per hour) in the day for each 
observation, with a sample size in each observation of 2016 for 84 days. As shown in Table 3-5, 
the total rejection rates of each observation, which satisfy the objective criteria that include the 
inaccurate flux magnitudes when β approaches −1 (β = −1) or the incorrect flux sign opposite to 
the gradients of air temperature/water vapor pressure (K < 0), were 56% for PrD, 49% for MzM1, 
40% for SfPm2, 40% for PrM2, 37% for GnPm1, and 33% for SsD. Approximately 30% of the 
rejection data for each observation duplicated rejection type of β = −1 and K < 0. The rejection 
frequency varied depending on the observation conditions, but the majority of the rejections likely 
occurred during the nighttime (Figures 3-4ab). The percentage of nighttime rejection (from 18:00 
to 6:00) to the total rejection for the PrD, SsD, MzM1 PrM1, GnPm1, and SfPm2 were 98%, 53%, 
88%, 58%, 61%, and 59%, respectively. Most of the nighttime data in PrD were unacceptance, 
which should be related to the highest frequency rate of yielding lE < 0 (95%) shown in Table 3-
4, that is, condensation condition in the time when Rn < 0. 

As shown in Figure 3-4a, the frequent occurrences of rejection were (1) for β = −1 from 
22:00 to 6:00 for the MzM1 and (2) for K < 0 from 18:00 to 6:00 for the PrD and from 17:00 to 
18:00 at sunset for PrD and SfPm2. The highest rejection rate for β = −1 was the MzM1, which is 
46% (Table 3-5 and Figure 3-4a). The relationship between ∆T and ∆e in which Bowen ratio 
approaches −1 for the MzM1 would be satisfied because ∆T ≅ ∆e/γ ≅ 0 (Table 3-4). On the other 
hand, the lowest rejection rate for β = −1 was the SsD (19%) having large values of ∆T and ∆e; 
in this case, the relationship between ∆T and ∆e when β approaches −1 would be satisfied because 
∆T ≅ −∆e/γ. It suggests that the rejection for β = −1 associated with the measurement error due to 
the resolution limits of thermo-hygrometer is less likely to occur in the seasons when the 
difference in the air temperature and water vapor pressure is large. The highest rate for K < 0 was 
the PrD, which is 47% (Table 3-5), having the highest value of Δe (Table 3-4). Since the available 
energy flux (Rn−G−ΔW) at the nighttime naturally has a negative value, thus, based on the 
Equation (3-11), the conditions that yielded incorrect flux signs (K < 0) at the night must be the 
satisfaction of the condition γΔθ > 0 (or Δe > −γΔT). Thus, the conditions of the PrD contributed 
the determination of γΔθ > 0; that is, the flooded ground surface exposed to a dry atmosphere 
under the negative available energy flux resulted in γΔθ > 0, because the value of Δe became 
highly positive and ΔT easily yielded small negative values. Similarly, we assumed that changes 
in the amount of surface soil moisture during the dry season due to the irrigation supply and 
rainfall influence the increase in γΔθ positively, which yield fluxes with incorrect sign. On the 
other hand, for the SsD with the same season as the PrD, the rejection rate of K < 0 was low (22%) 
as shown in Table 3-5 with the highest negative value of ΔT at nighttime. The magnitude of the 
negative ΔT value due to the effect of ground surface cooling during the night could have forced 
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the value of γΔθ to a negative value. 

The majority of rejection on the meteorological elements was F condition (i.e., Rn−G−ΔW 
< 0, β > −1 − 2γEθ/Δe, Δe > 0, and ΔT < 0) for the observations except for the monsoon (Table 3-
5 and Figure 3-4b). This could be a result of the condensation condition due to fact that ΔT was 
negatively large under the high humidity and stable condition in the nighttime (Table 3-4). For 
the monsoon, the rejection occurrence was multiple conditions (i.e., A, B, E, and F conditions), 
which may be a result of the fact that the rainfall and small air temperature/relative humidity 
difference affected the rejection determination. In other words, the BREB method during the 
monsoon could be susceptible to measurement errors and resolution limits with respect to the use 
of a specific instrument. 
 
Table 3-5 The rejection rates (%) based on the rejection types with Bowen ratio approaching −1 
and with incorrect flux sign defined by  (10) and (11) and classified by meteorological conditions 
presented in Table 3-2. 

Rejection types Dry Monsoon Post-monsoon All PrD SsD MzM1 PrM2 GnPm1 SfPm2 
β = −1 27 19 46 30 21 31 29 
K < 0 47 22 18 17 27 22 26 
β = −1 and K < 0 18 8 15 8 11 13 12 
β = −1 or K < 0 56 33 49 40 37 40 43 
A 0 0 7 11 0 1 3 
B 3 2 25 12 5 4 9 
C 0 0 1 0 0 0 0 
D 0 0 4 0 1 1 1 
E 1 3 1 6 1 4 3 
F 51 28 10 11 30 28 26 
G 0 0 0 0 0 0 0 
H 1 0 1 0 0 2 1 

β = −1: significantly inaccurate flux magnitudes when Bowen ratio approaches −1. K < 0: incorrect flux 
direction opposite to the observed air temperature/water vapor pressure gradients. Alphabets for rejection 
of meteorological conditions are defined in Table 1. Sample size for each condition was 2016 hourly data 
for 84 days. The abbreviations for the observation conditions are defined in Table 3. 



 

45 

Measurement of evapotranspiration  

 

Figure 3-3  (a) Hourly rate of each rejection overlaid with Bowen ratio approaching −1 (β = −1), 
with incorrect flux sign (K < 0), and with either β = −1 or K < 0. (b) Hourly rate of the total 
rejection classified by meteorological conditions (A to H) defined in Table 3-2. The sample size 
of each observation for (a) and (b) was 2016 hourly data points for 84 days. The abbreviations for 
the observation conditions are defined in Table 3-3. 
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3.5. Conclusions 

Using the hourly meteorological data from six agricultural field sites in three different 
climate conditions (PrD, SsD, MzM1, PrM2, GnPm1, and SfPm2) in Myanmar, we performed 
rejection determinations for the BREB calculation flux based on the criteria for data with the 
Bowen ratio approaching −1 and the incorrect sign of fluxes. 

Rejection rates produced significantly inaccurate flux magnitudes due to Bowen ratios that 
approached −1 for all observation conditions at 29%, a 26% rate of obtaining incorrect flux signs, 
and a 43% rate for the overall rejected data. The highest rejection rate was 56% for PrD and then 
followed by 49% for MzM1. The majority of the rejected data occurred during the nighttime, with 
rejection frequencies of 98% and 88% for PrD and MzM1, respectively, as well as the rejection of 
most calculated negative latent fluxes. This study showed not only limitations associated with 
measurement accuracy due to ∆T ≅ ∆e/γ ≅ 0 but also meteorological conditions that spontaneously 
satisfy ∆T ≅ −∆e/γ because the Bowen ratio approaches to −1. We found that the main factor for 
rejection was predominantly caused by the condition that satisfies ∆T ≅ −∆e/γ during the dry 
season, during which large differences in the air temperature/water vapor pressure occur. Also, 
we found that rejection was due to the condition that satisfies ∆T ≃ ∆e/γ ≃ 0 in the monsoon season 
where small differences in air temperature/water vapor pressure occur. The majority of the 
rejected data yielded incorrect flux signs that satisfied γΔθ > 0 with exposure to negative available 
energy flux. The meteorological condition that increases Δe positively and decreases ∆T 
negatively contributed to the satisfaction of γΔθ > 0, such as a situation in flooded or high 
moisture surface exposed with dry night air. Rejected data are susceptible to measurement errors 
associated with a specific instrument during the period when the available energy flux and 
differences in air temperature/water vapor pressure are often nearly zero. 

Taken togher, the BREB method cannot be applied under the conditions that the water 
vapor pressure gradient is positive (latent heat flux is upward) and the air temperature gradient is 
negative (sensible heat flux is downward), such as in a paddy field during nighttime in the dry 
season. Under the above observation conditions, the aerodynamic method by adding another wind 
speed in the BREB observation system (i.e., to observe the specific humidity and wind speed at 
two heights) can be suggested to estimate proper fluxes at the above conditions instead of the 
BREB method. 
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Chapter 4. Evapotranspiration Model Estimation 
 

Simple and Two-Level Hierarchical Bayesian Approaches for 
Parameter Estimation with One- and Two-Layer Evapotranspiration 
Models of Crop Fields 
 
 

4.1. Introduction 

Evapotranspiration (ET) is the process of moving water from vegetation to the atmosphere 
by a combination of soil water evaporation (E) and crop transpiration (T). The measurement and 
prediction of ET are essential for many applications in agriculture, such as irrigation scheduling, 
crop yield forecasting, and general hydrologic studies [83]. ET and its components can be directly 
measured using lysimeter, sap flow, eddy covariance, and stable isotope techniques [84, 85]. How-
ever, these methods are expensive and labor intensive. Several models of ET have been developed 
since the 1950s. Over the last decade, the two-layer Shuttleworth–Wallace (SW) 
evapotranspiration model, which is physically sound and rigorous, has been widely used, and has 
shown performance superior to that of one-layer models such as the Penman–Monteith model 
(PM) [86] for different types of sparse crops, and different climatic conditions [29–32, 87, 88]. 
The SW model calculates ET as the sum of the PM equation for E and T, weighted by a set of 
coefficients that represent the combination of soil and canopy resistance [89]. However, the 
practical application of this approach is somewhat limited, since it is a highly complex model 
with a large number of specific parameters [31], which are both difficult and expensive to 
continuously measure under field conditions [33]. The most widely used approach to the 
estimation of parameter for the model is fitting to observed values by trial and error, using an 
approach such as a least-square method. However, this approach does not take into account the 
uncertainty in the model estimation process [34, 90]. When the least-square criterion is used, 
outliers can strongly influence the final values of the parameters, and can therefore introduce 
significant bias into the estimated model parameters [91]. 

Bayesian approaches have recently been used to simultaneously estimate the model 
parameters against the ET observed in the field [35]. These approaches have been used in 
grassland [36], for maize [37], for jujube [38], and for maize, vegetables, and fruit trees [39]. The 
Bayesian approach combines the probability distributions of model parameters based on the prior 
probabilities for magnitude and uncertainty, using observed data to generate the posterior 
distributions of the parameters. This approach allows the quantification of model inputs, 
parameters, and output uncertain-ties, and also takes into account prior knowledge for all 
parameters, and makes allowance for unknown influences [40]. 
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However, these studies used a non-hierarchical Bayesian (HB) approach for parameter 

estimation. This approach cannot take into account sources of uncertainty such as variations in 
observed conditions or measurement errors in the model parameter estimation process. Using the 
non-hierarchical approach, the results are based on a specific set of parameter estimates, which 
are obtained in a specific observation group, under specific conditions, at a specific time. These 
results therefore cannot necessarily be generalized across different conditions and groups [41]. It 
is critical to consider the effects on the parameters of changes in season and observed conditions 
when simulating ET over long periods [38]. To improve parameter estimation, therefore, a 
Bayesian model with a hierarchical structure should be used, to take into account the variations 
in crop growth and seasonal fluctuations within a dataset. In a hierarchical model, individual 
parameter estimates are assumed to come from a group level distribution, such crop growth stages 
and observation periods, and can account for both differences and similarities between groups 
[92]. 

The objectives of this study, therefore, were: (1) to estimate the parameters of the SW and 
the PM models using simple non-hierarchical Bayesian (SB) and two-level HB approaches 
against ET data collected in the field for different crops and seasons, in Myanmar; (2) to compare 
the posterior distributions of the model parameters obtained using the SB and HB approaches; (3) 
to analyze the effects of variation in observation conditions on the posterior mean values of 
parameters calibrated using the HB approach in the SW and PM models; and (4) to assess the 
performance of models parameterized using either the SB or the HB approach on the estimation 
of daily ET. We calculated ET using the Bowen Ratio Energy Balance (BREB) method [23] at 
five agricultural fields over three seasons from 2017 to 2019 in Myanmar, where few studies on 
ET have been conducted. Thus, little data exists concerning crop water requirements and the water 
balance of agricultural fields. One of the most important problems with respect to agriculture in 
Myanmar is the shortage of irrigation, which leads to low productivity [93]. We expect that this 
study will not only improve the method of model parameter calibration, but also contribute to the 
practical application of ET models, increasing the efficiency of water use. 
 

4.2. Materials and Methods 

4.2.1. Study Sites and Observation 

The study sites were experimental fields of the Department of Agricultural Re-search in 
the Zayarthiri Township of Naypyidaw (latitude 19°49.5′ N, longitude 96°16.44′ E, 100 m above 
sea level) (Figure 4-1a). This area has a moderate monsoon cli-mate, with an average annual 
rainfall of 1,100 mm, of which about 75% falls during the monsoon season, between June and 
September. The observation of ET using the BREB method was conducted using a tripod 
micrometeorological station installed at five agricultural experimental fields growing five crops—
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rice, sunflower, sesame, and groundnut—over three seasons—dry, monsoon, and post-
monsoon—from 2017 to 2019 (Figure 4-1b). The abbreviations of each observation, representing 
seasons and crops [i.e., sesame in the dry (SsD), paddy rice in the dry (PrD), paddy rice in the 
mon-soon (PrM), groundnut in the post-monsoon (GnPm), sunflower in the post-monsoon (SfPm) 
seasons], are defined in Table 4-1. The soil at a depth of 0–70 cm in the study fields was primarily 
sandy loam and clay loam with poor organic matter content, and partially contained a layer of 
loam and loamy sand. Due to the limited dataset in Myanmar, only PrD2 was used to validate the 
model parameters. The other observations were used for the calibration. The calibration period 
for the parameters of the ET model was 87 days for all observations. In the HB approach, the 
parameters were calibrated using a dataset of 87 days which was divided equally into three 
calibration periods of 29 days each considering three growth stages of crops (i.e., vegetative, 
reproductive, and ripening stages). The irrigated fields included both paddy rice and SsD fields, 
the soil condition of paddy field is almost saturated duration the observation, thus, the amount of 
water provided by basin irrigation was only observed for SsD. 
 

 
Figure 4-1. (a) experiment fileds location and (b) fields where evapotranspiration was observed. 
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Table 4-1 Conditions of observation of crops, seasons, cultivation schedules, and soil, and 
calibration/validation periods for model parameters using Bayesian approaches. 

Abbrev. Crops Seasons Sown Day/Harvested 
Day Soil Texture Periods (87 Days) 

Calibration     data 

SsD Sesame Dry 5 February/15 May Clay loam 5 February–2 May 
2018 

PrD1 Paddy rice Dry 27 January/11 June Sandy loam 24 February–21 May 
2019 

PrM Paddy rice Monsoon 31 June/30 November Sandy loam 1 August–26 October 
2017 

GnPm Groundnut Post-
monsoon 

12 September/12 
January Sandy loam 14 September–9 

December 2018 

SfPm Sunflower Post-
monsoon 31 October/30 January Sandy loam 8 November 2017–2 

February 2018 
Validation      

PrD2 Paddy rice Dry 1 February/30 May Sandy loam 4 February–1 May 
2017 

 
The BREB ET observation system was composed of thermo-hygrometers (air temperature 

and capacitive relative humidity sensor instruments) (HMP110; Vantaa, Vaisala, Finland) with 
multi-plate radiation shields (FP1806; Field Pro, Tokyo, Japan) located at 1.0 m and 2.5 m above 
ground level; solar radiometers (PCM−01NB−L3CS; PREDE Co., Tokyo, Japan) for shortwave 
radiation and infrared radiometers (PRI−01B−L3CS, PREDE Co,. Tokyo, Japan) for long-wave 
radiation; a heat flux sensor (PHF02−L5CS; PREDE Co. Tokyo, Japan); and an anemometer 
(03101Y−L3CS; RM Young, Traverse City, MI, USA). These data were automatically logged 
every 10 min using a data logger (CR1000; Campbell Scientific Inc., Logan, UT, USA). The soil 
moisture content was observed using capacitance sensors (GS-1; METER Group Inc., Pullman, 
WA, USA) installed in each field, which recorded into a data logger at 30 min intervals (Em50; 
METER Group Inc., Pullman, WA, USA). The daily mean datasets were used for the ET 
calculation of the BREB and the simulation of the SW model. We did not measure the leaf area 
index (LAI), and no research into LAI has been conducted in Myanmar. The LAI plays important 
roles in determining the coefficients of soil surface and canopy resistances in ET models, for 
weighting ET partitioning into E and T. However, since in this study we did not aim to rigorously 
evaluate ET by the models, we estimated the values of LAI from plant height using formulas from 
the literature, as described below. 
  



 

51 

 Model Estimation 

4.2.2. Evapotranspiration Model 

4.2.2.1. Two-Layer Model Based on the SW Model 
The SW model is composed of the sum of two terms, E and T, as follows: 

λ𝑙𝑙𝜕𝜕 = λ𝑙𝑙 + λ𝜕𝜕 = Cs𝑙𝑙𝜕𝜕s + Cc𝑙𝑙𝜕𝜕c (4-1) 

where the latent heat flux (λET) is the sum of the latent heat of water evaporation of the soil 
surface (λE) and crops (λT), respectively (W m−2). Cs and Cc represent the soil surface and canopy 
resistance coefficients, respectively. λ is the latent heat of water vaporization (MJ kg−1). ETs and 
ETc represent the soil evaporation and the canopy transpiration (W m−2), respectively, and are 
calculated as: 

𝑙𝑙𝜕𝜕s =
∆𝐴𝐴 + �𝜌𝜌𝐶𝐶𝑝𝑝𝐷𝐷 − ∆𝑟𝑟as(𝐴𝐴 − 𝐴𝐴s)�/(𝑟𝑟aa + 𝑟𝑟as)

∆ + 𝛾𝛾[1 + 𝑟𝑟ss/(𝑟𝑟aa + 𝑟𝑟as)]  (4-2) 

𝑙𝑙𝜕𝜕c =
∆𝐴𝐴 + �𝜌𝜌𝐶𝐶𝑝𝑝𝐷𝐷 − ∆𝑟𝑟ac𝐴𝐴s�/(𝑟𝑟aa + 𝑟𝑟a𝑐𝑐)

∆+ 𝛾𝛾[1 + 𝑟𝑟sc/(𝑟𝑟aa + 𝑟𝑟as)]  (4-3) 

where Δ is slope of the saturation vapor pressure curve at the mean air temperature (kPa °C−1), ρ 
is the mean air density (kg m−3), Cp is the specific heat capacity of dry air at constant pressure 
(approximately 1.01 kJ kg−1 °C−1), γ is the psychrometric constant (approximately 0.066 kPa °C−1), 
D is the air water vapor pressure deficit at the reference height (kPa), 𝑟𝑟𝑎𝑎  and 𝑟𝑟𝑠𝑠  are the 
aerodynamic resistance and stomatal resistance (s m−1), respectively, and A and As represent the 
available energy input above the canopy and above the soil surface (W m−2), respectively. These 
are expressed as: 

𝐴𝐴 = 𝑅𝑅n − 𝐺𝐺 (4-4) 

𝐴𝐴s = 𝑅𝑅ns − 𝐺𝐺 (4-5) 

where Rn and Rns are the net radiation fluxes (W m−2) into the canopy and the soil surface, and G 
is the soil heat flux (W m−2). Rns can be calculated using Beer’s law: 

𝑅𝑅ns = 𝑅𝑅nexp(−𝐾𝐾𝑎𝑎LAI) (4-6) 

where Ka is the extinction coefficient of light attenuation depending on crop development stage. 
For example, the Ka of rice increases from 0.35 to 0.62 from the vegetative period to the post-
heading stage [94]. In this study, Ka was set to 0.4 for all crop and growth stages. The LAI is 
defined as the effective value of the leaf area index that accounts for illumination-induced 
stomatal closure deeper in the canopy (m2 m−2). The value of estimated LAI (LAIest) was estimated 
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from the measured plant height (hc) using the following formula for typical values of field crops 
[95, 96]: 

LAIest = LAImax + 1.5 ln (hc) (4-7) 

The maximum LAI (LAImax) for normal conditions of plant density were obtained from the 
literature, and were 4.0 for rice [97, 98], 5.0 for groundnut [99, 100], 3.0 for sunflower [101], and 
2.2 for sesame [102]. The coefficients Cs and Cc are given by the expressions: 

Cs =
1

1 + [𝑅𝑅s𝑅𝑅a/𝑅𝑅c(𝑅𝑅s + 𝑅𝑅a)] (4-8) 

Cc =
1

1 + [𝑅𝑅c𝑅𝑅a/𝑅𝑅s(𝑅𝑅c + 𝑅𝑅a)] (4-9) 

in which Ra, Rs, and Rc are calculated as: 

𝑅𝑅a = (∆ + 𝛾𝛾)𝑟𝑟aa (4-10) 

𝑅𝑅𝑠𝑠 = (∆ + 𝛾𝛾)𝑟𝑟a𝑠𝑠 + 𝛾𝛾𝑟𝑟𝑠𝑠s (4-11) 

𝑅𝑅c = (∆ + 𝛾𝛾)𝑟𝑟a𝑐𝑐 + 𝛾𝛾𝑟𝑟s𝑐𝑐 (4-12) 

The three aerodynamic resistance values (𝑟𝑟ac , 𝑟𝑟aa  and 𝑟𝑟as ) (s m−1) were calculated using the 
methodology of [103], as detailed in Appendix A. The bulk stomatal resistance of the canopy (𝑟𝑟sc) 
(s m−1), which is the equivalent resistance of all the individual stoma in a canopy and depends on 
other environmental variables, can be calculated using the Jarvis-type model [104, 105] and 
following the protocol of [36] as; 

𝑟𝑟sc =
𝑟𝑟STmin

LAI{𝐹𝐹1(𝑅𝑅𝑠𝑠)𝐹𝐹2(𝜕𝜕a)𝐹𝐹3(𝐷𝐷)𝐹𝐹4(𝑤𝑤𝑐𝑐)} (4-13) 

where 𝑟𝑟𝑆𝑆𝑇𝑇min indicates the minimal stomatal resistance (s m−1), and is estimated using a Bayesian 
approach. Following previous studies [36, 106], the stress functions F1 to F4, representing the 
effect of the variables related to soil surface and aerodynamic resistance Rs, air temperature Ta 
(°C), D (kPa), and volumetric moisture content wc (m3 m−3), are defined as follows: 

𝐹𝐹1(𝑅𝑅𝑠𝑠) =
𝑅𝑅𝑠𝑠

1000
1000 + 𝑘𝑘1
𝑅𝑅𝑠𝑠 + 𝑘𝑘1

 (4-14) 
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𝐹𝐹2(𝜕𝜕𝑎𝑎) =
�𝜕𝜕a − 𝜕𝜕a,low��𝜕𝜕a,high − 𝜕𝜕a�

�𝑇𝑇a,high−𝑘𝑘2�/�𝑘𝑘2−𝑇𝑇a,low�

�𝑘𝑘2 − 𝜕𝜕a,low��𝜕𝜕a,high − 𝑘𝑘2�
�𝑇𝑇a,high−𝑘𝑘2�/�𝑘𝑘2−𝑇𝑇a,low�

 (4-15) 

𝐹𝐹3(𝐷𝐷) = 1 − 𝑘𝑘3𝐷𝐷  (4-16) 

𝐹𝐹4(𝑤𝑤𝑐𝑐) =

⎩
⎨

⎧
1

�𝑤𝑤𝑐𝑐𝑓𝑓𝑟𝑟𝑟𝑟𝑡𝑡 − 𝑤𝑤𝑐𝑐wp�
�𝑤𝑤𝑐𝑐cr − 𝑤𝑤𝑐𝑐wp�

0

 
𝑤𝑤𝑐𝑐𝑓𝑓𝑟𝑟𝑟𝑟𝑡𝑡 > 𝑤𝑤𝑐𝑐cr 
𝑤𝑤𝑐𝑐wp ≤ 𝑤𝑤𝑐𝑐𝑓𝑓𝑟𝑟𝑟𝑟𝑡𝑡 ≤ 𝑤𝑤𝑐𝑐cr  
𝑤𝑤𝑐𝑐𝑓𝑓𝑟𝑟𝑟𝑟𝑡𝑡 < 𝑤𝑤𝑐𝑐wp 

(4-17) 

where k1 (W m−2), k2 (°C), and k3 (kPa−1) are constants optimized using a Bayesian approach. Ta,low 
and Ta,high are the low and high temperature limits, and were assumed to be 0 and 40 °C, 
respectively [107]; 𝑤𝑤𝑐𝑐𝑓𝑓𝑟𝑟𝑟𝑟𝑡𝑡 is the moisture content in the root zone, estimated from observed data 
at a depth of 0–50 cm (m3 m−3); wcwp is the moisture content at the wilting point (m3 m−3) measured 
in the laboratory, and wccr is the critical moisture content at which plant stress starts, set to 60% 
of saturated moisture content [35]. When the value of the stress function is zero, the canopy 
resistance is not calculated. The soil surface resistance (𝑟𝑟ss) (s m−1) is expressed as: 

𝑟𝑟ss = exp �𝑏𝑏1 − 𝑏𝑏2
𝑤𝑤𝑐𝑐𝑠𝑠𝑠𝑠𝑓𝑓
𝑤𝑤𝑐𝑐SAT

� (4-18) 

where b1 and b2 are empirical constants (s m−1) representing the estimation parameters using the 
Bayesian approaches; 𝑤𝑤𝑐𝑐𝑠𝑠𝑠𝑠𝑓𝑓 is the observed volumetric soil moisture content 5 cm below the soil 
surface, and 𝑤𝑤𝑐𝑐SAT is the saturated moisture content. 
 

4.2.2.2. Traditional One-Layer PM Model 
The PM model can be formulated as [5]: 

𝜆𝜆𝑙𝑙𝜕𝜕 =
∆(𝑅𝑅𝑛𝑛 − 𝐺𝐺) + 𝜌𝜌𝐶𝐶𝑝𝑝𝐷𝐷/𝑟𝑟𝑎𝑎
∆ + 𝛾𝛾(1 + 𝑟𝑟𝑠𝑠𝑐𝑐/𝑟𝑟𝑎𝑎)

 (4-19) 

where the canopy resistance 𝑟𝑟𝑠𝑠𝑐𝑐 was computed following Equation (4-15). ra is the aerodynamic 
resistance (s m−1) and is usually calculated using the following equation, assuming neutral 
stability conditions [42]: 

𝑟𝑟𝑎𝑎 =
1

𝑘𝑘2𝑢𝑢2
ln(

𝜕𝜕 − 𝑑𝑑
ℎ𝑐𝑐 − 𝑑𝑑

) ln �
𝜕𝜕 − 𝑑𝑑
𝜕𝜕0

� (4-20) 

where k is von Karman’s constant (0.41), u is the wind speed at 2 m height (m s−1); z is the 
reference height above the crop at which meteorological measurements are available (2 m); d is 
zero plane displacement (m), estimated as d = 0.63·hc; and z0 is the roughness length for 
momentum transfer (m), estimated as z0 = 0.13·hc. 
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4.3. Simple and HB Approaches 

Figure 4-1 shows the graphical models of the (a) SB and (b) HB approaches, and (c) the 
structure of the two-layer model based on the SW model constructed using the HB approach in 
this study. In Figures 4-1ab, O indicates the observed ET data, 𝛿𝛿𝑠𝑠 represents the model specific 
unknown parameters associated with canopy resistance (𝑟𝑟STmin , k1, k2, k3, b1, and b2), and 𝜎𝜎𝜃𝜃𝑠𝑠 

indicates the variance in three observation periods in a dataset called “hyperparameters”. These 
parameters describe the probability distribution. A set of parameters, 𝛿𝛿𝑠𝑠, generates a set of data, 
O, through a likelihood function, f. In the HB approach, the model parameters 𝛿𝛿𝑠𝑠 are generated 
by other processes, g, parameterized by 𝜎𝜎𝜃𝜃𝑠𝑠 , and its structure accommodates the group level 

differences: the observation period and crop growth stage. The structure of the SW model using 
the HB approach is composed of the specific parameters, hyperparameters, observed data, and 
functions with variables shown in Figure 4-1c. 

 

 
Figure 4-2 Graphical models of the (a) simple (SB) and (b) hierarchical Bayesian (HB) 
approaches, and (c) structure of the Shuttleworth–Wallace (SW) model using the HB approach. 
The box contains the SW model elements based on Equations (4-1) to (4-20). The gray-shaded 
circle nodes with white letters and with black letters indicate observed latent heat flux (λET) and 
other elements inputted (hc: plant height, U: wind speed, Rn: net radiation, G: soil heat flux, D: 
vapor pressure deficit, wc: soil moisture content, Ta: air temperature), respectively. The square 
nodes with black letters represent variables that are determined by a specific function applied to 
another variable.  
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The probabilistic models for the estimation of parameters of the ET model are described as follows. 
For the SB approach, 

𝑂𝑂𝐸𝐸𝑇𝑇[𝑡𝑡] ~ Normal(𝑆𝑆𝐸𝐸𝑇𝑇(𝛿𝛿𝑠𝑠)[𝑡𝑡],𝜎𝜎) (4-21) 

and for the HB approach, 

𝑂𝑂𝐸𝐸𝑇𝑇 [𝑐𝑐][𝑡𝑡] ~ Normal�𝑆𝑆𝐸𝐸𝑇𝑇(𝛿𝛿𝑠𝑠 [𝑐𝑐])[𝑡𝑡],𝜎𝜎� (4-22) 

𝛿𝛿𝑠𝑠 [𝑐𝑐] ~ Normal�𝛿𝛿𝑠𝑠,𝑚𝑚𝑓𝑓𝑎𝑎𝑛𝑛,𝜎𝜎𝜃𝜃𝑠𝑠� (4-23) 

where the SB approach does not include the constant c, representing different groups; in this study, 
the three calibration periods. 𝑂𝑂𝐸𝐸𝑇𝑇 [𝑐𝑐][𝑡𝑡] indicates the ET data observed at day t (1, 2, …, 87 in this 

study) at each observation period, divided evenly into three calibration periods c (1, 2, 3), 
𝑆𝑆𝐸𝐸𝑇𝑇 [𝑐𝑐][𝑡𝑡] are the ET data estimated by the SW and PM models at day t for each period c, and 𝜎𝜎 is 

the standard deviation, representing the measurement error variance of ET estimates (mm day−1). 
Normal indicates a normal distribution from which the ET estimates are generated. 𝛿𝛿𝑠𝑠 [𝑐𝑐] 

represents a prior uncertainty in the parameters of the calibration period, and can be described as 
being stochastically generated from a normal distribution of 𝛿𝛿𝑠𝑠,𝑚𝑚𝑓𝑓𝑎𝑎𝑛𝑛  and 𝜎𝜎𝜃𝜃𝑠𝑠 . 𝛿𝛿𝑠𝑠,𝑚𝑚𝑓𝑓𝑎𝑎𝑛𝑛  is the 
overall mean distribution of each parameter in a dataset, while 𝜎𝜎𝜃𝜃𝑠𝑠  is a random variable 

distribution that represents the difference in the calibration period of the parameter. We assumed 
that the specific unknown parameters 𝛿𝛿𝑠𝑠  are distributed uniformly within a specified prior 
distribution range, as shown in Table 4-2. 

In this study, all the simulations and calculations were performed in R version 4.0.2. For 
estimating the posterior distribution for the SB and HB approaches, we used RStan version 2.19.3 
developed by [109], which employs a Markov Chain Monte Carlo (MCMC) technique to sample 
from the posterior distribution of a given model. We ran four MCMC chains with 50,000 iterations, 
and monitored them to confirm that the MCMC chains converged to the target distributions. When 
the Rhat of RStan was less than 1.05, we judged the chains to have converged. 
 

Table 4-2 Prior distributions used for estimating the posterior distributions of the model 
parameters associated with canopy and soil surface resistance. 

Parameter Prior Range References 
𝑟𝑟𝑆𝑆𝑇𝑇 min [0, 60] [104] 

k1 [0, 500] [105] 
k2 [5, 30] [104] 
k3 [0, 0.1] [105] 
b1 [4, 15] [108] 
b2 [0, 8] [108] 
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4.3.1. Evaluation of the Performance of the SW Model Using Bayesian Approaches 
The ET values calculated from the posterior mean values of the model parameters in the 

SW and the PM models were evaluated using four statistical criteria: the mean absolute error 
(MAE), the root mean square error (RMSE), the mean absolute percentage error (MAPE), and 
the root mean square percentage error (RMSPE). The MAE can potentially be used to identify 
bias. RMSE provides an overall measure of the degree to which the data differ from the model 
estimation. MAE and RMSE values of zero indicate a perfect fit. MAPE and RMSPE, which can 
express the estimation accuracy as a ratio, were included because the model was estimated under 
different observation conditions: the dry and the monsoon. These statistical criteria are described 
as follows: 

MAE =
1
𝑠𝑠
�|𝑙𝑙𝑖𝑖 − 𝑂𝑂𝑖𝑖|
𝑁𝑁

𝑖𝑖=1

 (4-26) 

RMSE = �
1
𝑠𝑠
�(𝑙𝑙𝑖𝑖 − 𝑂𝑂𝑖𝑖)2
𝑁𝑁

𝑖𝑖=1

 (4-27) 

MAPE =
1
𝑠𝑠
��

𝑙𝑙𝑖𝑖 − 𝑂𝑂𝑖𝑖
𝑂𝑂𝑖𝑖

�
𝑁𝑁

𝑖𝑖=1

 (4-28) 

RMSPE = �
1
𝑠𝑠
��

𝑙𝑙𝑖𝑖 − 𝑂𝑂𝑖𝑖
𝑂𝑂𝑖𝑖

�
2𝑁𝑁

𝑖𝑖=1

 (4-29) 

where 𝑙𝑙𝑖𝑖 and 𝑂𝑂𝑖𝑖 represent the estimated and observed values, respectively. N (or n) is the number 
of data points in the dataset. 
 

4.4. Results and Discussion 

4.4.1. Differences in Observation Conditions in a Dataset 
In the HB approach, the model parameters were estimated taking into account the 

uncertainty in group levels within a dataset. The growth period of crops is generally separated 
into three stages: the vegetative, reproductive, and ripening stages. Therefore, daily observed data 
for the 87 days were divided into three periods to calibrate the parameters using the HB approach, 
as described in Figure 4-2. 

The difference between Rn and Ta in the first and third periods of the dry season and the 
post-monsoon was greater than that for the monsoon season. The Ta of PrM was almost constant, 
and SsD, PrD1 and PrD2 gradually increased, but GnPm and SfPm gradually decreased over the 
three periods. The difference between the minimum and maximum Ta in a dataset was 3.6 °C in 
the monsoon, 6.1 °C and 8.1 °C in the dry, and 7.2 °C and 8.0 °C in the post-monsoon seasons, 
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respectively. Changes in wc, except in the paddy field, indicated that SsD, GnPm and SfPm had 
decreased residual wc, and PrM, PrD1 and PrD2 with ponded water maintained high. As 
calculated using Equation (4-7), the estimated LAI values increased rapidly in the first and second 
periods, and gradually reached a constant value in the third calibration period. The value of PrD1 
and PrD2 increased constantly over the entire period. 
 

 
Figure 4-3 Variations in daily net radiation (Rn), air temperature (Ta), air water vapor pressure 
deficit (D), wind speed (U), soil moisture content (wc), and plant height (hc) with estimated leaf 
area index (LAI) in different observation periods at three fields in the dry season, a different field 
in the monsoon season, and a third set of two fields in the post-monsoon season. The three 
calibration periods for HB are indicated by vertical lines. 
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4.4.2. Model Parameter Estimation Using the SB and HB Approaches 

4.4.2.1. Comparison of Posterior Distributions of Model Parameters 
A violin plot, depicting the posterior distribution of the SW and PM models parameters 

using the SB and HB approaches, is presented in Figure 4-3. These results showed that 
parameterizations using SB and HB were, in most cases, successful in reducing the uncertainties 
in the parameters. Several posterior distributions, such as the k2 of SsD and the b1 of SfPm for the 
SW model were strongly constrained, indicating their importance as a parameter for controlling 
ET estimation and partition (Figure 4-3a), as discussed below. In the estimation of the k2 of SsD, 
we assumed that the strong correlation between Ta and the observed ET with the small LAI was a 
factor that constrained the posterior distributions, in order to reduce the value of T. SsD had the 
highest correlation with Ta, which was associated with k2, and the observed ET of all crops. The 
correlation coefficients between daily Ta and the observed ET in descending order were SsD 0.66 
> PrD1 0.57 > PrM 0.47 > GnPm 0.36 > SfPm 0.21. This strongly constrained k2 of SsD at the 
low side of the prior bound, indicated that the stomatal resistance of the canopy largely limited 
the value of T. In the estimation of the b1 of SfPm in the SW model, the soil moisture of SfPm 
near the soil surface was the lowest of all observations (Figure 4-2). The posterior distribution 
range of b1 associated with the soil surface resistance was therefore constrained to the low side of 
the prior range, to reduce the value of E. The parameter k3, which is related to D, was poorly 
constrained, and displayed large variability in all observations (Figure 4-3). Although the D value 
differed considerably between the dry and monsoon seasons (Figure 4-2), there were no 
differences in the posterior distribution of k3 between the two seasons for the SW model. As 
previous studies [36, 37] showed, k3 is an insensitive parameter of the models. Some parameters 
showed large differences between SB and the HB on the posterior distribution. For example, the 
b2 of SsD for the SB in the SW model was constrained at the low side on the prior bound, but that 
for the HB was restricted at the upper side, with no differences in group levels (Figure 4-3a). This 
observation indicated that the parameter b2 calibrated by the SB and the HB had different abilities 
under the same environmental factors, and thus might have made a difference in the estimated 
and partitioned ET between the SB and HB approaches (Figure 4-3a). 

The range of posterior distributions for several parameters differed substantially 
between the SW and PM models. For example, the 𝑟𝑟STmin of PrM of the SW model was well 
constrained compared to that of the PM model. For the PM model, the k2 of SsD had lower 
uncertainty than that for the SW model, and for PrD1 was constrained at the upper side, in contrast 
to the SW model. The differences in model structure between the SW and PM models affected 
the reduction of uncertainties in the parameter estimation. However, for most of parameters and 
conditions, there were no large differences in the range of posterior distributions between the 
models. 
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Figure 4-4 Violin plots of the posterior distributions of (a) the Shuttleworth–Wallace (SW) and 
(b) Penman–Monteith (PM) model parameters calibrated using simple Bayesian (SB) and 
hierarchical Bayesian (HB) approaches. The numbers in square brackets with parameters indicate 
the three calibration periods of the HB approach. Parameters with mean by HB represent the 
overall mean distribution. The black dotted circles and horizontal lines inside the violin shapes 
represent the posterior means and 95% credible intervals. 
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Table 4-3 Posterior probability distributions of the parameters in the Shuttleworth–Wallace (SW) and the Penman–Monteith (PM) models using 
simple Bayesian (SB) and hierarchical Bayesian (HB) approaches for five observations, characterized by the posterior means and 95% Bayesian 
credible intervals. 

Parameter Model Bayes SsD PrD1 PrM GnPm SfPm 
rSTmin (s m−1) SW SB 45.8 (19.0, 59.5) 5.60 (1.60, 15.2) 2.10 (0.033, 10.4) 33.9 (19.6, 57.0) 54.4 (40.9, 59.8) 
  HB 33.4 (5.40, 57.4) 15.8 (2.30, 45.2) 11.6 (0.41, 45.8) 29.4 (4.48, 55.8) 48.2 (19.1, 59.3) 
 PM SB 31.8 (9.46, 57.6) 52.0 (37.6, 59.7) 47.7 (22.3, 59.6) 54.3 (41.5, 59.8) 56.5 (47.7, 59.9) 
  HB 35.2 (5.95, 57.6) 46.6 (16.4, 59.0) 40.9 (11.8, 58.4) 36.3 (8.55, 57.3) 51.2 (27.8, 59.4) 
k1 (W m−2) SW SB 104 (2.10, 432) 284 (70.3, 489) 155 (2.30, 471) 286 (104, 488) 427 (266, 498) 
  HB 256 (32.2, 473) 250 (37.4, 470) 185 (11.3, 453) 257 (36.3, 471) 381 (125, 492) 
 PM SB 214 (4.50, 483) 317 (86.1, 492) 197 (3.20, 479) 378 (177, 495) 446 (322, 498) 
  HB 209 (14.4, 463) 309 (64.1, 483) 225 (22.9, 464) 254 (39.2, 470) 378 (137, 490) 
k2 (°C) SW SB 8.41 (7.02, 10.6) 12.9 (10.0, 17.2) 21.6 (10.4, 29.6) 26.2 (18.8, 29.9) 9.70 (8.11, 11.0) 
  HB 9.06 (5.55, 21.0) 19.7 (9.23, 28.6) 20.9 (8.76, 29.2) 22.0 (9.96, 29.3) 12.2 (5.82, 26.0) 
 PM SB 8.11 (6.66, 9.50) 15.7 (14.5, 17.0) 16.3 (10.95, 27.6) 27.2 (19.8, 29.9) 25.8 (11.6, 29.9) 
  HB 12.0 (5.77, 26.0) 17.4 (10.2, 25.3) 20.1 (9.23, 28.9) 19.1 (8.34, 28.7) 21.5 (7.94, 29.5) 
k3 (kPa−1) SW SB 0.063 (0.006, 0.099) 0.045 (0.002, 0.096) 0.049 (0.002, 0.097) 0.052 (0.003, 0.098) 0.069 (0.009, 0.099) 
  HB 0.053 (0.006, 0.095) 0.048 (0.005, 0.094) 0.049 (0.005, 0.094) 0.050 (0.005, 0.095) 0.058 (0.008, 0.096) 
 PM SB 0.050 (0.003, 0.097) 0.077 (0.024, 0.099) 0.050 (0.002, 0.098) 0.063 (0.006, 0.099) 0.069 (0.009, 0.099) 
  HB 0.052 (0.006, 0.095) 0.068 (0.015, 0.098) 0.051 (0.006, 0.095) 0.051 (0.005, 0.095) 0.056 (0.007, 0.096) 
b1 (s m−1) SW SB 8.20 (6.39, 11.1) 7.26 (4.13, 12.0) 7.06 (4.12, 12.0) 5.21 (4.04, 7.36) 5.41 (4.92, 6.16) 
  HB 9.42 (5.74, 13.2) 8.32 (4.45, 13.6) 8.00 (4.36, 13.6) 6.33 (4.16, 11.8) 6.22 (4.35, 10.6) 
 PM SB 12.9 (9.27, 14.9) 11.6 (8.13, 14.8) 12.0 (8.22, 14.9) 7.81 (7.07, 8.67) 6.29 (5.54, 7.05) 
  HB 12.3 (7.03, 14.8) 10.9 (6.57, 14.5) 10.8 (5.61, 14.5) 9.06 (4.58, 14.2) 7.39 (4.49, 12.3) 
b2 (s m−1) SW SB 3.65 (1.16, 7.66) 4.93 (0.626, 7.88) 5.18 (0.835, 7.89) 6.13 (2.86, 7.93) 0.774 (0.027, 2.33) 
  HB 5.87 (2.23, 7.79) 4.54 (0.685, 7.67) 4.76 (0.789, 7.69) 5.19 (0.616, 7.78) 3.65 (0.40, 7.40) 
 PM SB 2.02 (0.072, 5.87) 3.59 (0.192, 6.96) 1.99 (0.069, 5.57) 0.419 (0.010, 1.55) 0.573 (0.013, 2.28) 
  HB 2.43 (0.183, 6.55) 3.62 (0.359, 7.19) 3.30 (0.329, 7.19) 3.474 (0.315, 7.38) 2.98 (0.230, 7.17) 
σ (mm day−1) SW SB 0.406 (0.348, 0.477) 0.702 (0.603, 0.821) 0.840 (0.723, 0.981) 0.509 (0.438, 0.595) 0.318 (0.273, 0.373) 
  HB 0.310 (0.265, 0.364) 0.705 (0.604, 0.825) 0.806 (0.692, 0.943) 0.479 (0.412, 0.561) 0.285 (0.244, 0.336) 
 PM SB 1.20 (1.03, 1.40) 0.676 (0.581, 0.792) 0.948 (0.815, 1.11) 0.897 (0.768, 1.05) 1.05 (0.892, 1.23) 
  HB 1.06 (0.911, 1.24) 0.646 (0.553, 0.760) 0.768 (0.660, 0.899) 0.701 (0.602, 0.820) 0.944 (0.808, 1.11) 
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4.4.2.2. Effect of Difference in Observation Conditions on Parameter Estimation 

The differences between the posterior distributions of the model parameters 
estimated using the HB approach based on observed ET data, over the three calibration periods, 
were clear in several cases (Figure 4-3), including the 𝑟𝑟STmin of PrM and GnPm, the k1 of 
GnPm, the k2 of SfPm, and the b1 of SsD in the SW model, and the k2 of SsD and SfPm, the 
b1 of GnPm, and the b2 of SfPm in the PM model. However, in the k3 of all conditions, and 
all parameters for PrD1 these differences were unclear. 

The degrees of variation in the posterior mean value of the three calibration periods 
in a dataset—the coefficient of variation (CV) for each parameter and observation—are shown 
in Figure 4-4. The CV was calculated from the posterior mean value of 𝜎𝜎𝜃𝜃𝑠𝑠 divided by 𝛿𝛿𝑠𝑠,𝑚𝑚𝑓𝑓𝑎𝑎𝑛𝑛 
in Equation (4-25). The CV values of 𝑟𝑟STmin, which is associated with stomatal resistance, 
varied greatly depending on the observations, and the difference between the SW and PM 
models was also larger than those of other parameters. Since the two-layer SW model is 
sensitive to error in the values of canopy and soil resistance [32, 111], measurement errors or 
improperly used constants and variables, such as Ka and LAI, may have increased the variation 
in the estimation of this parameter. In paddy fields, which have continuously saturated 
surfaces in which the fluctuations in the surface resistance are small, the variations in 𝑟𝑟STmin 
may be strongly affected by the growth of plant. In contrast, the variability of k3 was nearly 
constant, regardless of differences in the models and observations. The posterior distributions 
of k3 were poorly constrained and widespread along prior ranges (Figure 4-3). As has been 
shown in previous studies [102, 103, 105], this observation suggests that k3 is not very 
susceptible to seasonal fluctuations with large uncertainties. Therefore, k3 may not be 
necessary for strict parameter estimation, and empirical values may suffice. 
 

 
Figure. 4-5 Coefficient of variation of posterior mean values of the parameters estimated in 
the Shuttleworth–Wallace (SW) and Penman–Monteith (PM) models using the hierarchical 
Bayesian (HB) approach, calculated from 𝜎𝜎𝜃𝜃𝑠𝑠  divided by 𝛿𝛿𝑠𝑠,𝑚𝑚𝑓𝑓𝑎𝑎𝑛𝑛  in Equation (4-25), 
indicating the degree of variation in the posterior mean value of the three calibration periods. 
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4.4.2.3. Comparison of ET Estimation by SW and PM Models Using SB and HB 

Approaches 
Figures 4-5a and 4-6a show the daily changes in observed and estimated ET using 

the SW and the PM models with parameters calibrated using the SB and HB approaches with 
irrigation + rainfall amount for SsD, while rainfall amount only was used for the others. 
Figures 4-5b and 4-6b show the values corresponding to the difference in the SB and HB 
approaches on the estimated ET, calculated as the estimated ET of the SB approach divided 
by that of the HB approach. The ET observed and estimated by the two models with 
parameters calibrated by the SB and HB approaches with portioned E and T only for the SW 
model, and the results of statistical evaluation for the model performances are shown in Table 
4-3, and the regression analysis between the observed ET and that estimated by the models 
are presented in Figure 4-7. 

For the SW model, generally, the posterior mean value of the parameters calibrated 
using the SB and HB approaches provided acceptable estimations of ET over 87 days (Figure 
4-5a), and the differences in the estimated total values of ET between the SB and HB 
approaches were small: 0 to 1 mm for PrD1 and SfPm, and 3 to 10 mm for SsD, PrM, and 
GnPm (Table 4-3). However, for the PM model, there was a large difference between the 
estimated and observed ET, except for PrD1 and PrM (Figure 4-6a and Table 4-3). The 
confidence intervals of the posterior distributions on the estimated ET for the PM model were 
generally wider than those for the SW model, indicating that large uncertainty in the parameter 
values led to poor model performance. For the PrD1 of both models, the estimated total value 
of ET produced by the SB and HB approaches were very similar (Table 4-3). The values of 
ETsw.SB/ETsw.HB and ETpm.SB/ETpm.HB were close to 1.0 over the entire period (Figures. 4-5b and 
4-6b), indicating a lack of variation in the posterior mean distributions at three calibration 
periods using the HB approach (Figure 4-3). The wc and LAI values changed constantly or 
linearly over all calibration periods (Figure 4-2). Therefore, even when the variables that 
affected the estimation of the parameters varied considerably over the calibration period, the 
variables would not have affected the parameter estimation for each period if the change ratio 
was a constant. For PrM with a small fluctuation in environmental factors, a slight difference 
in ET estimates between SB and HB was apparent in the third calibration period (Figures. 4-
5b and 4-6b), possibly because the estimated LAI value varied in different change rate at the 
third period (Figure 4-2). The averaged change rate of LAI for the three stages in PrM were 
3.2%, 1.0%, and 0.1%. For SsD and SfPm, large fluctuations in environmental factors 
produced differences between the ET estimates obtained using the SB and HB approaches for 
almost the entire period, especially in the PM model (Figures 4-5 and 4-6). This observation 
suggests that the SW model could adapt well to changes in seasons and surface conditions 
with respect to parameter estimation, but the PM model was subject to environmental 
fluctuation in the calibration period. 
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The ET estimates obtained using the HB approach in both models were better than 

those produced using the SB approach in both models, indicating that the performance of the 
SW model was superior to that of the PM model (Table 4-3). The slope of the estimates 
obtained using the HB approach in the regression was closer to 1 than that produced by the 
SB for most observation conditions in both models (Figure 4-7). Considering the magnitude 
of errors for the BREB method, which are reported to be in order of several to 10 percent 
[112], it is not appropriate to evaluate the accuracy of estimated ET with parameters calibrated 
using the SB and HB approaches. However, the HB approach improved the fit of the model 
to the observed data, indicating the potential importance of accounting for seasonal 
fluctuations and variations in crop growth stages in calibrating models which can reliably 
predict ET. 

For ET partitioning in PrM for the SB and HB approaches in the SW model (Table 
4-4), the Eest and Eest/ETest values were very small, at 43 mm and 0.08, respectively, indicating 
the improper use of estimated LAI values, or the uncertainty in ET partitioning by the SW 
model calibrated using only observed ET data. However, due to the lack of direct 
measurements of the different components of ET, it is not possible to validate the partitioned 
ET values using the SB and HB approaches in the SW model, although the estimated total ET 
was acceptable. Thus, multiple observations obtained using lysimeters and measures of sap 
flow should be used to validate ET partitioning into E and T by the SW model using the 
Bayesian approach in future studies. 
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Figure 4-6  (a) Observed and estimated evapotranspiration (ET) using the Shuttleworth–
Wallace (SW) model with parameters calibrated using simple Bayesian (SB) and hierarchical 
Bayesian (HB) approaches. Lines and bands corresponding to the posterior means and 
credible intervals at the 95% probability, respectively, in all five observation conditions. 
Vertical bars indicate the rainfall + irrigation amount for the SsD, and rainfall only for the 
others. (b) Variations in the values of ETsw.SB and ETsw.HB calculated from ET estimates by the 
SW model using SB and HB. The three calibration periods for HB are separated by vertical 
lines. 
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Figure 4-7 (a) Observed and estimated evapotranspiration (ET) using the Penman–Monteith 
(PM) model with parameters calibrated using the simple Bayesian (SB) and hierarchical 
Bayesian (HB) approaches. Lines and bands correspond to the posterior means and credible 
intervals at the 95% probability, respectively, in all five observation conditions. Vertical bars 
indicate the rainfall + irrigation amount for the SsD, and rainfall only for the others. (b) 
Variations in the values of ETpm.SB and ETpm.HB calculated from ET estimates by the PM 
model using SB and HB. The three calibration periods for HB are separated by vertical lines. 
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Table 4-4 Observed and estimated evapotranspiration (ET) with partitioned evaporation (E) and 
transpiration (T) using the Shuttleworth–Wallace (SW) and the Penman–Monteith (PM) models 
with parameters calibrated using simple Bayesian (SB) and hierarchical Bayesian (HB) 
approaches, and statistical criteria under five observation conditions. 

Model Bayes 
Type Condition ETob 

(mm) 
ETest 
(mm) 

Eest 
(mm) 

Test 
(mm) 

MAE 
(mm d−1) 

RMSE 
(mm d−1) 

MAPE 
(%) 

RMSPE 
(%) 

SW SB SsD 248 253 182 71 0.275 0.388 0.099 0.120 
  PrD1 798 783 110 673 0.562 0.684 0.065 0.087 
  PrM 529 516 43 473 0.663 0.825 0.112 0.142 
  GnPm 350 339 89 250 0.371 0.499 0.110 0.141 
  SfPm 180 179 124 55 0.239 0.309 0.117 0.170 
 HB SsD 248 248 213 35 0.218 0.294 0.074 0.089 
  PrD1 798 784 94 690 0.557 0.679 0.065 0.086 
  PrM 529 506 43 463 0.642 0.786 0.106 0.140 
  GnPm 350 342 78 264 0.341 0.464 0.103 0.133 
  SfPm 180 179 129 49 0.205 0.272 0.102 0.153 
PM SB SsD 248 217 – – 0.921 1.17 0.333 1.37 
  PrD1 798 796 – – 0.529 0.657 0.062 0.077 
  PrM 529 528 – – 0.731 0.927 0.125 0.151 
  GnPm 350 352 – – 0.608 0.878 0.180 0.291 
  SfPm 180 163 – – 0.661 0.838 0.317 1.01 
 HB SsD 248 236 – – 0.587 0.824 0.197 0.435 
  PrD1 798 797 – – 0.497 0.615 0.058 0.073 
  PrM 529 527 – – 0.597 0.737 0.102 0.126 
  GnPm 350 355 – – 0.484 0.675 0.147 0.177 
  SfPm 180 163 – – 0.535 0.669 0.266 0.627 

Notes: ETob and ETest indicate observed ET and estimated ET using the SW and PM models, 
respectively. Eest and Test are the estimated E and T, respectively, using the SW model. MAE, mean 
absolute error; RMSE, root mean square error; MAPE, mean absolute percentage error; RMSPE, root 
mean square percentage error. 
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Figure 4-8 Regression analysis of observed and estimated evapotranspiration (ET) produced 
by (a) the Shuttleworth–Wallace (SW) and (b) the Penman–Monteith (PM) models with 
parameters calibrated using simple Bayesian (SB) and hierarchical Bayesian (HB) approaches 
at five observation conditions. R2, coefficient of determination. 
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4.4.2.4. Validation of Model ET Estimation 

Applying the posterior mean values of the parameters generated by the SB and the 
HB approaches using the dataset of PrD1, the model performance of the SW and the PM 
models were validated using the dataset of PrD2 as shown in Figure 4-8. 

The ET estimates of the SW model were approximately equal to the observed ET, 
except during the initial stage, and there were few differences in the estimated ET using 
parameters calibrated by the SB and the HB approaches. The PM model overestimated ET in 
the last half period, and the estimated ET using parameters obtained using the HB approach 
was slightly larger than those obtained using the SB approach. Numerous studies have shown 
that the two-layer SW model has higher performance for ET estimation than other ET models, 
a finding consistent with those of our study. These studies have confirmed that the differences 
in the model structure by which ET is partitioned into E and T is related to the model 
performance [35, 36, 113–116]. The ET estimation of the SW model with parameters calibrated 
using the Bayesian approaches was acceptable for the paddy field condition, suggesting the 
usefulness of the two-layer SW model. The low level of difference between the SB and HB 
approaches in the ET estimation of the SW model may be related to the small environmental 
fluctuations in the calibration period (PrD1). 
The overestimation of ET by the PM model in this study agrees with the results of several 
previous studies [31, 116], but some studies have found that the difference between the SW 
and PM models is not significant [30, 117]. Generally, the performance of ET model is strongly 
related to the surface resistance, which is calculated as the integration of the canopy and soil 
surface resistances, and reflects the effects of soil moisture and variation in LAI [118]. Some 
studies [114] reported that when the surface resistance in the PM model is lower than the 
observed resistance, the PM model overestimates ET. Thus, this overestimation in this study 
indicates an inadequate parameter estimation of the surface resistance, affected by the model 
structure of the PM model. The estimated mean value of 𝑟𝑟sc  in the PM model using the 
parameters from the HB approach was slightly lower (54 m s−1) than that from the SB approach 
(69 m s−1) during the last half period. The posterior means of 𝑟𝑟STmin for PrD1 generated by the 
SB and HB approaches were 52 m s−1 and 47 m s−1, respectively, and those of other parameters 
also differed slightly between the SB and HB approaches. Since the validation was performed 
using only the dataset of the paddy field conditions, the validity of the HB approach must be 
further verified using calibration data including large seasonal fluctuations and variations in 
crop growth. 
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Figure 4-9 (a) Comparison of observed evapotranspiration (ET) for the paddy rice field in the 
dry season 2017 (PrD2) and estimated ET produced by the Shuttleworth–Wallace (SW) and 
the Penman–Monteith (PM) models with calibrated parameters using the simple Bayesian (SB) 
and hierarchical Bayesian (HB) approaches for the paddy rice field in the dry season 2019 
(PrD1). Lines and bands indicate the mean values and 95% credible intervals of the estimated 
ET. (b) Regression analysis of estimated ET calculated by the SW and the PM models using 
calibrated parameters of PrD1 with observed ET of PrD1. RMSE, root mean square error; 
MAPE, mean absolute percentage error; R2, coefficient of determination. 
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4.5. Conclusions 

In this study, we assessed the estimation of ET and the parameters of the SW and PM 
models calibrated using SB and HB approaches, based on a field-based ET dataset collected 
from five agricultural fields over three seasons in Myanmar. The main conclusions were as 
follows: 

Parameterization using the SB and HB approaches was, in most cases, successful in 
reducing the uncertainties in the parameters. Using the HB approach to parameter estimation, 
we identified the parameters which are sensitive to seasonal fluctuations and differences in 
crop growth stages. The parameter k3, which is related to the water vapor pressure deficit, was 
not very susceptible to seasonal fluctuations, while rSTmin, which is related to stomatal 
resistance, was sensitive to variations in observation conditions. In the calibration of model 
parameters, the statistical criteria for all conditions observed indicated that the models with 
parameters calibrated using the HB approach had a better fit to the observed ET data than those 
with parameters calculated using the SB approach, indicating the potential importance of 
seasonal fluctuations and variability in crop growth stages for the calibration of model 
parameters. The performance of the SW models was superior to that of the PM model for most 
of the observation conditions, using both the SB and HB approaches. The SW model with 
parameters calculated using the SB and HB approaches with only observed ET data could 
provide an acceptable estimation of the ET. The PM model with parameters calculated using 
both SB and HB approaches overestimated the ET in the last half period, and the ET estimates 
for the HB approach were slightly overestimated compared with the SB approach. 
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A.1. Aerodynamic Resistances 
The bulk boundary layer resistance of the vegetative elements in the canopy (s m–1) (𝑟𝑟ac) can be 
estimated by the following equation [103, 119]: 

𝑟𝑟ac =
𝑟𝑟b

LAI
 (A4-1) 

where rb is mean boundary layer resistance. Typical values measured in the field are 25 s m–1 [120, 
121]. 
The two aerodynamic resistance values for between the canopy height and reference level (s m–

1) (𝑟𝑟aa) and for between the soil surface and canopy height (s m–1) (𝑟𝑟as) can be calculated as in 
[103]: 

𝑟𝑟aa =
LAI

4
𝑟𝑟aa(𝛼𝛼) +

4 − LAI
4

𝑟𝑟aa(0) (0 ≤ LAI ≤ 4) (A4-2) 

𝑟𝑟as =
LAI

4
𝑟𝑟as(𝛼𝛼) +

4 − LAI
4

𝑟𝑟as(0) (0 ≤ LAI ≤ 4) (A4-3) 

𝑟𝑟aa = 𝑟𝑟aa(𝛼𝛼) (LAI > 4) (A4-4) 

𝑟𝑟as = 𝑟𝑟as(𝛼𝛼) (LAI > 4) (A4-5) 

𝑟𝑟aa(0) =
ln2(𝜕𝜕 𝜕𝜕0′⁄ )
𝑘𝑘2𝑢𝑢∗

− 𝑟𝑟as(0)  (A4-6) 

𝑟𝑟as(0) =
ln(𝜕𝜕 𝜕𝜕0′⁄ ) ln{(𝑑𝑑 + 𝜕𝜕0)/𝜕𝜕0′ }

𝑘𝑘2𝑢𝑢∗
 (A4-7) 

𝑟𝑟aa(𝛼𝛼) =
ln{(𝜕𝜕 − 𝑑𝑑) 𝜕𝜕0⁄ }

𝑘𝑘2𝑢𝑢∗
�ln{(𝜕𝜕 − 𝑑𝑑) (ℎc − 𝑑𝑑)⁄ } +

ℎc
𝑠𝑠(ℎc − 𝑑𝑑)

× [exp[𝑠𝑠{1 − (𝑑𝑑 + 𝜕𝜕0) ℎc⁄ }]− 1]� 
(A4-8) 

𝑟𝑟as(𝛼𝛼) =
ln{(𝜕𝜕 − 𝑑𝑑)/𝜕𝜕0}

𝑘𝑘2𝑢𝑢∗
ℎc

𝑠𝑠(ℎc − 𝑑𝑑) �exp𝑠𝑠 − exp[𝑠𝑠{1− (𝑑𝑑 + 𝜕𝜕0) ℎc⁄ }]� (A4-9) 

where 𝑟𝑟aa(𝛼𝛼) and 𝑟𝑟as(𝛼𝛼) are value of 𝑟𝑟aa and 𝑟𝑟as for a crop with complete canopy cover (LAI = 4) 
(s m–1), respectively; 𝑟𝑟aa(0) and 𝑟𝑟as(0) are values of 𝑟𝑟aa and 𝑟𝑟as for bare soil (s m–1), respectively; z 
is the reference height above the crop where meteorological measurements are available (2 m); hc 
is plant height (m); d is zero plane displacement, usually estimated as d = 0.63·hc; z0 is roughness 
length of the crop, which can be calculated as z0 = 0.13·hc; 𝜕𝜕0′  is effective roughness length of bare 
soil (0.01 m); n is extinction coefficient of the eddy diffusion (2.5 [122]); and 𝑢𝑢∗ is the friction 
velocity (m s–1), which is given by 𝑢𝑢∗ = ku/ln{(z–d)/z0} where k is von Karman’s constant (0.41) 
and u is wind speed (m s–1). 
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Chapter 5. Determination of Crop Coefficient 
 

Evapotranspiration and Crop Coefficient of Ratoon Rice Crop 
Determined by Water Depth Observation and Bayesian Inference 
 
 

5.1. Introduction 

Global rice production is projected to increase by 116 million tons by 2035 to meet the 
growing demand of an increasing population [123]. However, cultivated rice land has declined in 
recent years because of urbanization, industrialization, and stagnant rice prices [124]. Multiple 
rice cropping, which includes double- or triple-cropping and requires frequent rice harvesting on 
the same land, is one strategy to solve land shortages [125]. However, labor shortages and rising 
labor costs are limiting factors [126]. Ratoon rice double-cropping (main crop [MC] and ratoon), 
which refers to producing a second rice crop from the residual stubble after the MC harvest, is 
useful as an alternate option to replace conventional double-cropping [127]. Although the annual 
yield of ratoon double-cropping is lower than conventional double-cropping, labor and production 
costs can be reduced. The annual net profit could be higher or equivalent to conventional double-
cropping [128, 129]. 

Moreover, the amount of irrigation water for ratoon crops (RCs) can be significantly 
reduced. The water utilization efficiency can be improved compared to the MC because the ratoon 
cropping has a short growth period and does not require irrigation for land preparation [130–134]. 
The growth period of ratoon is shorter by 40%–60% than that of the MC [135–137]. The amount 
of irrigation water for land preparation has been observed at 100–500 mm [138, 139], or 25% of 
the total water demand [140]. Therefore, there is a significant difference in the irrigation period 
and the amount of irrigation water required between ratoon and conventional double-cropping. 
Although there are many reports on evapotranspiration (ET) and crop coefficient (Kc) of single 
rice cropping [141–144], few studies have reported on ET estimation and Kc of ratoon double-
cropping. Furthermore, complex and expensive observation systems such as weighing lysimeter 
and the eddy covariance system are commonly used for the estimation of ET and Kc. 

In Myanmar, rice is a vital crop grown in 34% of the country’s total cultivated area [145]. 
Rice dominates the agricultural sector, the largest and most productive sector in Myanmar’s 
economy. However, the sector is crippled by labor [146] and water shortages, particularly in the 
dry season [147], driving the need for a water-saving cropping system. Hence, this study on water 
usage in ratoon double-cropping is critical in Myanmar, because it has the potential to reduce 
labor costs and improve WP. 

Therefore, the objective of this study was to determine the ET and Kc of ratoon double-
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cropping in a tropical climate region of Myanmar using a simple method. In addition, we inferred 
the water productivity (WP) and viability of practicing ratoon cropping in Myanmar. 
 

5.2. Materials and Methods 

5.2.1. Study site and concrete tank paddy experiment 
The study site is in an experimental field at the Department of Agricultural Research 

(latitude 19.825, longitude 96.274), Ministry of Agriculture, Livestock and Irrigation, Myanmar, 
located in Zayarthiri Township in the Naypyidaw Union Territory at an elevation of 100 m above 
mean sea level. The study experiment used 10 concrete tanks with inside size of 1.62 m L × 0.84 
m W × 0.4 m D, rice was planted in eight tanks for conventional transplanted rice and ratoon rice 
crops (four replications), and two tanks without plants to measure evaporation were used (two 
replications) (Figure 5-1). The difference in daily pond water depth (WD) (mm) above the soil 
surface in a concrete tank was used to determine daily crop evapotranspiration (ETtank) (mm day-

1) and evaporation (Etank) (mm day-1). Net radiation, air temperature, relative humidity, air pressure 
and wind speed, were measured at a paddy field near the concrete tank experiment. 
 

 
Figure 5-1 Calculation procedure for crop coefficient Kc to determine evaporation and crop 
evapotranspiration from the difference in daily pond water depth above the soil surface in a tank. 
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5.2.2. Ratoon double-cropping in different seasons 
The rice (Oryza sativa L.) cultivar used was “Theehtetyin” (indica), a popular variety in 

Myanmar with normal crop duration of 110–115 days from sowing to harvesting. Forty-five plants 
(approximately 21-day-old seedlings, BBCH-scale= 14) were transplanted with 20 × 20 cm 
spacing in nine rows and fine lines in the tank. A basal level of triple superphosphate fertilizer 
(18.5 kg P ha−1) was applied before transplanting for the MC and two weeks before cutting the 
ratoon crop. Nitrogenous fertilizer (87 kg N ha−1) and potash (31 kg K ha−1) were applied equally 
to each tank at approximately 7, 30, and 50 days after transplanting and during the flowering 
period for the MC, and the ratoon crop was dosed at around 14, 30, and 50 days after cutting of 
the MC and at the flowering stage (BBCH-scale= 61). 

The first trial of ratoon double-cropping planted in eight tanks, which are main crop1 
(MC1) and ratoon1 (RC1), was from February 2019 to September 2019, and the second trial 
(MC2 and RC2) planted in eight tanks, was implemented from September 2019 to March 2020. 
In parallel with RC cropping, the transplanted rice (TC) planted in four tanks, was prepared in 
each trial to compare plant growth and the ET (Table 5-1 and Figure 5-2). Water management for 
the tank experiments was performed by continuously flooding until around 14 days before 
harvesting. The stem cutting of MC for ratooning was implemented at 5 cm height above the soil 
surface. The harvesting day at the physiological maturity stage (BBCH-scale= 87) was determined 
as approximately 25 days after the flowering day (BBCH-scale= 65). Myanmar has a typical 
tropical monsoon climate with three seasons: the hot and dry summer (i.e., March to May), the 
monsoon (i.e., June to September), and the cool and dry season (i.e., December to February). 
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Table 5-1 Cultivation information for transplanting and ratoon rice cropping. 
Crop Sowing date Transplanting date Harvesting date 
First trial    
  Main crop1 (MC1) 15 Feb 2019 7 Mar 2019 1 Jun 2019 
  Ratoon1 (RC1) − − 26 Aug 2019 
  Transplant1 (TC1) 24 May 2019 14 Jun 2019 10 Sept 2019 
Second trial    
  Main crop2 (MC2) 6 Sept 2019 25 Sept 2019 12 Dec 2019 
  Ratoon2 (RC2) − − 1 Mar 2020 
  Transplant2 (TC2) 30 Nov 2019 19 Dec 2019 1 Apr 2020 

 

 
Figure 5-2 Cropping periods for the main crop (MC), ratoon (RC), and transplanted crop (TC) 
in the first and second trials. Daily solar radiation (W m−2), relative humidity (%), and air 
temperature (℃) are shown lines and bands correspond to mean, maximum and minimum 
values from February 2019 to March 2020. The growth periods (d) are calculated from 
transplanting or stem cutting to harvesting. 

 

5.2.3. Measurements of rice crop and calculation of WP 
We measured plant growth (i.e., height of the plant and number of tillers), number of 

spikelets per panicle, filled grain weight, 1000-grain weight, weight of dried straw, and biological 
yield from four adjacent hills, excluding the outer hills in each tank. Grain weight was adjusted 
to 14% moisture content. Biological yield (g m-2) was equal to the weight of dried straw and filled 
grains weight divided by the area of the four hills. Grain yield (g m-2) and number of panicles (g 
m-2) were determined on the basis of 21 harvested hills in seven rows and three lines. The WP of 
the rice crop regarding evapotranspiration (WPET) was defined as the ratio of the grain yield to 
the ETtank (grain yield/ETtank) (kg m-3). 
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5.2.4. Determination of Etank, ETtank, and Kc 
The daily Etank and ETtank were determined as follows: 1) by observing pond WD in every 

concrete tank above the soil surface at 7 AM every day and calculating Etank and ETtank from the 
daily difference in WD; 2) using the modified E and ET model with Bayesian inference approach; 
3) interpolating missing and error observation data by the model estimates for determination; 4) 
by calculating Kc, defined as the ratio of the ETtank to the Etank (ETtank/Etank). The determination 
period of Etank and ETtank was the irrigation period, in other word, the time from transplanting or 
cutting the stem to 14 days before harvesting. 
 

5.2.4.1. Manual observation of Etank and ETtank 
The WD (mm) in every tanks were observed at every morning using a depth gauge by 

manual reading (Figure 5-1). The ETtank and Etank (mm day-1) were determined by the daily 
difference of pond WD. The amount of water lost through percolation and surface runoff, and the 
amount of irrigation water applied were neglected because the concreate tank cannot be penetrated 
and there is no runoff, and we observed the WD at two times before and after both irrigations. 
Moreover, when it rains, monitoring the amount of rainfall pouring into a tank is difficult, so that 
observed data with 5 mm daily precipitation or more were not used. On the other hand, 
precipitation less than 5 mm was regarded as negligible. In addition, for inferring the differences 
in the microclimate between paddy fields and concrete paddy tanks, we compared the daily 
reference crop evapotranspiration by FAO-56 (ET0) (mm day-1) with the Etank. The ET0 expresses 
the evaporation power of the atmosphere at a specific location and time of the year, regardless of 
crop characteristics and soil factors [21], and was calculated as: 

𝑙𝑙𝜕𝜕0 =
0.408∆𝑅𝑅𝑛𝑛(𝑅𝑅𝑛𝑛 − 𝐺𝐺) + 𝛾𝛾 900

𝜕𝜕𝑎𝑎 + 273𝑢𝑢2(𝑒𝑒𝑠𝑠(𝜕𝜕𝑎𝑎) − 𝑒𝑒)

∆ + 𝛾𝛾(1 + 0.34𝑢𝑢2)
 (4-1) 

where, Rn is the net radiation (W m−2); G is the soil heat flux (W m−2) that was not used because 
of the daily analysis (G = 0); Δ is the slope of the saturation water vapor pressure curve at the 
mean air temperature (kPa ℃−1); γ is the psychrometric constant (approximately 0.066 kPa ℃−1); 
u2 is the wind speed at 2 m height (m s−1); e is mean water vapor pressure (kPa) and es is the water 
vapor pressure at the evaporating surface at air temperature Ta (kPa). 
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5.2.4.2. Model estimation of Etank and ETtank for data interpolation 
Many missing and error data were generated due to inconsistencies in observation such 

as misreading or absence of reading. Therefore, using the Bayesian inference approach, a dataset 
was organized to interpolate the missing data with the model estimates by the modified Penman 
model (P) [148] for Etank (mm day-1) and the Penman–Monteith (PM) model [64] for ETtank (mm 
day-1). In the modified P and PM model, adjustment parameters θs, which present a1, a2, b1, b2, c1, 
c2, and d, were applied for correcting the energy balance and aerodynamic resistances under the 
condition of the concrete tank. The modified P model expressed as 

𝑙𝑙tank =
∆(𝑅𝑅𝑛𝑛 − 𝐺𝐺)𝑎𝑎1

(∆+ 𝛾𝛾)𝜆𝜆
+

𝛾𝛾
∆+ 𝛾𝛾

𝑓𝑓(𝑢𝑢2)(𝑒𝑒𝑠𝑠(𝜕𝜕𝑎𝑎)− 𝑒𝑒) (4-2) 

𝑓𝑓(𝑢𝑢2) = 𝑏𝑏1 + 𝑏𝑏2 𝑢𝑢2 (4-3) 

where f (u2) is a function of the horizontal wind velocity (unitless). The modified PM model 
expressed as 

𝑙𝑙𝜕𝜕tank =
Δ(𝑅𝑅𝑛𝑛 − 𝐺𝐺)𝑎𝑎2 + 𝐶𝐶𝑝𝑝𝜌𝜌(𝑒𝑒𝑠𝑠(𝜕𝜕𝑎𝑎) − 𝑒𝑒)/𝑟𝑟𝑎𝑎

𝜆𝜆�∆ + 𝛾𝛾(1 + 𝑟𝑟𝑠𝑠 𝑟𝑟𝑎𝑎⁄ )�
 (4-4) 

𝑟𝑟𝑎𝑎 =
ln �2.0− 𝑑𝑑

𝑍𝑍0𝑚𝑚
� ln �2.0 − 𝑑𝑑

𝑍𝑍0ℎ
�

𝐾𝐾2𝑢𝑢2
 (4-5) 

𝑑𝑑 = 𝑐𝑐1 ℎ𝑐𝑐, 𝑍𝑍𝑟𝑟𝑚𝑚 = 𝑐𝑐2 ℎ𝑐𝑐 and 𝑍𝑍𝑟𝑟ℎ = 0.1 𝑍𝑍𝑟𝑟𝑚𝑚 (4-6) 

𝑟𝑟𝑠𝑠 =
𝑑𝑑

0.5𝐿𝐿𝐴𝐴𝐼𝐼
 (4-7) 

where Cp is the specific heat capacity of dry air at constant pressure (approximately 1.01 kJ 
kg−1 ℃−1); ρ is the mean air density (kg m−3); ra is the aerodynamic resistance (s m−1); rs is the 
surface resistance (s m−1); d is the zero-plane displacement height, and hc is the crop height (m) 
at observation day of WD; Z0m is the roughness length governing momentum transfer (m), and Z0h 
is the roughness length governing the transfer of heat and vapor (m); K is the von Karman’s 
constant (0.41). The value of leaf area index (LAI) was predicted from the measured crop height 
hc using the following formula for typical values of field crops [149–151]: 

LAI = LAImax + 1.5 ln (hc) (4-8) 

The maximum LAI (LAImax) were obtained from the literature are reported as 5.0 for rice [152, 
153]. 
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5.2.5. Hierarchical Bayesian approach 
The θs were estimated by hierarchical Bayesian inference, which can take into account 

the variation in observation condition such as seasonal fluctuation and plant growth stage for a 
dataset. These results can necessarily be generalized across different conditions and groups. The 
probabilistic model for estimating unknown adjustment parameters (i.e., a1, a2, b1, b2, c1, c2, d) 
accommodating group-level differences (i.e., different climate conditions and crop growth stages 
in a dataset) in the modified P and PM model are described as follows. 

𝑂𝑂 [𝑐𝑐][𝑡𝑡] ~ Normal�𝑆𝑆(𝛿𝛿𝑠𝑠 [𝑐𝑐])[𝑡𝑡],𝜎𝜎� (4-9) 

𝛿𝛿𝑠𝑠 [𝑐𝑐] ~ Normal�𝛿𝛿𝑠𝑠,𝑚𝑚𝑓𝑓𝑎𝑎𝑛𝑛,𝜎𝜎𝜃𝜃𝑠𝑠� (4-10) 

where 𝑂𝑂 [𝑐𝑐][𝑡𝑡] indicates the observed Etank and ETtank at day t in each observation period divided 

evenly into four periods c (1, 2, 3, 4) for Etank and three periods c (1, 2, 3) for ETtank (mm day-1); 
S [t] is the estimated Etank and ETtank by the modified P and PM model at day t (mm day-1), and σ 
is the standard deviance parameter that represents the measurement error variance for ETtank and 
Etank estimates (mm day-1). Normal indicates a normal distribution from which ET estimates are 
generated. 𝛿𝛿𝑠𝑠 [𝑐𝑐]  represents a prior uncertainty in the parameters of group-level c and can be 
described as being stochastically generated from a normal distribution of 𝛿𝛿𝑠𝑠,𝑚𝑚𝑓𝑓𝑎𝑎𝑛𝑛  and 𝜎𝜎𝜃𝜃𝑠𝑠 ; 
𝛿𝛿𝑠𝑠,𝑚𝑚𝑓𝑓𝑎𝑎𝑛𝑛 is the overall mean distribution of each parameter in a dataset, while 𝜎𝜎𝜃𝜃𝑠𝑠 is a random 

variable distribution that represents the difference in group level of the parameter. We assumed 
that the specific unknown parameters θs were distributed uniformly within the range of 0 ≤ a ≤ 2, 
0 ≤ b ≤ 2, 0 ≤ c ≤ 1, and 30 ≤ d ≤ 150 we heuristically set. 

In this study, all the simulations and calculations were performed in R version 4.0.2. For 
estimating the posterior distribution, we used RStan version 2.19.3 developed by the Stan 
Development Team [154], which employs a Markov Chain Monte Carlo (MCMC) technique to 
sample from the posterior distribution of a given model. We ran four MCMC chains with 20,000 
iterations and monitored them to confirm that the MCMC chains converged to the target 
distributions. The model estimates of Etank and ETtank using the hierarchical Bayesian approach 
were evaluated by comparing with the observed using common criteria in model evaluation: the 
root mean squared percentage error (RMSPE) and the coefficient of determination (R2). The R2 
is a measure of the proportion of the total variance of observed data explained by the estimated 
data. Non-linear regression analysis for plant growth was analyzed by a generalized additive 
model explained in [155]. Difference between means were compared by analysis of variance 
(ANOVA) test at the 5% probability level. 
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5.3. Results 

5.3.1. Crops growth in different seasons 
Plant growth were higher in the monsoon season than in the cool and dry season.  The 

plant height of TC1 in the monsoon season was the highest, that of RC2 in the cool and dry season 
was the lowest, and the growth trends for plant height of TC and RC were similar (Figure 5-3a). 
In contrast, that for the number of tillers between TC and RC was substantially different. MC1 
and TC1 tillers reached the maximum tillering stage at around 70–80 days after transplanting, and 
that of the RC1 reached 20 in only 7 days after cutting the stem. Many tillers of RC emerged after 
stem cutting. In the RC2 in the cool and dry season, tillering was active until harvesting, with a 
large variation of the number of tillers (Figure 5-3b). 
 

 
Figure 5-3 (a) Plant height and (b) number of tillers per hill of MC, RC, and TC described with 
points and error bars corresponding to the mean and standard deviation in the first and second 
double-cropping. MC, RC, and TC represent the main crop, ratoon, and transplanted rice crop, 
respectively. Red and blue vertical stripes indicate a day with the maximum temperature ≧ 38℃ 
and the minimum temperature ≧ 15℃. 
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Figure 5-4 shows the comparison of the plant growth of transplanted rice (i.e., MC1, 
TC1, MC2, and TC2) and ratoon rice (i.e., RC1 and RC2) with non-linear regression curves and 
95% credible intervals. The accumulated air temperature was calculated from transplanting or 
cutting the stem to 14 days before harvesting. The R2 of the transplanted rice was higher than that 
of the ratoon in both plant height and number of tillers. A strong correlation with the accumulated 
temperature was observed in the number of tillers for the transplanted rice. The transplanted rice 
reached the maximum tillering at around 1,500℃ accumulated temperatures. Conversely, the 
plant growth of the ratoon did not depend on the accumulated temperature, and the R2 was less 
than 0.5. 
 

 
Figure 5-4 Comparison of the accumulated air temperature and (a) plant height, and (b) number 
of tillers per hill described with non-linear bands and 95% confidence intervals by a generalized 
additive model (transplanted rice: n = 29, ratoon: n = 17). Accumulated temperature was 
calculated from the period of transplanting or stem cutting to 14 days before harvesting. R2, 
determination coefficient. 
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5.3.2. Rice yield components and grain yield 
Table 5-2 presents the yield components and grain yield of each crop in the concrete tanks. 

The statistical comparison of the first and the second trial was not made due to the different 
seasons of the trials. For RCs, the number of panicles in both trials was significantly higher than 
that of the transplanted crops. The number of spikelets was significantly lower than that of the 
transplanted crops. The filled grains rate as well as 1000-grain weight, the biological and grain 
yields of RC2 were significantly lower than those of the others. This was caused by the effect of 
low temperature in the reproductive stage (BBCH-scale= 51–69) of RCs. Spikelet fertility of the 
rice decreased, because the rapidly growing booting and reproductive tissues are highly sensitive 
to low temperatures [156]. The grain yield of RC1 was 20% lower than MC1 and identical with 
TC1 cultivated in parallel with RC1. However, the yield of RC2 was 39% of that for MC2, 
exhibiting a significantly decrease. The highest grain yield among all crops was exhibited by TC2 
together with the longest growth period. 
 
Table 5-2. Yield components and grain yield for concrete tanks. 

Crop 
No. of 
panicles 
(m−2) 

No. of 
spikelets 
(panicle−1) 

Filled 
grains 
(%) 

1000-grain 
weight (g) 

Biological 
yield 
(g m−2) 

Grain yield 
(g m−2) 

First trial       
  Main crop1 (MC1) 377 b ± 52 142 b ± 23 61 a ± 7 21 b ± 0.3 1572 a ± 150 555 a ± 133 
  Ratoon1 (RC1) 488 a ± 31 80 c ± 6 56 ab ± 7 22 a ± 0.4 1259 b ± 253 439 a ± 54 
  Transplant1 (TC1) 262 c ± 17 174 a ± 28 50 b ± 3 22 a ± 0.7 1337 ab ± 211 426 a ± 53 
Second trial       
  Main crop2 (MC2) 329 b ± 21 115 b ± 9 62 a ± 5 22 a ± 0.7 1048 a ± 138 510 b ± 54 
  Ratoon2 (RC2) 501 a ± 66 74 c ± 8 30 b ± 10 19 b ± 0.6 699 b ± 103 197 c ± 57 
  Transplant2 (TC2) 310 b ± 6 158 a ± 35 66 a ± 11 20 b ± 0.5 1109 a ± 111 631 a ± 28 
Values within one cropping and with the same letter for crops are not significantly different at p = 0.05 level 
according to Tukey’s honestly significant difference test. 
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5.3.3. Etank and ETtank combined with the observation and model estimates 

5.3.3.1. Model estimates of Etank and ETtank for data interpolation 
For the Etank, the mean value of the observation was 4.6 ± 1.4 mm (mean ± SD), and that 

of the model estimates was 4.6 ± 1.2 mm. Both mean values were almost identical, but variation 
in the dataset was different between the estimates and the observation, as shown in Figure 5-5a. 
The evaluation criterion for the model estimate was 36% for RMSPE and 0.59 for R2. In addition, 
the values for ET0 and for Etank from the day of year (DOY) 66 to 280 were almost identical. 
However, approximately from DOY 280 when the air temperature began to drop gradually (Figure 
5-2), the values for ET0 were underestimated compared with the values for Etank. We assume that 
the underestimated values were caused by the different surface condition at paddy field and 
concrete tanks after the harvest of the paddy fields. The paddy field, where the meteorological 
station was installed was harvested at the end of October (i.e., DOY 300). After harvesting, the 
field was drained and left fallow during the cool season. For the ETtank, the RMSPE and R2 
explained that the model performance in the monsoon season (RC1 and TC1) was lower than 
other seasons, and the performance for RC was low compared to that of TC cultivated in parallel 
with RC (Figure 5-5b). The RC1 was the highest with RMSPE = 62% and lowest with R2 = 0.278. 
In the TC1 and MC2 with an incomplete dataset, 60% and 40% data deficient, respectively, using 
Bayesian parameter inference approach, the ETtank for TC1 and MC2 could be estimated with a 
performance of RMSPE = 19.6% and 22%, and R2 = 0.462 and 0.677, respectively. The MC1 and 
TP2 with sufficient datasets was with R2 = 0.809 and 0.873, respectively, which indicated that the 
model explained more than 80% of the variability in the observed data (Figure 5-5b). 
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Figure 5-5 (a) Etank and ET0, and (b) ETtank during the observation of water depth in a tank. The 
model estimates are described with lines and bands corresponding with the posterior means and 
95% credible intervals. MC, RC, and TC present the main crop, ratoon, and transplanted crop, 
respectively. Observed days, days of observed pond water depth; RMSPE, root mean squared 
percentage error; R2, determination coefficient. 
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5.3.3.2. Determination of Etank and ETtank 
Summary of the Etank and ETtank for the model estimates and for the corrected 

observations are shown in Table 5-3. The total period represents the irrigated period in a tank for 
the observation of water depth from transplanting or cutting the stem to 14 days before harvesting. 
The model estimates for RC2 of Etank, and TC1, MC2 and TC2 of ETtank were identical with the 
corrected observations. For the daily mean of the Etank and ETtank on the corrected observations, 
the largest value was MC1 cultivated in the hot and dry summer, and the smallest was RC2 in the 
cool and dry season. And the ETtank of RC1 was 59% of MC1, and RC2 was 74% of MC2. 
Conversely, comparing TC cultivated in parallel with RC, the ETtank of RC1 was 94% that of TC1, 
and RC2 was 59% that of TC2. The total ETtank of the first and second ratoon double-cropping 
was 1212 mm and 839 mm, respectively. 

 
Table 5-2  Summary of Etank and ETtank for the model estimates and for the corrected observations. 

Crop 
Total 
period 
(days) 

Model estimates  Corrected observations 
Etank (mm) ETtank (mm)  Etank (mm) ETtank (mm) 
Total Daily 

mean 
Total Daily 

mean 
 Total Daily 

mean Total Daily 
mean 

First trial          
MC1 73 456 6.2 754 10  464 6.4 762 10 
RC1 69 259 3.8 446 6.5  254 3.7 450 6.5 
TC1 75 287 3.8 479 6.4  274 3.7 479 6.4 
Second trial          
MC2 65 276 4.2 483 7.4  289 4.5 483 7.4 
RC2 67 237 3.5 363 5.4  237 3.5 356 5.3 
TC2 91 370 4.1 606 6.7  364 4.0 606 6.7 

MC, RC, and TC indicate main crop, ratoon, and transplanted crop, respectively. Total period indicates the 
irrigated period in a tank for the observation of water depth from transplanting or cutting the stem to around 
14 days before harvesting. The corrected observations represent the observed data with missing data 
interpolated by the model estimation.  
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5.3.4. Crop coefficient 
Figure 5-6 shows Kc values (ETtank/Etank) described with non-liner regression curves and 

bands corresponding to the 95% credible intervals. Target period was from transplanting or cutting 
the stem of the MC to 14 days before harvesting. The Kc regression curve of all crops was 
approximately set in a range of 1 to 2. But the variation of Kc value of RC1 and TC1 cultivated 
in the monsoon had very large compared to others, resulting in R2 = 0.100 and 0.211, respectively. 
The Kc regression curves of RC2 had a different shape from that of MC and TC. The regression 
curve of MC and TC showed a logistic curve, but that of RC2 formed a parabolic curve. 
 

 
Figure 5-6 Kc regression curves in (a) first, (b) second trial, and (c) comparing Kc regression 
curves between transplatned and ratoon rice described with lines and bands corresponding to the 
means and 95% credible interval (i.e., the 2.5th and 97.5th percentiles). The calculation period of 
Kc is from transplanting or cutting the stem of the main crop to 14 days before harvesting. n, 
number of Kc data; R2, determination coefficient; MC, RC, and TC present main crop, ratoon, 
and transplanted rice crop, respectively. 
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5.3.5. Water productivity 
Figure 5-7 presents the comparison of the ETtank and grain yield as well as grain yield and 

WPET for each cropping. The log approximation between the grain yield and the ETtank, and the 
WPET and the grain yield were moderate established (R2 = 0.558 and R2 = 0.579, respectively). 
The WPET in this study ranged from 0.55 to 1.06. The MC1 cultivated in the summer season 
exhibited the highest ETtank together with a large yield. By contrast, the WPET of MC1 was lower 
than that of other crops except for RC2. Regarding the ratoon, the WPET of the RC1 of the first 
trail was higher than that for MC1 and TC1. The WPET of the RC2 was considerably lower than 
that of others because of the low yield induced by the low temperatures. 
 

 
Figure 5-7 Comparison of (a) the ETtank and grain yield as well as (b) the grain yield and WPET 
of each cropping. WPET represents water productivity with respect to the ETtank. MC, RC, and TC 
present main crop, ratoon, and transplanted rice crop, respectively. R2, determination coefficient. 
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5.4. Discussion 

5.4.1. Method for ET determination 
This study combined manual observation of the WD in concrete paddy tanks and the ET 

model estimation using Bayesian inference; this enabled the ETtank to be determined with an 
incomplete observation dataset, around 20%–60% data deficit in total. Therefore, this method is 
useful when it is difficult to install a complex observation system and would be helpful when the 
observation error often occurs, or the observation frequency needs to be reduced. 

However, for the estimation of ETtank for RC, the model performance was decreased 
compared to that of TC. We assumed that the regression formula of the LAI could not meet the 
actual plant growth of RC because the tillering trait of RC was significantly different from that of 
the TC. Moreover, the considerable variation in the number of tillers for RC made the model 
estimation difficult. Since ratoon ability is a complex trait dependent on many heritable and 
environmental factors [134], the relationship between regeneration traits and surface resistance in 
modeling the ET of ratoon crops needs to be further developed. 
 

5.4.2. ET characteristic of RC 
The total ETtank of RC in the two different seasons was 450 mm (RC1) and 356 mm (RC2), 

59% and 74% that of MC, respectively. This reduction ratio of RC was similar to previous studies 
[132–134]. However, in this study, the growth period for MC and RC was nearly the same. 
Additionally, the daily mean of ETtank for RC1 (6.5 mm) was equivalent to TC1 (6.4 mm) 
cultivated in parallel with RC1. In other words, it indicates that the difference in the amount of 
ETtank between MC and RC was mainly attributed to the climate conditions in each cultivation. In 
most previous studies [135–137, 157], the growth period of RC was reduced to 40%–60% of MC, 
contributing to lowering irrigation water supply for RC, which was different from the results of 
this study. The factors in the growth period of RC included the effect of varieties, environmental 
conditions, and cultivation practices [158]. Therefore, for understanding the ET characteristics of 
ratoon cropping, the impact of different varieties and cultivation management and environment 
on the plant growth of RC should be investigated. 
  Although many studies on the Kc of single rice cropping, few studies have reported on 
Kc of ratoon cropping. In this study, the Kc value was determined from the evaporation loss from 
a ponding tank and the crop evapotranspiration from a paddy tank. This result showed the different 
trend of Kc values between TC2 and RC2. Since the initial tillering of RC2 was more vigorous 
than that of TC2, the increase rate of Kc at the initial stage within one month for RC2 (83%) was 
higher than that for TC2 (20%). It is suggested that an irrigation scheduling of RC in the initial 
stage should take high crop water requirements into account. However, since the study on Kc of 
ratoon is limited, it is essential to study on Kc of RC under various conditions in the future. 
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5.4.3. Viability of practice for ratoon cropping 
The ratoon rice exhibited approximately 40%–60% reduction in grain yield and growth period 
compared with the main crop [135–137, 159, 160]. Because of the well-established linear 
relationship between plant biomass and transpiration [161], the fundamental factor causing the 
low yield of the ratoon crop is likely due to the shorter growth period. This leads to a decrease in 
total transpiration and a decrease in plant biomass, which affects the sink and source capacity of 
the yield performance. However, in this study, the growth period of ratoon crops (RC1 and RC2) 
was similar to that of the transplanted rice. For this reason, the observed grain yield for RC1 was 
similar to that of TC1 cultivated in parallel with RC1. Moreover, the WPET in this study ranged 
from 0.55 to 1.06, which constitutes a larger range than those reported in previous studies (e.g., 
0.19–0.29 [162]; 0.22–0.39 [163]; 0.23–0.27 [164]; 0.24–0.70 [165]; 0.30–0.33 [166]). This 
indicates that the rice variety and environment applied in this study might be suitable for ratoon 
cropping. However, because the result of this study is based on small tank cultivation, careful 
evaluation of plant growth and yield performance of ratoon crop in fields is necessary. Further 
study on ratoon in Myanmar is necessary for generating reliable recommendations for farmers. 
 

5.5. Conclusions 
Few studies on the ET and Kc of ratoon rice double-cropping have been reported, and it 

remains difficult to observe ET in developing countries. Therefore, the ET and Kc for ratoon 
cropping during 2019–2020 in the tropical region of Myanmar were determined using a simple 
method. The conclusions are described as follows: To determine ET in ratoon cropping, we 
combined manual observation of WD in concrete paddy tanks and the ET model estimation using 
the Bayesian inference approach. The ET and Kc could be determined using this method with an 
incomplete observation dataset. The complex regeneration traits of ratoon affected the prediction 
of LAI and ET. The relationship between regeneration traits and surface resistance in modeling 
the ET of ratoon crops need to be further developed. The total amount of ET for the RC1 (450 
mm) was reduced by around 60% compared to the MC1 (762 mm). However, the growth period 
(82 d) and the mean ET value (6.5 mm day−1) of ratoon were similar to transplanted rice (89 d and 
6.4 mm day−1) cultivated in parallel with ratoon. Thus, the difference in the ET was mainly 
attributed to the difference in climate conditions in each cropping period. The Kc regression curve 
between transplanted rice and RCs was different because of the tillering traits, and the increase 
rate of Kc at the initial stage for RC2 (83%) was higher than that for TC2 (20%). It is suggested 
that irrigation scheduling of ratoon cropping in the initial growth stage should take high crop 
water requirements into account. The yield (439 g m−2) and WPET (0.98 kg m−3) of ratoon crop 
equivalent to the yield (426 g m−2) and WPET (0.89 kg m−3) of transplanted rice was observed for 
crops cultivated in concrete tanks. Further study on ratoon in Myanmar is essential for clarifying 
the viability of ratooning and for generating reliable recommendations for farmers.  
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Chapter 6. General Conclusions 

In Myanmar, the water usage of the Yezin dam irrigation area strongly depends on the 
annual rainfall. Moreover, irrigation water demand competes with domestic water demand due to 
the population increase. Therefore, irrigation water with reduced water loss and the application 
of water-saving techniques are required, and the characteristic of water consumption of fields 
should be evaluated properly for irrigation planning. However, especially in developing countries, 
characterizing water consumption in practice faces many challenges due to the limitations in the 
observation system. 

This thesis investigates the problems of observation and data analysis on water 
consumption of agricultural fields in Myanmar, and the characteristics of soil infiltration and ET 
are evaluated using a simple observation system with statistical modeling. The four main 
objectives of this thesis were studied and summarized as follows: 

In Chapter 1, an overview of the Yezin dam irrigation area, Myanmar, and the problem 
of water shortage and water use were shown. The challenges of study on soil infiltration and ET 
were explained through a literature review. 

In Chapter 2, the factors that produced negative field-saturated hydraulic conductivity 
(Kfs) in the data analysis for the infiltration test were shown, which were due to the magnitude of 
initial infiltration caused by drying of the soil. Additionally, an analytical method was proposed 
using a cumulative linearization approach of Philip’s infiltration model to correct abnormal Kfs 
values. This study can contribute to field infiltration tests in evaluating the soil permeability of 
fields under a dry soil condition. 

In Chapter 3, rejection determinations for BREB calculation flux were performed based 
on the objective criteria derived from instrument resolution limits and physical consideration. 
Moreover, meteorological conditions that produce inaccurate flux due to Bowen ratio approaching 
−1 and incorrect fluxes signs were shown. Specifically, for rice cultivation conditions in the dry 
season, 56% of the observed data were rejected, in which the majority of the rejected data occurred 
during nighttime, with rejection frequencies of 98%. This indicates that the BREB method cannot 
be applied under the conditions that the water vapor pressure gradient is positive (latent heat flux 
is upward) and the air temperature gradient is negative (sensible heat flux is downward), such as 
in a paddy field during nighttime in the dry season. Under the above observation conditions, the 
aerodynamic method by adding another wind speed in the BREB observation system (i.e., to 
observe the specific humidity and wind speed at two heights) can be suggested to estimate proper 
fluxes at the above conditions instead of the BREB method. 

In Chapter 4, the parameters estimation of the two-layer ET model using Bayesian 
approaches was assessed to improve ET estimation and demonstrate the possibility of the ET 
partitioning into E and T, based on a field-based ET dataset collected from five agricultural fields 
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over three seasons. This study showed that parameterization using a hierarchical Bayesian (HB) 
approach was successful in reducing the uncertainties in the parameters. The statistical criteria 
indicated that the models with parameters calibrated using the HB approach had a better fit to the 
observed ET data than that using a simple Bayesian approach. This indicates the potential 
importance of seasonal fluctuations and variability in crop growth stages for the calibration of 
model parameters. The HB approach can take into account the variation in crop growth and 
seasonal fluctuations and can be a strong tool for the parameterization of the two-layer ET model 
that partitions ET into E and T. Thus, future studies should validate the E and T derived from the 
two-layer ET model, with parameters calibrated using the HB approach compared with direct 
measurement of E and T. 

In Chapter 5, considering that there is an incomplete dataset due to manual observation, 
crop coefficient (Kc) for double rice ratoon cropping was determined using ET model estimation 
with parameters calibrated by the HB approach. Even in developing countries, the ET and Kc of 
rice plants could be determined using this method without installing an expensive observation 
system. Moreover, it was shown that the Kc regression curve between transplanted and ratoon 
crops was different due to the different tillering traits among crops, and the increase rate of Kc at 
the initial stage for ratoon crops was higher than that for transplanted rice. It is suggested that 
irrigation scheduling of ratoon cropping in the initial growth stage should take into account high 
crop water requirements. 

Especially in developing countries, there are various restrictions for field measurement 
and data analysis on the water consumption of agricultural fields. The results can contribute to 
evaluating the characteristics of water consumption for improving irrigation planning, especially 
developing countries. 
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