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Results

Method Overview

• Our project focuses on predicting daily closing prices and stock 
movements of Amazon, a dynamic corporation known for 
unpredictable stock prices influenced by various factors

• We employ a comprehensive approach, comparing the performance 
of Linear Regression, Support Vector Machine (SVM), and Multi-
Layered Perceptron (MLP) models on financial time series data from 
January 2, 2005, to August 21, 2019

• Our goal is to provide accurate forecasts and our project outlines 
the methodologies and techniques used for stock price forecasting

• Preliminary Results: Pilot study shows promising results; we 
achieved an overall accuracy of  93% on five categories of food.

• Data Preprocessing: Firstly, we prepare and clean the dataset and 
target column to create the prediction target which is the closing 
price for the following day

• Model Selection: We use these three diverse machine learning & 
deep learning models for our prediction tasks

i. Linear Regression (LR)
ii. Support Vector Machine (SVM)
iii. Multi-Layered Perceptron (MLP)

• Training the Models: The model optimizes SVM through grid search 
for hyperparameter tuning, requires no tuning for Linear Regression, 
and implements early stopping in a two-layer MLP to prevent 
overfitting and enhance generalization

• Predictions and Evaluation: Model performance is assessed using 
standard regression metrics: Mean Squared Error (MSE), Mean 
Absolute Error (MAE), and R-squared (R2) score

Conclusion

Our project, which aims to predict Amazon's daily closing stock 
prices using various machine learning and deep learning models, has 
revealed that the Linear Regression model outperforms Support 
Vector Machine and Multi-Layer Perceptron.

When used on financial time series data of Amazon, showing an 
unprecedented accuracy with a high R-squared value of 0.9957, 
while achieving the lowest Mean Squared Error (MSE) and Mean 
Absolute Error (MAE).

These preliminary findings underscore the significance of model 
selection in stock price forecasting and provide valuable insights for 
investors and financial institutions seeking reliable tools for decision-
making.

Model Training/Dataset
We generated a "Target" column by shifting the stock closing 
prices by one time step and applied .MinMax scaling, ensuring values 
are within the [0, 1] range

We split the dataset to use 80% of the data for training and 20% of the 
data for testing using a train-test split with the shuffle parameter set to 
False to preserve the temporal order of the data

These preprocessing steps are essential for creating a well-structured, 
temporally aligned dataset, ensuring effective model training and accurate 
predictions in the domain of stock price forecasting

• Linear Regression : In this context, it is employed to predict the next 
day's closing stock price for Amazon. Linear Regression provides clear 
insights into the relationship between the input features (such as 
'Close' and 'Google_Trends') and the target variable ('Target' column 
representing the next day's closing price). The coefficients in the 
linear equation signify the impact of each feature on the prediction.

• Support Vector Machine: SVM is employed as a regression model to 
forecast the next day's closing stock price for 
Amazon. Hyperparameters for the SVM model are optimized using 
GridSearchCV where the hyperparameters include 'C' (regularization 
parameter), 'kernel' (type of kernel function), and 'gamma' (kernel 
coefficient). SVM complements Linear Regression in this project, 
offering a more sophisticated approach to capture non-linear 
relationships, potentially improving predictive accuracy. The grid 
search optimizes the SVM model for the data, enhancing its 
performance in predicting Amazon's stock prices.

• Multi-Layered Perceptron (MLP): MLP is constructed and trained 
to forecast the next day's closing stock price for Amazon. In the 
project a neural network model is constructed using Keras. It 
consists of two hidden layers with 50 units and ReLU activation 
functions. The model is trained using Mean Squared Error (MSE) 
as the loss function and the Adam optimizer where we used Early 
stopping to prevent overfitting.

The SVM model has the highest MSE, indicating that on average, 
the squares of the errors are the largest among the three 
models. However, its MAE is competitive, suggesting that when 
considering absolute errors (without squaring them), it performs 
better.

The Linear Regression model shows the lowest MSE and 
MAE, indicating it has the closest predictions to the actual values 
on average. Its R² value is also the highest, suggesting that it explains 
the variance of the dependent variable best out of the three models.

The MLP model, while having the highest MAE, still shows a 
relatively high R² value, indicating a good fit to the data, but perhaps 
with some outliers or variability that it doesn't handle as well as 
Linear Regression.
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