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Consensus on community guidelines: an
experimental study on the legitimacy of content
removal in social media
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The popularization of social media has led to a considerable increase in the importance of

discursive expressions of violence, especially when directed at vulnerable communities.

While social media platforms have created rules to regulate such expressions, little infor-

mation is available on the perception of the legitimacy of these rules in the general popu-

lation, regardless of the importance of the former for the latter. It is therefore the objective of

this study to analyze the perception of the seriousness of such content and the degree to

which the population has established a consensus on the withdrawal of restricted discursive

behaviour on three major social media platforms (Facebook, Instagram and Twitter). For this

purpose, 918 participants were immersed in an experimental paradigm in three different

groups (n1= 302; n2= 301; n3= 315). Each was presented with stimuli containing discursive

behaviour that is banned by community guidelines. The stimuli were presented differently to

each group (i.e., description of the banned behaviour, description and accompanying

example, example only). Our experimental data reveals that the degree of consensus on the

need to remove content is quite high, regardless of the style of presentation. It furthermore

suggests that the behaviour in question is perceived as very serious, due to the harm that our

participants presume it to cause. These results have important implications for the debate on

freedom of expression on the Internet and its regulation by private actors.
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Introduction

Social media play an important role in social communica-
tion, especially with regard to public and political debate.
Their perhaps most remarkable innovation is that all users

are granted the opportunity to share information (i.e., discourse)
on a potentially global scale, turning receivers of information into
spreaders of information (Balkin, 2004; Castells, 2009). However,
this ‘democratization’ of public communication also allows actors
to disseminate discourse and content that may be deemed illegal
or harmful (Bilewicz et al. 2017; Tandoc et al. 2018; Wall, 2007).
States have put in place administrative and criminal legislation to
tackle this type of discourse, some of which were originally cre-
ated for the physical world and complemented by new, specific
regulations to fit the affordances of cyberspace (Heldt, 2019b).
But social media companies, companies, pushed by supranational
organizations (Klonick, 2020) and motivated by the need to
preserve their reputation as friendly and safe places (Balkin,
2017), have added to this regulatory framework by creating their
own rules, for example, Twitter Rules (Twitter, 2021b) and
Community Standards (Facebook, 2021). These rules enable
platforms to remove content and/or to permanently or tem-
porarily suspend user accounts, while the discursive behaviour
that leads to suspension needn’t be illegal under the legislation of
any particular state. This, in turn, has triggered a complex debate
about the legitimacy of the private regulation of fundamental
rights such as freedom of expression. (Balkin, 2004; Kaye, 2019;
Keller, 2018; Suzor et al. 2018; Suzor, 2019)1.

The debate surrounding the legitimacy of social media plat-
form rules and community standards is important from both an
academic and public perspective (Haggart and Keller, 2021), and
it has intensified in recent years, particularly due to some poli-
ticians and public figures having their accounts and content
limited (Floridi, 2021). Several proposals in the literature focus on
ensuring legitimacy through the rule-of-law principles and
human rights laws (Kaye, 2019; Suzor, 2019). However, another
approach to legitimacy considers individual perceptions of the
moral credibility of norms and their ability to dictate what is
permissible and what is not. This approach is well-established in
the criminological literature, where it is understood that norms
and sanctions must be perceived as legitimate for individuals to
comply voluntarily and avoid defiance towards norms and
authorities (Gomez-Bellvis and Toledo, 2022; Kumm, 2004;
Robinson, 2013; Tyler, 2006).

The legitimacy of user agreements, terms and conditions, or
community standards doesn’t rest on the same political and
procedural principles that legitimize legalization in democratic
states, but on the right of private companies to subject owned
services to their own rules. However, social media companies
do claim that community guidelines are not solely based on their
own protective rights; instead, they are justified through the
commitment to the defence of community values (Facebook,
2021). Beyond this justification, it is worth asking whether the
community population supports community guidelines. In
other words, is there consensus on rules limiting discursive
behaviour on social media, and what elements determine such a
putative consensus? Previous research suggests that citizens
tend to have attitudes that are favorable towards regulations
(Singhal et al. 2022). However, the perceived legitimacy of these
rules has not been clearly established, nor have the elements
that make users support them. Through an experimental
between-group design on three independent samples of parti-
cipants, the present article seeks to answer these questions
about the regulation of discourse on social media, specifically
with regard to Violent and Hateful Communication (Miro-
Llinares, 2016) or VHC, for short.

Violent and Hateful Communication on social media
Since the inception of the Internet, crime has been transferred
and adapted from the physical world to cyberspace; a process that
hasn’t left social media unaffected (Miró-Llinares and Johnson,
2018; Wall, 2007). Although cyberspace isn’t a ‘place’ in the
geographical sense of the word, social media platforms can be
understood as places in a relational sense, meaning that they
represent a ‘place’ where individuals and groups can converge
with one another in communication (Miro-Llinares et al. 2018).
The conversion of various subjects on a social media platform
allows for specific types of criminal phenomena, which respond
to the specific affordances of computer-mediated communication.
Among the different types of crimes that can be committed on or
via social media, purely discursive crime phenomena pose the
greatest legislative challenge in that they require nothing more
than the publication of a message to be carried out (Miró-Llinares
and Gómez-Bellvís, 2020). Regulating this type of discursive
behaviour is difficult, among other reasons, not all states forbid
hate speech, and indeed racist expressions can be protected by
freedom of speech in some legal frameworks (Barnum, 2006;
Gagliardone, 2019), so it´s t is hard to considers these behaviors
as “harmful” under some criminal frameworks (Feinberg, 1985).
Among the different types of speech that have been deemed
worthy of regulation, hate speech has been the most controversial,
especially regarding the approaches to its regulation online
(Burnap and Williams, 2016).

However, hate speech is by no means new, nor is its presence
in cyberspace (Brown, 2018; Cammaerts, 2009; Erjavec and
Kovacic, 2012; Quandt, 2018). First occurrences of online hate
speech can be traced back to 1995 when the website Stormfront
was created in the US (Meddaugh and Kay, 2009). However, hate
speech does seem to have gained political relevance over the last
few decades, and concern over its dissemination on social media
has been growing (Farkas et al. 2018; Oksanen et al. 2014; Ybarra
et al. 2011). This is particularly important because the rising
popularity of social media has converted it into a public space
which people use to participate in contemporary political culture
and debate (Balkin, 2004; Klonick, 2018). This means that
offensive or violent discourse disseminated on social media is
public and political in nature and that the harm it generates for
individual users can produce significant negative consequences
for society as a whole (Bilewicz et al. 2017; Vehovar and Jontes,
2021). However, it should be noted that not all forms of VHC are
considered hate speech (Miró-Llinares, 2016).

Over the last few decades, multiple definitions of hate speech
have been provided, not all of which coincide with the criteria for
its definition (Boeckmann and Turpin-Petrosino, 2002;
Gagliardone, 2019; Jacobs and Potter, 1997; Matsuda, 1989;
Robinson and Darley, 1995; Waldron, 2012). However, authors in
the field do share one definitory element, which is also repro-
duced by the United Nations’ definition of hate speech as

“any kind of communication in speech, writing or
behaviour, that attacks or uses pejorative or discriminatory
language with reference to a person or a group on the basis
of who they are, in other words, based on their religion,
ethnicity, nationality, race, colour, descent, gender or other
identity factor” (2020, p. 19).

The common element of the above definitions of hate speech is
the discriminatory aim of the speaker. Basing violent and hateful
communications on elements that are suitable to discriminate
against a person on the grounds of their group identity places
hate speech in the category of hate crimes and distinguishes it
from other forms of VHC (Miro Llinares, 2016).
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Other violent speech acts that (may) cause some kind of harm
such as incitement to violence, insults, or slander can be found
both on- and offline but lack the criterion of discrimination,
excluding them from the category of hate speech. Under these
premises, hate speech can be understood as a specific form of
Violent and Hateful Communication (VHC) as a broader phe-
nomenon (Miró-Llinares, 2016).

The regulation of VHC in social networks
Limitations on public discursive behaviour have traditionally
been established by states, thereby defining the legal criteria by
which public speech can be considered VHC and developing
regulatory frameworks to restrict freedom of expression to a
greater or lesser extent in accordance with pre-existing laws and
legal principles (Heldt, 2019a; Klonick, 2018). These frameworks,
therefore, vary both over time and across countries, as well as
from one legal tradition to another (Brugger, 2002; Sarlet, 2019;
Waldron, 2012).

But recently, examples of the limitation of freedom of
expression can also be found in the context of private enterprises.
The example with the most public repercussion was the recent
and definitive suspension of former US President Donald
Trump’s various social media accounts. Following the assault on
the Capitol on January 6th 2021 in Washington D.C., his accounts
were suspended on the grounds of incitement to violence (Isaac
and Conger, 2021; Twitter, 2021a). This decision spawned several
questions regarding the establishment and enforcement of lim-
itations to freedom of expression on social media platforms
(Bensinger, 2021; Masnik, 2021; York, 2021). But it also resulted
in a number of considerations on the removal of VHC from
public discourse and political debate. Some of these arguments
and questions have been present before the polemic around
Donald Trump (Gerrard, 2018; Goldsmith and Wu, 2006; Van
Loo, 2017). The central element in all of these arguments is the
legitimacy of limitations to freedom of expression when they are
not democratically justified but imposed on a community of users
by the company that provides a service for the publication of
personal expression.

Most European countries are still updating their legislation on
this relatively recent issue, although some already provide opera-
tional legal mechanisms: In many countries, judges can order
social media platforms to remove content that has been
denounced and examined accordingly (Heldt, 2019b). Germany
goes one step further and obligates social media platforms to
remove content that falls into some offences of the German
Criminal Code, and prescribes heavy fines for companies failing to
comply Indeed, the European Union is expanding the obligations
of intermediaries (Frosio, 2018). considering them responsible of
tackling illegal content beyond secondary liability. The UK cur-
rently experiments with this approach but hasn’t passed specific
legislation yet (Wilson, 2020). On the other end of the spectrum,
US courts of law have ruled that social media are covered by
section 230 of the Communications Decency Acts, granting them,
subject to a series of requirements, immunity from being held
responsible for individual users’ publications (Ardia, 2010).

Beyond this lack of universal legislation and the relative
immunity offered by certain jurisdictions, the major social media
companies have created their own regulatory frameworks to limit
the circulation of certain types of discursive behaviour on their
platforms (Citron and Norton, 2011). It cannot be overlooked
that content curation is an essential part of platform service, and
its economy (Gillespie, 2018). As Klonick points out, companies
are incentivized to maintain a communicative climate that
favours user engagement on the platform and therefore regulate
content quite strictly. The self-imposed rules by which content is

regulated are usually more restrictive than those of states and are
enforced without the intervention of any legal or legislative
institution (Crawford and Gillespie, 2016; Grimmelmann, 2010;
Klonick, 2018; Tushnet, 2008). This leads Klonick to regard social
media platforms as “the New Governors of online discourse”
(Klonick, 2018, p. 1603) and thus central to the delimitation of
freedom of expression, in that their relevance parallels that of
state institutions.

Most popular social media sites have created content curation
systems for the management of user-generated content and the
enforcement of VHC protection regulations. These systems
combine machine-learning algorithms, human moderation and
self-reporting by users, so-called flag systems (Crawford and
Gillespie, 2016). The use of algorithms for content management
has proven useful in certain areas, such as the detection and
removal of material that infringes the protection of intellectual
property or the prohibition of sexually explicit graphic material
(Crawford and Gillespie, 2016; Gerrard, 2018; Gillespie, 2010;
West, 2018). However, in the area of discourse and VHC speci-
fically, most moderation is done by hand (Crawford and Gillespie,
2016; Oksanen et al. 2014) because human communication
exhibits a level of complexity (e.g., humour, irony, etc.) that
hinders the effective use of automated content curation as the
main strategy, as was also acknowledged by Facebook (Allan,
2017). However, this present limitation does not negate the
possibility of an increase in the use of algorithms for the mod-
eration of this type of content in the future. In fact, multiple
authors of content curation algorithms already claim that they
can perform this task (Burnap and Williams, 2016; Galan-Garcia
et al. 2016; Sharma et al. 2018). Complementing the work of
moderators and algorithms, platforms also have reporting sys-
tems through which users can report content in violation of
regulations. While some platforms (e.g., Meta) allow users to
review the status and outcome of the content review, the process
itself and assessment procedures are opaque with platforms
offering very little information. (Crawford and Gillespie, 2016).

Platforms apply the norms in their community guidelines to
determine when messages can be “flagged”, to guide moderators’
decisions on content removal, and even to set the parameters of
data curation algorithms, making community guidelines a crucial
tool for all three types of content moderation (Carmi, 2019).
These rules play a fundamental role, not only because they are the
basis of the moderation and reporting system, but also because
they constitute the guidelines by which companies determine the
limits of freedom of expression on their social media platforms.
While these rules vary from platform to platform, two of today’s
leading platforms, Twitter’s (2021b) and Meta’s (i.e., Facebook
and Instagram) (2021) community guidelines share several
similarities. In general, however, Meta is more restrictive than
Twitter and regulates more specific areas of discursive expression
than the latter (Crawford and Gillespie, 2016).

Despite differences between specific rules, the structure of
community guidelines and the underlying protected values are
quite similar. Facebook establishes four core values which its
community standards seek to protect: authenticity, safety, privacy,
and dignity. These community standards are further divided into
six headings which, in turn, are divided into a series of chapters
that cover more specific topics. Three of these chapters lay out
rules in relation to VHC: “Violence and Incitement”, “Bullying
and harassment”, and “Hate speech or incitement to hatred”.
Twitter’s rules are also divided into some headings, although
there are only three: Safety, Privacy, and Authenticity. Note that
all three headings correspond to the values stated as a preamble to
Facebook’s community policies. While dignity is not explicitly
mentioned in the case of Twitter, it is covered by the concept of
safety, rendering the apparent difference immaterial. The
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regulations concerning violent communication and hate speech
are contained in the section safety, specifically in the following
chapters: “Violence”, “Terrorism/Violent Extremism”, “Abuse/
Harassment”, and “Hateful Conduct”. This organization of
message regulation coincides to a large extent with Facebook’s
proposal.

Consensus on content seriousness and community guidelines
Social networks design their rules according to their duty to
protect certain values. Thus, content removal on the grounds of
non-compliance with a platform’s community guidelines is based
on the assessment of a piece of content as sufficiently dangerous
to seriously compromise the values protected by these guidelines.
This assessment of seriousness should furthermore correspond to
a certain level of consensus on the part of the community. That is,
there should be a shared perception among users about the types
of infractions deemed serious enough to result in removal or
blocking. As social-psychology and criminology literature
(Cialdini, 1993; Gomez-Bellvis and Toledo, 2022; Robinson,
2013) have pointed out, the alignment of rules and standards with
social norms and shared moral values, as well as the perceived
fairness, legitimacy, and proportionality of sanctions, can both
enhance compliance with regulations.

This last point reflects two distinct but interrelated and fun-
damental issues for social media platforms. As stated above,
consensus on the rejection of specific discursive behaviours must
be established among users rather than community managers or
corporate management. Such consensus would, in turn, legitimize
the establishment and enforcement of regulation of discursive
behaviour, under the condition that such perceptions are shared
across a large enough proportion of the user base. There are
therefore two major dimensions to the discussion of limitations to
freedom of expression when established by private platform
companies: consensus and legitimacy.

There is a growing body of literature about perception and
support of community guidelines, as well as about its enforce-
ment mechanism (Singhal et al. 2022). It has been observed that
users seem to support platforms taking a proactive role in content
moderation (Geeng et al. 2020; Riedl et al. 2022), However, it has
also been found that users are critical of the specific application of
rules (Schoenebeck et al. 2021; West, 2018), reporting that they
feel their freedom of expression is limited and experience feelings
of injustice, especially due to the lack of motivation behind cer-
tain decisions and the lack of transparency in execution processes
(Duffy and Meisner, 2022; Jhaver et al. 2019). Recently, Ras-
mussen (2022) has also addressed the perceptions around the
restriction of hate crimes on social media, finding remarkable
agreement in favour of such restrictions. However, little is known
about the factors that determine the apparent consensus around
the restriction of certain expressive behaviors. In consequence, it
is worth asking whether the factors that determine the seriousness
attributed to a particular behavior are the same when we talk
about social media as when we talk about the physical
environment.

Several experimental studies investigate consensus (or a lack
thereof) on the seriousness of criminal behaviour between the
criminal system on the one hand, and its perception by citizens
on the other hand (Robinson and Darley, 1995). The literature on
community views and justice systems exposes study participants
to different systematically varied descriptions of crime and tasks
them with the assessment of the deserved punishment, which
allow authors to show how people is able to distribute liability
and punishment according to the seriousness of each crime
(Miró-Llinares and Gómez-Bellvís, 2020; Robinson, 2013). These
research suggest the existence of intuitions about justice which, in

turn, lead to a generally high consensus on responsibility and
punishment; these intuitions can be even cross-cultural (Robin-
son and Kurzban, 2007). One of Robinson’s main findings is the
high sophistication of participants’ intuitions of justice. Most
study participants are able to appreciate the institutions and
circumstances that legal codes utilize to assess guilt, including
intentionality, degree of participation, or the existence of absolu-
tory excuses. Other authors, following Sellin and Wolfgang
(1964), have studied directly the perceived seriousness of crime
(Oconnell and Whelan, 1996; Rosenmerkel, 2001; Rossi et al.
1974). As the studies mentioned above, these experiments task
participants with the assessment of seriousness for each case,
either by assigning scores or by ranking different cases according
to their perceived level of seriousness (Herzog and Einat, 2016).

The first relevant point to be drawn from the literature described
is the importance of approaching opinions or intuitions about legal
norms through concrete examples, since the abstract formulation of
norms tends to generate illusory consensus. Such theoretical con-
sensus tends to break down when participants are presented with
concrete scenarios in which criminal behaviour is performed (Sellin
and Wolfgang, 1964; Warr, 1989). Consequently, the first hypoth-
esis (H1) for our experimental paradigm is that consensus on the
perceived seriousness of VHC as defined in community guidelines
will be weaker when participants are presented with concrete
examples of VHC rather than its abstract description.

Furthermore, the literature on the perceived seriousness of
crime points to three main determining elements of seriousness:
harmfulness, the factual assessment of the consequences of the
crime for the victim; wrongfulness, the normative assessment of
the moral reprehensibility of the crime; and the perceived fre-
quency with which the conduct occurs (Warr, 1989). The study by
Adriaenssen et al. (2020) also showed, in line with previous
research, that participants give primacy to the element of
wrongfulness over the other elements when assessing the ser-
iousness of crime.

Concerning VHC, different communicative acts can cause phy-
sical and/or moral harm (Miro Llinares, 2016). However, this causal
relationship is not necessarily direct, and one may ask whether the
consequences of VHC constitute harm or the risk of harm, espe-
cially when harm is ‘only’ moral. Both the difference in the quality
of harm caused by VHC and Adriaenssen et al. ‘s (2020) findings
motivate two hypotheses. Firstly, we posit that behaviours resulting
in direct physical harm will be rated as more serious (H2). Secondly,
we expect perceived wrongfulness to be the most determinative
factor for the perception of the seriousness of VHC content (H3).
Furthermore, we have established above that agreement on content
removal is linked to the assessment of seriousness, insofar as the
1atter guides the former. Consequently, our fourth hypothesis is
that participants are more likely to call for content removal when
they rate expressions as highly serious (H4).

Data and method
In response to our research objectives and hypotheses, we have
created an experimental paradigm, in which participants evaluate
content from social media platforms in regard to their status as
VHC. To immerse participants in different experimental condi-
tions, they were placed in one of three groups, allowing for a
between-group comparison of the experimental data. The
experimental conditions differed from one another in the pre-
sence or absence of an example contextualizing the criminaliza-
tion of discursive behaviour (Table 1).

Each of the three groups consisted of a sample of around 300
participants, all residents in Spain. The sample was recruited by
non-probability snowball sampling. In order to avoid over-
sampling populations that make greater use of the Internet and to
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minimize the bias derived from the use of non-random sampling
procedures, 10 seeds (initial participants) with different popula-
tion characteristics were selected according to sex and age stra-
tum. The seeds were asked to disseminate the questionnaire
among acquaintances with similar characteristics. The recruit-
ment chains of each seed were mapped using different web links
for access to the questionnaire. Table 1 shows no significant
between-group differences in terms of age, political identity and
legal literacy; however, there are slight differences in the level of
education and gender composition of the groups. These biases
will be taken into account in the discussion of the results.

All questionnaires contained a list of 13 descriptions of dis-
cursive behaviours extracted from Twitter’s Twitter rules. Given
that Meta’s regulation is the most restrictive, the Twitter rules
constitute a common substrate for three of the main social media
platforms: Twitter, Facebook, and Instagram. Hence, the
descriptions of discursive behaviour provided in the ques-
tionnaires were based on the wording used by Twitter to define
these behaviours. Examples were taken from the Twitter rules
whenever they were provided. Where no examples were given, we
came up with examples to clearly and seriously illustrate the
described behaviour2 —Table 2—. Given the nature of these
expressions, participants were informed prior to starting the
questionnaire that they might encounter potentially offensive
content. They were provided with the option to withdraw from
the questionnaire if they preferred not to continue.

Following Warr’s methodology (1989), and including the
modifications by Adriaenssen et al. (2020), each participant had
to answer six questions about each of the 13 described discursive
behaviours. The questions asked to rate each behaviour according
to a) the moral reproach that each behaviour deserves—wrong-
fulness—; b) the risk it involves and/or the harm it caused –
harmfulness –; c) the frequency with which this type of behaviour
occurs on social media—frequency—; d) the seriousness of the
behaviour (cf. “Seriousness and Community Guidelines”)—ser-
iousness—; and e) their agreement with the statement that the
type of behaviour in question should be removed from social
media—consequences—. Participants were asked to rate each
question on a scale of 0 to 10 with each question referring to one
specific behaviour. Only in the case of perceived frequency, a
Likert-type scale from 0 to 5 was used. In addition, the ques-
tionnaire contained 5 socio-demographic variables (age, gender,
level of education, legal education, and political ideology).

Results
The presence of concrete examples increases the interquartile range
of the mean ratings for each group (Fig. 1). This concerns both

agreement with content removal (i.e., consequences) and the per-
ceived seriousness of the behaviours. The standard deviation for both
variables increases in the experimental condition that combines
community standard descriptions and examples relative to the pre-
sentation of the description alone (sd seriousness group 1= 1’02; sd
seriousness group 2= 1’41; sd consequences group 1= 1’51; sd con-
sequences group 2= 1’81) and increases further in the group in which
only an example is given (sd seriousness group 3= 1’46;
sd consequences group 3= 2’36). An analysis of variance homogeneity
using the Levene-test confirms that the variance changes between
groups (Levane Test seriousness: df= 2, F = 15.883, p < 0.001; Levane
Test consequences: df= 2, F= 14.286, p < 0.001). This analysis reveals
that the presence of specific examples of VHC, both in isolation and
accompanying the description of VHC, reduces the consensus on
both consequences and seriousness. We thus reject the null
hypothesis, namely that consensus on the perceived seriousness of
VHC behaviour and its removal is independent of the type of pre-
sentation of this behaviour. We adopt the alternative hypothesis (H1)
that the presence of specific examples of VHC systematically reduces
consensus on seriousness and consequences.

Furthermore, it can be observed that all sampled discursive
behaviours are assigned a high level of seriousness (Fig. 2). This
ceiling effect can also be observed in the rest of the variables
studied (Table 3). This effect prevents us from ranking behaviours
according to perceived seriousness, because differences between
means of seriousness and their adjacent means are not statistically
significant. However, grouping different discursive behaviours
according to their reference to physical harm (A, B, C, D, F, G) or
a lack thereof (E, H, I, J, K, L, M) reveals significant differences.
The mean perceived seriousness of expressions of physical harm
is 9.28, while the mean perceived seriousness of the other
expressions is 9.08. An independent samples t-test reveals this
difference to be statistically highly significant (p < 0.001).
Grouping discursive behaviours according to group references,
that is whether they refer to vulnerable groups (B, G, J, C, H, I, K)
or whether they can be directed at any group (M, D, A, F, E, L)
shows a slightly bigger difference. Here, the mean perceived
seriousness of VHC against vulnerable groups equals 9.34 as
opposed to 8.99 in the other cases (p < 0.001).

Table 3 suggests a correlational relationship between perceived
seriousness and agreement on consequences. The application of a
linear regression model reveals a moderate, but highly significant
association between the two variables (Pearson’s r= 0.605,
p < 0.001).

Multiple linear regression with consequences as the dependent
variable and seriousness in addition to socio-demographic vari-
ables as independent variables (Table 4) reveals that the latter
account for 31% of the variance (r2= 0.31). Nevertheless, this

Table 1 Descriptive statistics by group and One-Way ANOVA or z-test between groups.

Group 1: only
standard

Group 2: standard and
example

Group 3: only
example

ANOVA/z-test

f-value/ x2 p-value

n 301 315
Age 32.7 33.6 34.6 3.01 0.0831
Gender 13.15 0.0014
Female 206 (68%) 191 (63 %) 171 (54%)
Male 96 (32%) 110 (37%) 144 (46%)

Formal Studies in law 2.6287 0.2686
No 259 (86%) 258 (86 %) 282 (90 %)
Yes 43 (14%) 43 (14%) 33 (10%)

Highest educational level attained (0= ”Primary
studies; 5= “University studies”)

4.01 4.25 4.22 6078 0.0139

Political self-identification (1= “far left”, 7= “far right”) 3.42 3.39 3.4 0.03 0.863
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model reveals a significant effect of seriousness on the perception
of adequate consequences for the behaviour in question. Conse-
quently, we reject the null hypothesis of independence between
perceived seriousness and perceived adequacy of consequences.
We put forth the alternative hypothesis that an increase in per-
ceived seriousness leads to an increase in the perceived adequ-
ateness of consequences (i.e., content removal).

Furthermore, we studied the impact of both demographic
variables and other ratings on the perceived seriousness of dis-
cursive behaviour. We used Ordinary Least Squares (OLS) linear
regression with seriousness as the dependent variable and mod-
elled socio-demographic variables, the style of presentation
(description, example, description + example), wrongfulness,
harmfulness, and perceived frequency as predictor variables.

The model shows that both wrongfulness and harmfulness
have a significant effect on perceived seriousness, while socio-
demographic variables have very slight effects - and not statisti-
cally significant in the case of formal legal studies. Harmfulness

exhibits the highest coefficient of determination. We, therefore,
reject H3 and assume that moral rejection is not the most
important predictor of seriousness.

Discussion
The primary objective of this study was to explore user attitudes
towards community guidelines on social media platforms. Spe-
cifically, we aimed to analyze the extent of consensus on the need
for intervention and whether this consensus varies depending on
how the guidelines are presented to users. We also sought to
understand the factors that contribute to users perceiving content
as offensive or harmful enough to warrant moderation. Through
an experimental design, we tested four hypotheses and uncovered
attitudes about the seriousness of content prohibited by com-
munity guidelines.

Our results give satisfactory answers to all of our hypotheses.
Firstly, a comparison between standard deviations of means of

Table 2 Discursive behaviors included in the questionnaire.

Standard descriptiona Source Example provided

A Threatening to inflict serious physical harm to a person or
group of persons

Violent threats T. p.b “If you go on like this, I’m going to kill you.” (Example provided
by Twitter)

B Expressions directed at a person or group of persons
because of their race, ethnicity, national origin, sexual
orientation, gender, gender identity, religious affiliation,
age, disability, or serious illness that threaten them with
serious physical harm.

Glorification of violence
T.p.

“If you continue to be a whining Arab, we’ll have to shoot you
twice”.

C Glorifying crimes, violent events—or their authors—where
people were targeted based on their protected
characteristics (including race, ethnicity, national origin,
sexual orientation, gender, gender identity, religious
affiliation, age, disability, or serious disease)

Glorification of violence
T.p.

Posting after a violent event directed at Jewish people: “I’m
glad this happened” (Example provided by Twitter)

D Promotion of terrorism or violent extremism Violent organizations T.p. “Gora ETA. You must continue the fight”.
E Using aggressive insults in order to threaten or intimidate

others.
Abusive behaviour T.p “You’re a son of a bitch who should shut the fuck up”.

F Wishing or hoping for serious harm to a person or group of
people

Abusive behaviour T.p. “I hope the next time you talk like that, you get run over by a
car.

G Wishing or hoping for serious harm to a person or group of
people basis on their race, ethnicity, national origin, sexual
orientation, gender, gender identity, religious affiliation,
age, disability, or serious illness

Hateful content T.p. “If this group of Muslim protesters doesn’t shut up, they
deserve to be shot.” (Example provided by Twitter)

H Targeting individuals or groups with content that
references forms of violence or violent events where
protected categories were the primary target or victims,
with the intent to harass

Hateful content T.p Sending a person who professes Judaism a picture of the
Auschwitz concentration camp (Example provided by
Twitter)

I Disseminating stereotypes that incite fear about a person
or groups of people because of their race, ethnicity,
nationality, sexual orientation, gender identity, religious
affiliation, age, disability or serious illness.

Hateful content T.p. “All Muslims are terrorists” (Example provided by Twitter)

J Disseminating slurs, epithets, racist or sexist tropes, or
other repeated or non-consensual content, which is used to
degrade another person, when these refer to a protected
group or its members.

Hateful content T.p. “Blacks are like apes” (Example provided by Facebook)

K Disseminating images, logos or symbols that promote
hatred based on race, ethnicity, nationality, sexual
orientation, gender identity, religious affiliation, age,
disability or serious disease.

Hateful content T.p. Posting an image of a Nazi swastika (Example provided by
Twitter)

L Disseminating content that may discourage participation or
mislead people about when, where or how to participate in
an electoral process.

Civic integrity T.p. “Remember that in today’s general election you don’t have to
go to the polling station, just send an SMS with the name of
the party to the following phone number”.

M Disseminating false or altered multimedia content that
could result in serious harm

Synthetic and
manipulated media policy

“Drinking bleach has been scientifically proven to prevent
COVID-19. You should drink a 250 ml glass of bleach with
every meal”.

aHere we present the rules as they were presented to the subjects (translated into English). We have tried to reproduce their original wording as faithfully as possible, available at: https://help.twitter.
com/en/rules-and-policies#safety-and-cybercrime (version consulted on 11-11-2021, and revised on 31-03-2022 with no significant changes found).
bT.p. Twitter policy.
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Fig. 1 Degree of consensus on seriousness and consequences.

Fig. 2 Rating of expressions seriousness (95% Confidence Intervals).
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perceived seriousness revealed that consensus on the latter
weakens in the presence of a concrete example and, even more so,
in the absence of a more general description (H1). In other words,
more concrete cases lead to less uniform answers on the ser-
iousness of the discursive behaviour in question. This aligns with
previous evidence regarding community views and justice systems
(Robbinson and Darley, 1995; Robinson and Kurzban, 2007), and
this result may contribute to explain why literature reports sup-
port for content moderation, but at the same time shows that
such interventions may being perceived as unfair and generate
feelings of having one’s freedom of speech limited (Geeng et al.
2020; Riedl et al. 2022; Schoenebeck et al. 2021; West, 2018). It is
possible that support for content moderation is based on abstract
definitions of offensive or harmful content; but when applied to
specific examples, it may be less clear whether those expressions,
particularly those made by the subjects themselves, are truly
offensive or harmful (Jhaver et al. 2019) However, consensus on
the seriousness of the analyzed behaviours is quite high anyway,
regardless of how the discursive behaviour was presented to
participants. In addition, women are over-represented in the
sample which seems to have a slight effect on the seriousness
assigned to the behaviours. It is hence possible that the perceived
seriousness is slightly lower in group three, not due to the style of
presentation, but the disproportionate representation of the
genders in this group. Despite this limitation, we claim that
community rules for social media platforms generate a remark-
ably high consensus on the seriousness of different instances of
VHC in our sample population.

Secondly, we were able to verify that discursive behaviours
referencing physical harm are perceived as more serious than
behaviours referencing moral harm (H2). This difference, how-
ever, is very slight in comparison to the difference in seriousness
between VHC against vulnerable groups (i.e., hate speech) and
VCH against the general population. We, therefore, posit that the
seriousness of hate crimes is assessed differently from the eva-
luation of traditional criminal behaviour. In particular, but con-
trary to what has been observed in previous literature
(Rasmussen, 2022) we take the higher values of the seriousness of
behaviours directed at groups that have historically been dis-
criminated against as indicative of a notable social concern about
the circulation of hate speech on social media. As far as the
population of our study participants is concerned, we diagnose, as
previous studies have already pointed out (Riedl et al. 2022),
considerable social support for the efforts of social media com-
panies to combat hate speech and its consequences on their
platforms.

Thirdly, according to previous literature on seriousness of
crime (Adriaenssen et al. 2020), we hypothesized that between
harmfulness and wrongfulness, the latter would be the most
determinative element for the perception of the seriousness of
VHC content (H3). However, we have observed that the strongest
predictor of perceived seriousness of VHC behaviours is its per-
ceived harmfulness. This contradicts earlier studies on criminal
typologies (Adriaenssen et al. 2020), which posit moral repre-
hension as the most influential factor. The observation that
harmfulness has greater weight than moral reproach appears to
further reinforce the argument articulated above, namely that our
sample population is notably concerned about the possible con-
sequences that discursive behaviour on social media can have in
the physical world. This is particularly interesting in so far as
Meta and Twitter justify their policies based on the risk of hate
crime dissipating from their platforms into the real world
(cf. Introduction), an axiom around which scientific consensus is
not unanimous.

Finally, as regards to our fourth hypothesis that posed that
participants would be more likely to call for content removalT
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when they rate expressions as highly serious (H4), our results
show a palpable relationship between the perceived seriousness of
an instance of VHC and desired consequences, that is the removal
of this content from public discourse (H4). However, the expla-
natory power of the corresponding model isn’t exhaustive. We,
therefore, posit the existence of unknown variables beyond ser-
iousness and the socio-demographic variables included in this
study that significantly influences the perception of the response
to VHC on social media. Seriousness seems to be a relevant
factor, but the model constructed only accounts for 31% of the
variance, with a priori important variables, such as age, not being
relevant. In general terms, our research participants strongly
support the removal of VHC from social media platforms, but
future research will need to look more closely at the variables that
determine this support.

Our findings inform the general debate on freedom of expression
on social media, as they confirm the social concern about certain
types of content; not so much because of its frequency, but mainly
because of the harm and risks it is perceived to generate. These
observations are also relevant to the more specific debate on the
legitimacy of auto-regulation of social media because they confirm
that the establishment and enforcement of community guidelines
on social media are supported by (at least a good proportion of) the
user base. This statement doesn’t settle the debate, of course. On the
one hand, social support isn’t the only legitimizing factor of lim-
itations to social behaviour. Another important aspect of legitimacy
is its enforcement and the procedures established to this end. The
restriction of fundamental rights (such as freedom of expression) in
democratic societies is held to the standard of legal and procedural
safeguards that cannot be overwritten by merge social consensus,
meaning that the fundamental rights of citizens are protected from
subversion even against the citizens themselves. Indeed, beyond the
consensus and support of content moderation rules, previous lit-
erature has also shown that users also worry about the limitation of
freedom of speech that could encompass these rules enforcement
(Singhal et al. 2022), which could be strongly related not with the
rules itself but with the proceedings of enforcement, future research
lines should explore this later dimension of rules legitimacy.

Data availability
Data are available at Dataverse: https://doi.org/10.7910/DVN/
8Y2I1V.

Received: 18 July 2022; Accepted: 5 July 2023;

Notes
1 Adriaenssen (2020) uses different types of scales, but here it has been decided to follow
the original design of Warr (1989), with scales from 0 to 10.

2 Before conducting the survey, a pilot survey was carried out to test the questionnaires.
The survey was disseminated via the researchers’ Twitter accounts, reaching a total of
404 participants. The pilot survey results allowed us to verify that the descriptions of
the norms and examples were comprehensible, and that a consistent relationship
existed between the selected examples and the referenced norms.
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