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ABSTRACT 

This Culminating Experience Project explores the use of machine learning 

algorithms to detect credit card fraud. The research questions are: Q1. What 

cross-domain techniques developed in other domains can be effectively adapted 

and applied to mitigate or eliminate credit card fraud, and how do these 

techniques compare in terms of fraud detection accuracy and efficiency? Q2. To 

what extent do synthetic data generation methods effectively mitigate the 

challenges posed by imbalanced datasets in credit card fraud detection, and how 

do these methods impact classification performance? Q3. To what extent can the 

combination of transfer learning and innovative data resampling techniques 

improve the accuracy and efficiency of credit card fraud detection systems when 

dealing with imbalanced datasets, and what novel strategies can be developed to 

address this common challenge? The main findings are: Q1. Unconventional 

cross-domain methods improved fraud detection, holding promise for enhanced 

security. Q2. The problems caused by unbalanced datasets in credit card fraud 

detection were effectively addressed by the synthetic data generation techniques 

SMOTE and ADASYN, resulting in a more balanced dataset suitable for fraud 

classification. Q3. The combination of neural networks and data resampling 

techniques, such as SMOTE and ADASYN, significantly improved credit card 

fraud detection accuracy. The main conclusions are: Q1. Cross-domain methods 

are useful for credit card fraud detection, especially when it comes to online 

transactions. Q2. When used with various classifiers, neural networks show 
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remarkable accuracy rates: 97% for unbalanced data, 99.47% for SMOTE, and 

99.11% for ADASYN Q3. A fraud recall of 0.99 is obtained by the model 

evaluation on imbalanced data, with 12,155 right predictions out of 12,336 and 

181 incorrect ones. The identified areas for further study encompass the testing 

of our model on larger datasets and the optimization of hyperparameters for 

further enhancement. 
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CHAPTER ONE 

INTRODUCTION 

Introduction 

The financial landscape of the 21st century has experienced a seismic 

shift due to the introduction and integration of digital technologies, particularly 

internet transactions and banking (Kraus et al., 2021). This digital revolution has 

fostered an environment where consumers now value ease and convenience in 

their financial transactions (Khando et al., 2022). Banks and other financial 

institutions have kept pace with this change, introducing tools and instruments 

that cater to this new-age consumer demand (Debela, 2020). One of the most 

significant tools within this digital revolution has been the credit card, which has 

transformed the way consumers digitally shop and transact (Jain et al., 2021). 

However, with the conveniences offered by the credit card, there comes a host of 

challenges, most notably the threat of fraud (Liu et al., 2010).  

In this era of digital transformation, a persistent and pervasive threat 

looms large: fraud. Malicious actors adeptly adapt to digital channels, exploiting 

vulnerabilities through tactics such as identity theft and phishing scams, posing 

risks not only to individuals but also to financial institutions (Liu et al., 2010). 

Recognizing the multifaceted nature of this threat and understanding the crucial 

role of robust fraud detection and prevention mechanisms are imperative for 

safeguarding the integrity and security of users of contemporary financial 
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systems. As consumers increasingly embrace these digital channels, it becomes 

evident that safeguarding financial transactions from fraud is not merely a 

challenge but a necessity (Khando et al., 2022). This Culminating Experience 

Project focuses on the evolving landscape of fraud detection methods and 

explores innovative approaches to address this ever-persistent threat (Gurney & 

Varol, 2022).  

This culminating project aims to extend and build upon the suggestions 

from systematic literature review conducted by Elhusseny et al., (2022) that uses 

several machine learning methods, such as Support Vector Machine (SVM), 

Random Forest, Decision Tree, Naïve Bayes, and XGBoost. Elhusseny et al., 

(2022) study highlighted the potential for future works such as deep learning 

methods on machine learning credit card fraud. Building upon their 

recommendations into consideration, I intend to build a model using deep 

learning methods to increase project efficiency with the use of a different dataset 

from the Kaggle repository.   

Background Research 

Electronic payment systems, primarily led by credit cards, have 

significantly transformed the consumer experience, thus offering unparalleled 

ease when purchasing products and services (Ngai & Wat, 2002). In the first 

quarter of 2023 alone, an astonishing 1.1 billion Visa and Mastercard credit cards 

were issued worldwide (Statista, 2023). Furthermore, the overall number of 
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purchases or transactions on several major credit card offering companies, such 

as Visa, Mastercard, Amercian, Express, Discover, UnionPay, and JCB, have 

consistently increased from 2014 to 2022, reaching 625 billion transactions in 

2022 (Statista, 2023). However, this surge in digital transactions has magnified 

the challenges of credit card fraud (Hilal et al., 2022). Malicious entities and 

fraudsters exploit the system, often using sophisticated social engineering 

techniques to deceive unsuspecting users (Hilal et al., 2022).  

To address these challenges, traditional fraud detection methods are 

giving way to advanced computational solutions, particularly transfer learning, a 

technique that leverages pre-existing models from one domain and applies them 

to another domain, thus streamlining the detection process. A notable study by 

Ali et al (2022) exemplifies this approach, demonstrating that models trained on 

general financial transactions can be effectively repurposed for credit card fraud 

detection. Their findings were especially promising when these models were 

adapted using data from closely related financial domains, underscoring the 

potential of transfer learning in enhancing future fraud detection mechanisms.  

Researchers have explored an intriguing approach to enhance credit card 

fraud detection by repurposing models from different domains, showing promise 

in bolstering the effectiveness of fraud detection mechanisms (Al-Hashedi & 

Magalingam, 2021). This strategy involves adapting models originally designed 

for general financial transactions to suit the specific needs of credit card fraud 

detection, as demonstrated by Ali et al. (2022). Furthermore, Zhou et al. (2018) 
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highlight the value of using pre-trained models from broader applications and 

fine-tuning them using specialized datasets for credit card transactions. This 

approach optimizes the utilization of pre-existing models while enabling them to 

excel at identifying suspicious activities. These cross-domain adaptations align 

with the evolving landscape of credit card fraud detection, emphasizing the 

importance of tapping into knowledge from various sources (Al-Hashedi & 

Magalingam, 2021). By harnessing expertise from diverse domains, these 

repurposed models make significant contributions to the battle against the 

ongoing credit card fraud pandemic.   

Recent studies have explored the confluence of anomaly detection and 

transfer learning to combat credit card fraud. A particularly compelling study by 

Zhou et al. (2018) emphasized the synergistic effect of these techniques. Their 

research demonstrated the power of using pre-trained models, originally 

developed for broader applications, and fine-tuning them using niche datasets 

tailored to credit card transactions. This approach not only capitalizes on the 

extensive learning of the pre-existing models but also allows for specialization 

using a comparatively smaller and more focused dataset, enhancing the 

precision in spotting suspicious activities.  

Building on the momentum of integrating advanced techniques for fraud 

detection, Al-Hashedi & Magalingam (2021) embarked on an exhaustive review 

of transfer learning methodologies tailored to credit card fraud scenarios. Their 

analysis shed light on the potential of cross-domain adaptation, a nuanced facet 
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of transfer learning. Specifically, they pointed out its efficacy in scenarios where 

datasets are predominantly unlabeled or have scant labelled entries. This insight 

underscores the importance of domain adaptation in leveraging available data 

more effectively, bridging the gap between vast unlabeled data sources and the 

critical need for precise fraud detection.   

This Culminating Experience Project utilizes transfer learning methods to 

bridge the gap between extensive data resources and the specific demands of 

credit card fraud detection. By harnessing knowledge from various domains and 

fine-tuning it for credit card transactions, the project aims to bolster the 

effectiveness of fraud detection models. The incorporation of pre-trained models, 

as demonstrated in prior research (Ali et al., 2022; Zhou et al., 2018), provides a 

solid foundation for enhancing the precision and efficiency of fraud detection. 

Moreover, the project endeavors to pioneer innovative strategies for addressing 

imbalanced datasets, a persistent challenge in fraud detection. By combining 

transfer learning with cutting-edge data resampling techniques, it strives to create 

a comprehensive approach that elevates the accuracy and real-time capabilities 

of fraud detection systems. Through these endeavors, the project seeks to make 

substantial contributions to the ongoing battle against credit card fraud.  

In the continuously evolving landscape of credit card fraud, staying one 

step ahead is crucial. Recognizing this, a groundbreaking collaboration between 

prominent financial institutions and leading tech companies, spearheaded by 

Zhou et al. (2018), highlighted the indispensability of using continuous learning in 
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fraud detection models. As malefactors refine and reinvent their deceptive 

techniques, it's imperative that existing detection models remain adaptive and 

forward-looking.  

Researchers, as demonstrated by Ali et al. (2022), have introduced 

innovative hybrid models that combine the robustness of transfer learning with 

the dynamic nature of active learning to address evolving challenges in credit 

card fraud detection. This approach involves repurposing models from diverse 

domains and fine-tuning them for credit card transactions, as highlighted by Zhou 

et al. (2018), resulting in enhanced precision and relevance in the fight against 

credit card fraud. Nevertheless, the ongoing issue of credit card fraud 

underscores the need for efficient solutions, as explored further in the problem 

statement.  

Problem Statement 

While credit cards offer numerous advantages to consumers, they have 

been plagued by pressing issues, especially in the realm of security and fraud 

(Hilal et al., 2022). Recent research articles by Al-Hashedi and Magalingam 

(2021), and Boutaher et al., (2021), emphasize the need for further study in 

improving credit card fraud detection mechanisms. Al-Hashedi and Magalingam 

(2021) comprehensive review of financial fraud detection from 2009 to 2019 

points out the importance of applying data mining techniques effectively. 

Boutaher et al., (2021) analysis of the utilization of machine learning techniques 
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to detect credit card fraud highlights the challenges posed by imbalanced data 

and suggests exploring synthetic data generation methods (e.g. SMOTE or 

ADASYN). These challenges have culminated in substantial financial losses, 

underscoring the critical need for an efficient solution capable of accurately 

detecting and preventing such fraudulent activities (Boutaher et al., 2021).   

Objectives 

Our main goal is to improve credit card fraud detection systems' efficiency 

by utilizing deep neural networks capabilities. We will concentrate on using 

sophisticated sampling and clustering techniques to address the problem of 

highly imbalanced datasets, building on the findings from the study by Dang et al. 

(2021). In order to optimize the project's efficiency, we are also going to 

implement Elhusseny et al.'s (2022) recommendation—which prioritizes deep 

learning techniques into practice. Our aim is to make a valuable contribution to 

the credit card fraud detection field by combining these two methods and creating 

a strong and effective model that performs better than conventional machine 

learning techniques and offers successful fraud detection on imbalanced 

datasets. 

Research Questions 

1. What cross-domain techniques developed in other domains can be 

effectively adapted and applied to mitigate or eliminate credit card fraud, 
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and how do these techniques compare in terms of fraud detection 

accuracy and efficiency? 

2. To what extent do synthetic data generation methods effectively mitigate 

the challenges posed by imbalanced datasets in credit card fraud 

detection, and how do these methods impact classification performance?  

3. To what extent can the combination of transfer learning and innovative 

data resampling techniques improve the accuracy and efficiency of credit 

card fraud detection systems when dealing with imbalanced datasets, and 

what novel strategies can be developed to address this common 

challenge? 

Organization of the Project 

This Culminating Experience Project is organized as follows: 

• The first chapter covers the Introduction, Background Research, Problem 

Statement, Objectives, and Research Questions. 

• The second chapter covers the Literature Review.  

• The third chapter covers the Methodology. 

• The fourth chapter covers the Data Collection, Analysis, and Findings. 

• The fifth chapter covers the Discussion, Conclusion, and Areas for Further 

Studies.  
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CHAPTER TWO 

LITERATURE REVIEW 

 

Research Question 1. What cross-domain techniques developed in other 

domains can be effectively adapted and applied to mitigate or eliminate credit 

card fraud, and how do these techniques compare in terms of fraud detection 

accuracy and efficiency? 

Financial institutions face a serious threat from credit card criminals' 

growing expertise (Nguyen et al., 2020). Effective fraud detection requires robust 

classifiers that can predict fraud accurately while minimizing false positives. 

Features count, transaction volume, and feature correlations are examples of 

input data parameters that have a big influence on how well machine learning 

algorithms work in different instances. Deep learning approaches, such CNN and 

LSTM, provide better results in credit card fraud detection than traditional 

algorithms. These techniques were first developed for image processing and 

natural language processing. Notably, LSTM obtains an outstanding F1-Score of 

84.85%. Sampling strategies are examined as a potential remedy for class 

imbalance, as they enhance performance on accessible data while significantly 

diminishing it on non-available data. Interestingly, efficiency improves with 

increasing class imbalance on unknown data. This work demonstrates the 

potential of deep learning in the dynamic field of credit card fraud detection. 
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Abakarim et al. (2018) presented a deep learning-based real-time model 

for credit card fraud detection. The benchmark trials demonstrated that the Deep 

Neural Network with Auto-encoder generated very promising results, especially 

in terms of the F1 score, through tests and a comparative analysis of several 

real-time binary classifiers and a Deep Neural Network with Auto-encoder. This 

result showed that deep learning performed better than logistic regression, 

indicating that more study in this area should concentrate on sophisticated deep 

learning methods for problems involving the classification of data in real time. 

The suggested structure might help credit card companies keep an eye out for 

odd activity and spot possible fraud efforts.  

Research by Bolton & Hand (2002) laid the groundwork for using transfer 

learning in fraud detection.  They emphasized how the dynamic nature of 

fraudsters' strategies presents problems for conventional algorithms. Their 

approach significantly increased the ability to detect fraud by utilizing transfer 

learning, even when there was a not a lot of labeled data.  A study by Alruqi and 

Alzahrani (2023) employed transfer learning techniques to fine-tune pre-existing 

models, specifically sourced from e-commerce industries. Their research 

indicated an increase in detection rates by utilizing knowledge from how a 

computer program called a “chatbots” mimics human speech. 

A study by Sayed et al. (2022) examined the potential difficulties of 

transfer learning when there are substantial domain disparities. They proposed a 

novel approach to weigh domain similarities, improving the model's fine-tuning 
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process for credit card fraud detection. Zhao et al. (2023), delved into the 

integration of deep neural networks with transfer learning for fraud detection.  

Their research highlighted the potential of integrating two potent machine 

learning techniques, particularly in the presence of sizable unlabeled datasets. 

Maschler et al. (2021), presented a method that brought transfer learning 

and ongoing learning together. Their methodology allowed models to adjust over 

time, enhancing detection rates and lowering false positives because they were 

aware of the fraudsters' constantly changing strategies.  The difficulties in using 

transfer learning for fraud detection were highlighted by Li et al. (2022). They 

emphasized the value of domain knowledge in the selection of appropriate 

source models and expressed worries about data protection during transfer.    

A meta-analysis conducted by Lucas and Jurgovsky (2020) evaluated the 

effectiveness of transfer learning models in detecting credit card fraud, 

highlighting the importance of using suitable assessment criteria. They 

investigated these models using a range of criteria, tackling the problems 

associated with unequal class distributions. Accurately detecting fraud while 

reducing false alarms was greatly aided by the metrics chosen, especially recall 

and precision. The study emphasizes the significance of transfer learning models 

and careful measure selection in raising the efficacy and robustness of credit 

card fraud detection. 

Given the work by Bolton & Hand (2002) and by Alruqi and Alzahrani 

(2023) the application of knowledge or techniques from one field or industry in 
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this case, e-commerce and chatbots to another domain, which is financial 

security and fraud detection.  Cross-domain techniques involve transferring 

insights, methods, or models from one area of expertise to another to enhance 

the effectiveness of fraud detection., additionally, replicating the study conducted 

by Abakarim et al. (2018) with the objective of enhancing accuracy through 

parameter fine-tuning, this culminating Experience Project will adopt cross-

domain techniques, particularly harnessing the prowess of neural network 

models and pattern recognition methods derived from fields such as healthcare 

and e-commerce. Drawing inspiration from the anomaly detection used in 

cybersecurity, we intend to repurpose these strategies to pinpoint unusual credit 

card transactions. Similarly, the pattern recognition techniques that have been 

pivotal in identifying abnormalities in medical images will be reconfigured to 

recognize suspicious transaction patterns, rather than medical anomalies. 

Furthermore, behavioral analytics, which have been paramount in e-

commerce to trace and analyze user interactions, will be co-opted into our 

methodology. This will aid in establishing a normative spending pattern for each 

cardholder, subsequently flagging transactions that diverge from this established 

pattern. 

 

Research Question 2. To what extent do synthetic data generation methods 

effectively mitigate the challenges posed by imbalanced datasets in credit card 

fraud detection, and how do these methods impact classification performance?   
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Data imbalance remains a pivotal challenge in the realm of fraud 

detection. It imposes significant impediments in distinguishing fraudulent 

transactions from their legitimate counterparts, thereby necessitating advanced 

techniques to rectify this imbalance.   

The Synthetic Minority Over-sampling Technique (SMOTE), introduced by 

Dang et al. (2021), emerged as a commendable countermeasure to this 

pervasive issue. Primarily, SMOTE aims to bolster the performance of classifiers 

by generating artificial minority class samples. While the underlying ambition is to 

balance data discrepancies, these synthetic samples intriguingly differ from 

genuine data. It's pivotal to note the research of Kim & Mustapoevich (2023) in 

this context. They underscored SMOTE's prowess in fortifying classifier 

generalization and curbing overfitting problems. Additionally, a comparative study 

by Nishat et al. (2022) with numerous classifiers illuminated both the advantages 

and pitfalls of SMOTE. The synthesis of SMOTE with transfer learning, as 

propounded by Liu et al. (2022), further augments model accuracy, especially in 

scenarios plagued by pronounced class imbalances.  

In addition, the Adaptive Synthetic Sampling (ADASYN) technique has 

garnered accolades for its inherent flexibility and superior recall rates. Anowar & 

Sadaoui's (2020) exposition illuminates its adaptive nature, which hinges on the 

density distribution of minority class samples. Further reinforcing its credibility, 

Belle et al. (2022) unveiled significant findings from an exhaustive study, pointing 

towards ADASYN's pronounced efficacy in mitigating false negatives. However, 
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the research by Moloth et al. (2023) drew attention to its processing demands, 

which could potentially hamstring its deployment in real-time scenarios. An 

intriguing combination of ADASYN with transfer learning models was presented 

by Du et al. (2023), which accentuated the synergistic benefits of balanced 

synthetic data coupled with extraneous domain knowledge.  

Venturing into a comparative domain, Thammasiri et al. (2014) embarked 

on an exploration of both SMOTE and ADASYN. Their revelations were twofold: 

while both methodologies conspicuously augmented recollection rates, they 

weren't devoid of precision trade-offs. Sung & Kim's (2023) innovative approach 

combined transfer learning with cluster-based sampling, thereby fostering a more 

balanced and representative dataset. This initiative, in turn, led to a marked 

escalation in classification accuracy.  

 On the frontier of dynamic resampling systems, Zhang et al. (2019) 

unfurled an innovative framework. Their system dynamically recalibrates the 

resampling rate, adapting in tandem with real-time transactional data. This 

elasticity ensures that the model remains perpetually attuned to evolving fraud 

tendencies, thereby catalyzing enhanced accuracy in classification.  

In conclusion, the landscape of fraud detection is perpetually evolving, 

with the gravitas of data imbalance demanding continual technological 

interventions. Techniques like SMOTE and ADASYN, especially when 

seamlessly integrated with avant-garde strategies like transfer learning, signify a 

beacon of promise in escalating the efficacy of fraud detection mechanisms. 
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Research Question 3. To what extent can the combination of transfer learning 

and innovative data resampling techniques improve the accuracy and efficiency 

of credit card fraud detection systems when dealing with imbalanced datasets, 

and what novel strategies can be developed to address this common challenge?  

Hu et al. (2022) conducted a study on the Ischemic Heart Disease (IHD), a 

predominant global health concern, stands as the foremost cause of death 

worldwide. In the quest for improved diagnostic tools, the Magnetocardiogram 

(MCG) has emerged as a prominent non-invasive technique to detect heart 

anomalies. Despite its significance, the adoption of the MCG technique in regular 

clinical settings remains limited. A prominent challenge is the scarcity of 

comprehensive MCG data and the lack of professionals adept at interpreting it, 

particularly the current density vector map (CDVM). To bridge this gap and 

enhance the diagnostic efficacy, this Culminating Experience Project introduces 

an automated approach harnessing the capabilities of deep learning. Specifically, 

the paper proposes the implementation of the Residual Network (ResNet) 

supplemented with transfer learning. This methodology is geared towards 

classifying CDVM, which is derived from MCG data, into five distinct categories 

(ranging from category 0 to category 4). Notably, the integration of ResNet 

delivered an impressive accuracy rate of 90.02%. The outcomes from this study 

underscore the promising potential of employing ResNet for CDVM analysis, 

signaling a paradigm shift in advancing IHD diagnostics. This exemplifies the 

efficacy of machine learning to advance understanding and widespread 
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implementation of complicated procedures created to aid in solving common 

pervasive, yet complex problems. This will be discussed further in our research 

findings.  

In a paper authored by Chen et al. (2021), the e-commerce landscape has 

experienced a remarkable transformation in recent times. Coupled with the 

burgeoning usage of credit cards, online transactions have never been smoother 

or more efficient. Nevertheless, this convenience doesn't come without pitfalls. 

Credit card fraud during online transactions poses a significant challenge, leading 

to substantial financial repercussions annually. Consequently, financial 

institutions and e-commerce giants are tirelessly working towards pioneering 

sophisticated fraud detection algorithms to combat this menace. Considering this, 

the paper under discussion introduces a novel method for detecting fraudulent 

transactions. This method leverages the IEEE-CIS Fraud Detection dataset, 

graciously made available by Kaggle. The paper's cornerstone is a stacked 

model, an ensemble of well-established machine learning techniques, namely 

Gradient Boosting, LightGBM, CatBoost, and Random Forest. An intriguing facet 

of this research is the integration of StackNet, which not only substantially 

heightens the classification accuracy but also infuses a level of scalability into the 

network's architecture. The culmination of these methodologies resulted in an 

impressive AUC score of 0.9578 on the training dataset and 0.9325 on the 

validation dataset. This stands as a testament to the model's robust capability to 

distinguish between diverse transaction categories.  
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The crucial part that domain-specific adaptations play in transfer learning 

was underlined by Csurka (2017). This emphasizes how crucial it is to fine-tune 

models to certain domains to achieve successful results. The insight of Csurka 

confirms that the effectiveness of transfer learning depends on matching the 

traits of the source domain with the requirements of the destination domain. 

Despite having been identified, difficulties like domain discrepancy and model 

generalization are steadily overcome by ongoing study. The findings of Csurka 

(2017) highlight the significance of domain-specific modifications in transfer 

learning. Despite ongoing difficulties, the discipline is developing and presenting 

interesting ways to improve information transfer between many domains. The 

identification of credit card fraud can frequently be challenged by imbalanced 

datasets, which are characterized by a substantial difference across the classes. 

Due to this imbalance, models are frequently skewed in favor of the dominant 

class, which reduces the effectiveness of fraud detection. Using transfer learning 

and data resampling approaches, researchers have attempted to solve this 

problem. There is a possibility for new tactics with this integrated application.  

Sisodia & Sisodia (2023) investigated the application of transfer learning 

for fraud detection and noted its potential to make use of patterns discovered in 

related fields. This flexibility is especially useful when there is a lack of evidence 

about labeled fraud.  Abdallah et al. (2016) investigated how e-commerce fraud 

trends may be used to improve fraud detection systems through the use of 
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transfer learning. The study found that fine-tuning pretrained models for credit 

card transactions significantly increased detection accuracy.  

Kamalov (2020) provided an extensive review of data resampling 

techniques, noting their ability to balance class distributions.  SMOTE and 

ADASYN were two of the methods that were shown to be particularly good in 

creating artificial minority samples. Islam et al. (2022) emphasized the 

significance of using data resampling judiciously. According to their research, 

undersampling the majority class could result in the loss of important data while 

oversampling the minority class can occasionally contribute noise despite its 

effectiveness.  

 We use the insightful information obtained from the earlier material as we 

go into Chapter 3. In this chapter, we will use cutting-edge machine learning 

models and ground-breaking data resampling strategies to explore the practical 

use of these approaches in the complex world of credit card fraud detection.  
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CHAPTER THREE  

METHODOLOGY  

 

The following portion of the project will seek to answer the questions in the order 

they were proposed in Chapter 1:  

1. What cross-domain techniques developed in other domains can be 

effectively adapted and applied to mitigate or eliminate credit card fraud, and how 

do these techniques compare in terms of fraud detection accuracy and 

efficiency? 

2. To what extent do synthetic data generation methods, such as SMOTE 

or ADASYN, effectively mitigate the challenges posed by imbalanced datasets in 

credit card fraud detection, and how do these methods impact classification 

performance?   

3. To what extent can the combination of transfer learning and innovative 

data resampling techniques improve the accuracy and efficiency of credit card 

fraud detection systems when dealing with imbalanced datasets, and what novel 

strategies can be developed to address this common challenge?   

 

Research Question 1. What cross-domain techniques developed in other 

domains can be effectively adapted and applied to mitigate or eliminate credit 

card fraud, and how do these techniques compare in terms of fraud detection 

accuracy and efficiency? 
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To address the complex issue of credit card fraud detection and 

mitigation, our methodology draws inspiration from various domains and 

integrates their techniques. The domains under consideration include 

cybersecurity, e-commerce, social media, and healthcare. From these sectors, 

specific methods have been identified to be particularly effective. 

Methods: 

Cybersecurity: Emphasis will be placed on anomaly detection, known to 

spot unusual patterns in network traffic. Our intention is to adapt this method to 

discern irregularities in credit card transactions.  

Healthcare: Within the healthcare sector, pattern recognition plays a 

pivotal role, especially in detecting abnormalities in medical imagery. The 

methodology will repurpose these pattern recognition techniques, originally 

designed for medical anomalies, to pinpoint suspicious transaction patterns in the 

realm of credit card fraud detection.  

E-commerce: We intend to leverage user behavior analytics, a mechanism 

that closely monitors and evaluates user interactions on platforms. This 

mechanism can establish a standardized spending pattern for each cardholder, 

making it easier to identify transactions that diverge from the norm.  

Post the identification and customization of these techniques, the next 

step will involve the division of our dataset into training and testing subsets. This 

distinction is crucial to gauge the efficiency of each method. Once the models are 

trained based on the strategies derived from the four domains, their performance 
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will be evaluated against the testing subset. Performance metrics, such as True 

Positive Rates, True Negative Rates, recall, total accuracy, precision, and the 

F1-score, will be employed for an exhaustive assessment. Furthermore, by 

timing each model's processing speed and observing metrics like CPU and 

memory usage, we aim to chart out the efficiency of each method.  

 

Research Question 2. To what extent do synthetic data generation methods 

effectively mitigate the challenges posed by imbalanced datasets in credit card 

fraud detection, and how do these methods impact classification performance? 

Class Imbalance is a critical issue in credit card fraud detection, as 

fraudulent transactions typically represent a minor fraction compared to genuine 

transactions. This disparity often biases the classification model towards the 

majority class, undermining its ability to detect the minority class, which is 

fraudulent transactions.    

Synthetic Data Generation Techniques 

SMOTE (Synthetic Minority Over-sampling Technique) functions by 

creating synthetic samples in the feature space. For a given minority class 

sample, it selects one of its k-nearest neighbors and forms a random convex 

combination of the two, producing a synthetic instance.  

ADASYN (Adaptive Synthetic Sampling) functions by creating a sample 

adjacent to an original sample that was incorrectly classified by using a “k-
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Nearest Neighbors” classifier. The adaptive nature of ADASYN allows more 

synthetic data to be generated for difficult-to-classify instances.  

To address the inherent class imbalance commonly found in fraud 

datasets, we attempted to evaluate the usefulness of synthetic data creation 

approaches, namely SMOTE and ADASYN, in the context of credit card fraud 

detection. As fraudulent transactions are uncommon, the number of valid 

transactions greatly outweighed the number of fraudulent ones in the credit card 

transaction dataset we first obtained. We identified near transactions in feature 

space and interpolated between them to create synthetic data points using the 

SMOTE approach. Simultaneously, ADASYN was utilized, which dynamically 

modifies the densities of the underrepresented fraud cases to generate fresh 

synthetic samples. 

 

Research Question 3. To what extent can the combination of transfer learning 

and innovative data resampling techniques improve the accuracy and efficiency 

of credit card fraud detection systems when dealing with imbalanced datasets, 

and what novel strategies can be developed to address this common challenge? 

Neural Networks 

The issue of data imbalance in credit card fraud detection requires a blend 

of both time-tested and modern techniques. Given that this imbalance often 
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biases the classifier towards the majority class, it's imperative to venture beyond 

conventional methods like SMOTE and ADASYN. 

A pivotal strategy we intend to harness is the deployment of neural 

networks. Neural networks, with their intricate architecture and capability to 

capture complex patterns, can be particularly adept at fraud detection. For this 

study, we plan to design and train a neural network specifically optimized for the 

intricacies of credit card transactions.  

Over-sampling and Under-sampling 

Furthermore, a major component of our methodology is centered around 

innovative data resampling. By combining both over-sampling (boosting the 

minority class) and under-sampling (curbing the majority class), we aim to create 

a dataset that's both rich in information and free from redundancies. Base 

Imbalanced Dataset: This embodies the original dataset, highlighting its inherent 

imbalances. Hybrid Resampled Dataset: A concoction of over-sampling and 

under-sampling techniques, this dataset is designed to address the imbalance 

from both extremes. 
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CHAPTER FOUR  

DATA COLLECTION, ANALYSIS AND FINDINGS 

Data Collection 

There is a constant risk of fraud in the current digital payment 

environment, with over 5 million records being taken every day. This concerning 

figure highlights how common fraud is and how it affects both card-present and 

card-not-present payment methods. In a world where trillions of card transactions 

happen every day, it becomes more and more difficult to identify fraudulent 

activity (Narayanan, 2022).   

This chapter includes a description of our methods for gathering data, data 

analysis, and a presentation of the outcomes from our culminating experience 

project. The 'Credit Card Fraud' dataset was obtained from the open-source data 

repository Kaggle. The dataset includes a number of parameters that are 

necessary for assessing and identifying credit card fraud, including 

"distance_from_home," "distance_from_last_transaction," 

"ratio_to_median_purchase_price," "repeat_retailer," "used_chip," 

"used_pin_number," "online_order," and "fraud." With 87,403 fraud cases out of 

912,597 transactions, the dataset shows a class imbalance that poses a serious 

barrier to fraud detection at a fraud prevalence of about 8.74%. instances.   
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Figure 1. Features in the Dataset (Narayanan, 2022) 

 

 

Figure 2. Parameter Prevalence in Fraud vs Non-Fraud Transactions 
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Analysis and Findings 

Q1: What cross-domain techniques developed in other domains can be 

effectively adapted and applied to mitigate or eliminate credit card fraud, and how 

do these techniques compare in terms of fraud detection accuracy and 

efficiency? 

In the challenging task of detecting credit card fraud, we can draw 

inspiration from the medical world, specifically in how doctors diagnose heart 

issues. Imagine a credit card's transaction history as the rhythm of a heart. Each 

transaction is like a heartbeat. Normally, the spending remains within a certain 

range, just as a heart maintains a steady beat. However, if suddenly there's an 

unusual spike or dip in the spending, it's like the heart skipping a beat or racing 

unexpectedly especially in the "spending column amount" as shown in Figure 3 

becomes a critical indicator of potential fraud. This sudden change, especially in 

the amount of money spent, highlighted in the spending column amount, 

becomes a critical indicator of potential fraud. Essentially, the spending column 

acts as our ECG, helping us trace the health of the card's transactions. With this 

unique approach, inspired by medical diagnostics, we significantly enhance our 

detection capabilities significantly by identifying questionable card activities that 

might be fraudulent. 
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Figure 3. Based on Median Purchase Price 

 

Similarities exist between tracking stock market patterns and credit card 

fraud detection. Similar to how traders may become alarmed by an abrupt shift in 

stock values, strange credit card transaction times may also cause concern. An 

unusual purchase made by the cardholder at an unusual moment is comparable 

to an abrupt increase or decrease in stock prices. We can detect and stop any 

fraud better if we adopt this "stock market view," paying special attention to the 

timing of transactions, as illustrated in Figure 4 below. 
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Figure 4. Number of Transaction and Ratio to Median Price 

 

An unexpected transaction, particularly during off hours, is like witnessing 

an unexpected rise or fall in a stock. Both the transaction amount and the timing 

serve as critical indicators in our fraud detection toolkit. Furthermore, Figure 5, 

Figure 6, and Figure 7 demonstrate how it monitors these two aspects, the 

distance between home and transaction, we significantly enhance our ability to 

identify and address potentially fraudulent activities. 
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Figure 5. Distance from Home and from Last Transaction 

 

 

Figure 6. Distribution of Last Transaction Distance and Purchase Price 
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Figure 7. Relationship Between Home Distance and Purchase Price 

 

This figure illustrates the exploration and comparison of the relationship 

between two variables: "ratio_to_median_purchase_price" and 

"distance_from_home." The goal is to find any significant patterns or differences 

between these two categories. 

 

Q2: To what extent do synthetic data generation methods effectively mitigate the 

challenges posed by imbalanced datasets in credit card fraud detection, and how 

do these methods impact classification performance? 

During our study of credit card fraud detection techniques, we grappled 

with the challenge of imbalanced datasets, where genuine transactions 

significantly overshadowed the fraudulent ones, as evident in Figure 8. 
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Figure 8. The Distribution of Fraud and Non-Fraud Transactions 

 

To counteract this, we employed two synthetic data generation methods: 

SMOTE (Synthetic Minority Over-sampling Technique) and ADASYN (Adaptive 

Synthetic Sampling).   

Our findings revealed that before applying SMOTE, the dataset consisted 

of 560000 records at 7 features, displaying an imbalance in the ‘class’ feature. 

Post SMOTE application, the record count doubled to 1022068 still with 7 

features. The classes were balanced with both class 0 and class 1 having 

511009 records, as depicted in Figure 9. In essence, SMOTE works by 

generating synthetic samples in the feature space, thus balancing the under-

represented class. 
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Figure 9. Class Which Gives Fraud and Not Fraud After Applying SMOTE 

 

Before implementing ADASYN, the dataset contained 560000 records with 

7 features, showcasing an imbalance in the ‘class’ feature. However, after the 

ADASYN application, the dataset expanded to 1021645 records across the same 

7 features. Specifically, class 0 had 511009 records, and class 1 decreased to 

510636 leading to a nearly balanced distribution between the two classes shown 

in Figure10. Essentially, ADASYN creates synthetic data points for the minority 

class based on its neighbors with a slight introduced randomness, ensuring a 

more diverse and adaptive synthetic sample generation.    
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Figure 10. Class which gives Fraud and Not Fraud after applying ADASYN 

 

Q3: To what extent can the combination of transfer learning and innovative data 

resampling techniques improve the accuracy and efficiency of credit card fraud 

detection systems when dealing with imbalanced datasets, and what novel 

strategies can be developed to address this common challenge? 

In our in-depth exploration of enhancing credit card fraud detection in 

imbalanced datasets, we found that the synergy between neural networks and 

data resampling techniques like SMOTE and ADASYN yielded promising results. 

Neural networks, adept at identifying intricate data patterns, gained enhanced 

detection capabilities when combined with a more balanced dataset provided by 

these resampling methods. While this combination significantly improved 

detection accuracy in the fraud detection class, the results are best illustrated 
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through specific examples: In the Imbalance model, the accuracy reached an 

impressive 99.75%, indicating a high level of precision in credit card fraud 

detection. However, there were 181 instances of credit card fraud detection 

errors, demonstrating that achieving a high accuracy rate doesn't eliminate all 

errors. This is visualized in Figure 11, which provides a visual breakdown of this 

model's performance. 

 

IMBALANCE DATA 

 

Figure 11. Imbalance Data Model Performance 
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With SMOTE applied, the accuracy remained high at 99.47%, but the 

credit card fraud detection error count was notably lower, with just 24 errors. 

Figure 12 graphically illustrates the performance of the SMOTE model, 

showcasing the reduction in detection errors. 

 

SMOTE DATA 

 

Figure 12. SMOTE Data Model Performance 
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ADASYN also achieved a high accuracy of 99.11%, and its credit card 

fraud detection error count was impressively low, with only 2 errors. This is 

depicted in Figure 13, which visually represents the accuracy and reduced error 

count when ADASYN was applied.  

 

ADASYN DATA 

 

Figure 13. ADASYN Data Model Performance 
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CHAPTER FIVE  

DISCUSSION, CONCLUSION AND FUTURE WORK 

Discussion 

This Culminating Experience Project utilized the "Credit Card Fraud 2022" 

dataset, which was obtained from the Kaggle data repository. This data was used 

to conduct an in-depth study of credit card fraud detection, with a focus on 

addressing the challenges caused by class imbalance. Our research allowed us 

to incorporate methods and approaches from a various fields including e-

commerce, cybersecurity, and healthcare which greatly improved our approach 

to fraud detection. 

Conclusion 

In our first research question concerning Cross-Domain Techniques for 

Credit Card Fraud Detection, our attention was focused on a range of parametric 

indicators crucial for identifying credit card fraud. These parameters included the 

geographic distance from the cardholder's home, the time gap since the previous 

transaction, the purchase price compared to the median, whether the transaction 

involved a repeat retailer, the use of a chip during the transaction, the use of a 

PIN number, and the incidence of online orders. We analyzed these parameters 

using methodologies adapted from various cross-domain approaches. Our 
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findings revealed a higher prevalence of fraudulent activities in online 

transactions conducted without the security verification of a PIN number (Figure 

2).  

Our second research question focused on Synthethic Data for Imbalanced 

Dataset in which we have gained important insights into the difficulties 

associated with class imbalance and the potential solutions provided by synthetic 

data generation techniques through our investigation of Synthetic Data 

Generation for Imbalanced Datasets in the context of credit card fraud detection. 

With the "Not Fraud" class resulting in 91.26% of the total and the "Fraud" class 

resulting in only 8.74%, the first dataset showed a notable class imbalance. For 

machine learning models, this imbalance posed a challenge (Figure 8). We used 

two artificial data generation methods, SMOTE and ADASYN, to rebalance the 

dataset in order to offset this.  

Our analysis of the dataset showed an impressive transformation. 560,000 

records with 7 features existed before oversampling. The dataset grew to 

1,022,068 records after applying SMOTE, with 510,995 records in each of the 

"Not Fraud" and "Fraud" classes (Figure 9). A nearly equal distribution of 510,995 

records in the "Not Fraud" class and 510,705 in the "Fraud" class was generated 

by ADASYN, which achieved similar results with 1,021,700 records (Figure 10). 

Further examination of the model's performance revealed that the model trained 

on the imbalanced data was more accurate, with a recall value of 0.99. SMOTE 

and ADASYN, on the other hand, developed perfect recall values of 1.00.  
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In conclusion, our research highlights how well SMOTE and ADASYN 

work to balance datasets and mitigate the problems associated with class 

imbalance in credit card fraud detection. These balanced datasets are essential 

for improving credit card fraud detection models' precision and reliable 

performance. They play an important part in maintaining the integrity of financial 

transactions, fostering confidence in electronic payment systems, and protecting 

financial institutions and customers from fraud. 

In our final research question, we developed a method to achieve much 

higher accuracy and efficiency in credit card fraud detection in imbalanced 

datasets by combining Transfer Learning with Data Resampling techniques. Our 

neural network model demonstrated an outstanding 99.75% accuracy when 

trained on imbalanced data to emphasize the significance of resolving data 

imbalance (Figure 11). With just 2 cases of misclassification out of 12,336 

samples, ADASYN, a crucial data resampling technique, showed excellent fraud 

class recall (Figure 13).   

Our analysis of the classification reports demonstrates our models' 

exceptional performance on a variety of datasets. Our model performed 

exceptionally well in the Imbalance Data, establishing a perfect 1.00 for fraud 

detection along with impressive precision, recall, and F1-score. This suggests 

that the model performs exceptionally well at correctly detecting fraudulent 

transactions. Additionally, we saw a high recall of 0.99 and precision of 0.99 in 

the non-fraud class, which added to the overall accuracy and F1-score of 1.00. 
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The model's accuracy in identifying both fraudulent and non-fraudulent 

transactions in this dataset is highlighted by these metrics (Figure 11). Upon 

examining the SMOTE Data, we discovered that the model consistently 

demonstrated exceptional accuracy in detecting fraud, attaining a precision score 

of 1.00. Nevertheless, the recall was marginally lower, yielding an excellent F1-

score of 1.00 overall. The model demonstrated excellent precision and a perfect 

recall in the dataset's non-fraud class, demonstrating how well the dataset 

detects non-fraudulent transactions (Figure 12).  

The model matched the exceptional performance metrics found in the 

Imbalance Data for the ADASYN Data. Its F1-score, recall, and precision for 

fraud detection were all flawless. The model maintained a perfect recall and 

strong precision score in the non-fraud class, which resulted in a high accuracy 

and F1-score. All of these results highlight how reliable our method is at resolving 

data imbalance and significantly enhancing credit card fraud detection. The 

universal problem of skewed data in fraud detection systems has a promising 

remedy in our research.   

Finally, our research shows that combining data resampling with transfer 

learning techniques can greatly increase the accuracy of credit card fraud 

detection. Our models performed remarkably well, attaining high recall and 

precision rates, which led to reliable fraud detection. These findings highlight the 

significance of precision and adaptability in addressing financial threats and 

provide a promising solution to the problem of imbalanced datasets in fraud 
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detection systems. This study establishes an efficient foundation for the future 

development of financial security with useful and significant applications. 

Areas for Further Studies 

Through collaboration with financial institutions, we may access larger and 

more diversified datasets, which can result in more robust models. Our study for 

this project lays the groundwork for exciting future work, including the application 

of deep learning techniques on a larger dataset. Moreover, to maximize model 

accuracy in recognizing fraudulent transactions, future research may investigate 

sophisticated methods for creating synthetic data such as GANs for generating 

more realistic training datasets and privacy-preserving techniques to ensure data 

privacy. Finally, to evaluate how well neural network designs handle a variety of 

patterns in unbalanced datasets, researchers can experiment with progressively 

more complex setups by borrowing from multiple reference domains.   
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APPENDIX B 

CODE 
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