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Abstract
The application and uses of drones in all areas are continuously rising, especially in
civilian use cases. This increasing threat requires reliable drone surveillance in urban
environments. Radar is the obvious candidate with its ability to detect small objects at
range, in all weather conditions. The use of an L‐band networked radar for urban sensing
of S‐UAS targets is explored. Small echoes from S‐UAS places a premium on synchro-
nisation, which is the fundamental key for high performance networked radar. The effect
of timing errors on the operation of the network radar is investigated theoretically and
experimentally, and the processing tools for synchronising data based on the direct signal
returns of the transmitter are developed. Also, drone detection using bistatic L‐band
staring radar is achieved both in simulation and then in real field trials where the SNR
and detection performance are computed and analysed. The updated direct signal syn-
chronisation method for bistatic staring radar is shown to provide comparable SNR and
positional accuracy for S‐UAS targets as the monostatic staring radar.

KEYWORD S
distributed sensors, Doppler radar, micro Doppler, multistatic radar, oscillators, passive radar, performance
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1 | INTRODUCTION

In recent decades, sensors have improved in terms of their
sensitivity to detecting small unmanned aircraft systems (S‐
UAS). This is matched by the increasing demand and usage of
these systems. Drones are progressively being used in the rapid
delivery of packages and recreational uses such as for
photography and videography. However, drones themselves
provide a huge security risk as they have the potential to be
used for criminal activities and are difficult to detect [1, 2]. It is
expected that the use of drones will increase by an order of
magnitude over coming years, so more robust surveillance
methods are required [3]. Radar is an emerging technology for
the use of detection, tracking and classification of S‐UAS [4–6]
and has the capability to operate during night and in all weather
conditions [7, 8]. One particular class of modern radars, active
electronically scanned arrays (AESA) utilise a grid of

transceiver antennas with adjustable phase shifters [9] to swiftly
change the pointing direction of the beam and this allows for
more sophisticated signal processing techniques to improve the
radar's effectiveness [10]. Drones occupy the same airspace as
birds and share many of the same features when viewed by a
radar (such as size, altitude and velocity) [11, 12] and therefore
better classification capability is required to distinguish be-
tween bird and drone. Although the improved speed of AESAs
allows for longer integration times, this can be further
improved with staring radars which provide continuous illu-
mination of the field of view (FOV) via a broad transmit beam,
digitisation of the data from multiple beams simultaneously to
enable digital beam forming on receive [13, 14]. The combined
effect of the broad transmit beam and digital beamforming
enables continuous dwell on multiple targets and further in-
creases sensitivity of radar systems and allows for fine Doppler
resolution. Digital array radars allow for greater flexibility, one
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example is shown in ref. [15] which is a 4 � 1 element linear
receiver array at S‐band and utilises digital beamforming on the
recorded data to point the beam simultaneously in various
directions. The system demonstrated detection of S‐UAS tar-
gets up to 1.7 km. Another is the X‐Band staring system
(RAD‐DAR) [16]. This system operates with frequency
modulated continuous wave (FMCW) waveforms, contains a
64 element (8 � 8) digital receive antenna array and performs
detection of drones up to 3 km with high location accuracy.

The L‐band system used in the work presented in this
paper, transmits a pulse waveform utilising a 64 element
(4 � 16) digital receiver array, which is capable of drone
detection up to a range of 5 km [11, 14, 17, 18].

The complexities such as slow velocities, multipath and
impaired visibility at low altitudes due to other structures each
offer additional challenge for the detection of S‐UAVs. [19]. The
use of radar networks are more resilient to these effects since
they can extract target features from different viewpoints [20].
Other benefits of networked radar are that they can provide
improved coverage by efficient positioning of sensor nodes [21],
increased positional accuracy via combining multiple measure-
ments and improved sensitivity due to more efficient collection
of echoes [20]. These benefits can be achieved through the use of
advanced signal processing and data fusion techniques [22].

While synchronisation is important for all radars between
the transmitter and receiver subsystems, a physical timing link
such as RF cabling may be impractical or prohibitively costly.
Therefore, one of the main challenges of networked radar is to
ensure a highly accurate (to at least a local time scale) or a
common timing reference is available to each node. An addi-
tional consequence of a lack of inherent coherence between
transmitter and receiver nodes is that there is no longer an
effect of phase noise cancelation [23, 24]. A summary of time
and frequency synchronisation requirements for bistatic radar
is given in ref. [25]. A review of synchronisation protocols is
presented in ref. [26] synchronisation where the different ra-
dars can be approximated as a wireless sensor network. But the
methods in ref. [26] are limited to microsecond level syn-
chronisation accuracy. Synchronisation errors and their impact
in another pulsed radar system were analysed in ref. [27]. The
impact of the loss of synchronisation of the signal to noise
ratio (SNR) is calculated in ref. [28] in terms of the fraction of
pulse overlap at the time of target reflection. Previous work,
looking into the effect of synchronisation errors in bistatic L‐
band staring radar is found in ref. [23], these were corrected
using a method exploiting the direct signal from the trans-
mitter, provided that there is a direct line of sight. This is
revisited and extended in this paper to enable synchronisation
capability without requirement of a direct line of sight.

A review of networked radar is presented in ref. [29] which
gives an overview of how synchronized networks of sensors
are used in various applications, but then focuses more on the
state of the art data fusion techniques. Another full review of
network radars focused on detection of S‐UAS targets is found
in ref. [30]. Various networked radars that are developed for
the purpose of drone detection are described. University
College London developed NetRAD [31] which consists of

three identical transmitter and receiver nodes utilising pulsed
waveforms at S‐band. Successful detection and discrimination
of drone targets containing various payloads was performed
but demonstrated at short ranges of less than 200 m. Subse-
quently, NeXtRAD, a multistatic radar system for drone
identification was built by the University of Cape Town and the
University College London [32] and operates at both L‐band
and X‐band. A summary of the results from both the
NetRAD and NeXtRAD systems is shown in ref. [33]. Thales
Singapore and Netherlands developed a different type of radar
network consisting of various low cost sensors [34]. This
Continuous wave (CW) K‐band system was used for classifi-
cation of drones against other civilian targets such as bicycles,
cars and walking people. Also, multi sensor networks are
available such as the radar and camera network sensor devel-
oped at Fraunhofer [35]. This sensor utilises W‐band for the
detection stage synchronized with a high resolution optical
camera to enable the operator to classify the target.

The central problem being addressed in this paper is the
surveillance of drones in an urban environment. These envi-
ronments bring additional complications such as significantly
increased clutter, multipath, additional interference sources and
target obscuration due to large buildings. Networked radar sys-
tems are used to mitigate some of these challenges. It can be seen
in the literature, there are various other established radar net-
works but few truly capable of detection of S‐UAS targets at
useful ranges and few operating in urban environments. In
addition, synchronisation is typically achieved using a network
time protocol (NTP), white rabbit protocol [36] or GPS disci-
plined oscillators (GPSDOs) [37] which all either require addi-
tional infrastructure, are vulnerable to GNSS spoofing or limited
in the precision and accuracy. The approach used in this work is a
relatively low cost, direct signal synchronisation technique. This
does not require any direct links to be built between the radar
nodes nor does it rely on GNSS signals. The synchronisation
performance is not expected to be as high as the other techniques
but can be a viable, low cost alternative. It should be noted that
the concept has been used extensively for the use in passive radar
where a separate antenna is used to collect the direct signal for
matched filtering [38]. It has been used as early as the 1940s in the
Klein Heidelberg network where transmission from the UK
home chain system was used as a signal of opportunity [39].
Modern passive radar systems continue to use the direct signal
breakthrough with other communication type signals such as
DVB [40], WiFi [41] and GNSS [33, 42]. Upcoming sensors are
looking into using 5G [43] or Starlink [44]‐based passive radar
systems. It is common with all of these passive sensors that the
transmitter is uncooperative and therefore, detection of the
direct breakthrough signal is required. In this work, where the
transmitter is cooperative, the waveform properties are already
known. The direct breakthrough signal is not necessarily
required for synchronisation if there are other reference points
available such as direct signal returns from large structures. At
the University of Birmingham, a network sensor, Advanced
Radar Network (ADRAN), is being developed. This overlooks
the Birmingham city region [11, 17, 18]. The work presented in
this paper demonstrates one of the first examples of L‐band
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network radar measurement of S‐UAS targets in a cluttered ur-
ban environment.

The rest of the paper is organised as follows. Section 2
explains the effect of synchronisation errors in a radar network
and section 3 describes the steps for processing the data and
performing synchronisation via the direct signal. Section 4
describes the simulation model developed and presents the
results containing low radar cross section (RCS) targets. Sec-
tion 5 explains the radar configuration used for collecting the
data and section 6 shows the results of drone detection using
the L‐band bistatic staring array radar. In this way the pro-
cessing methods on real data are validated. Finally, conclusions
are drawn in section 7.

2 | EFFECT OF TIMING AND
FREQUENCY ERRORS IN AN L‐BAND
RADAR NETWORK

There are two aspects that are required in network operation
relating to synchronisation, (i) the timing of pulse transmission
and (ii) frequency coherence. In a monostatic radar, at relatively
shorter ranges, synchronisation is naturally achieved since the
local oscillator is shared between transmitter and receiver, and
the noise is common on both. The simulations and experi-
ments in the paper utilise a pair of radars that are spatially
separated, with no dedicated communications link and are both
operating with a separate local oscillator and therefore, time
and frequency synchronisation cannot be assumed. A lack of
time synchronisation means that the receiver is unaware of the
pulse sequence and subsequently the time delay and hence the
range of signal returns are indeterminable. A lack of frequency
synchronisation will result in an overall Doppler offset in the
return signal and then issues in converting down to baseband,
due to the incorrect intermediate frequency being generated,
will also result in a buildup of timing errors [23].

The radar architecture consists of a local oscillator at fre-
quency fclk and this is the source for all of the timing within the
transmitter module. To create the carrier frequency, there are
several methods by which this can be achieved, such as, using a
phase lock loop (PLL) upconversion [45, 46], direct digital
synthesis [47], using multiple frequency multiplication/mixer
stages [48] or to generate the signal directly with microwave
photonics [49]. To be consistent, in this work, PLL upcon-
version is used which generates a signal that is a multiple of fclk
and is also coherent. Therefore, using this technique, if the
local oscillator is not stable in frequency or has an offset from
its nominal frequency, the carrier frequency will also have a
frequency error as denoted by Equation (1).

Δfc ¼ NΔfclk ð1Þ

where N is the PLL upconversion factor, Δfclk is the frequency
error of the local oscillator and Δfc is the frequency error of the
transmitted carrier signal [23]. TypicallyN, in a PLL architecture,
can vary from 10 to 100, which demonstrates the importance of
the frequency stability of the radar's local oscillator.

For a network radar, the timing of the transmit waveform
is based on the local oscillator in the transmitter node and the
timing of the sampling of the incoming echos are derived from
the local oscillator in the receiver node. If there is a discrepancy
between the frequency of both oscillators, a timing error will
build up in the radars. For example, if both radars have
separate crystal oscillators that start with the same nominal
frequency but are then left to be free running, then they will
still have uncommon frequency fluctuations due to the random
nature of individual oscillators. This can cause a ‘random walk’
of the timing error. Also, the crystal oscillators will have a
frequency drift due to the ageing of the crystal and temperature
variations causing a potential systematic frequency offset be-
tween the two. The result of this is a timing offset that can
continuously become larger and larger. In terms of radar
performance, the timing offset results in an error in the bistatic
range measurement (ΔRB) and is determined by Equation (2).

ΔRB ¼ cΔt ð2Þ

Where c is the speed of light in free space and Δt is the
timing error which can range from 0 up to an entire pulse
repetition interval (PRI). For radar networks, it is also
important to note that the receiver architecture uses antennas
that are non‐co‐located with the transmitter. The incoming
signal is mixed down to the intermediate frequency (IF),
digitised with the analogue to digital converter (ADC) and the
waveform is processed by a matched filter. If the receiver LO
frequency is different, the baseband mixing frequency and
therefore both the IF and ADC sampling frequency will be
different. Also, since the matched filter is predefined, this will
not match the frequency of the waveform. The combination of
these effects leads to the inability for the radar to correctly mix
down the signal to baseband. In section 4, this is shown to
produce a shift in the frequency domain when the magnitude
of the difference in frequency is greater than the Doppler
frequency resolution.

As mentioned previously, the timing error results in a range
error. In digitised baseband data, this appears as an equivalent
offset in the range dimension. This growing range offset causes
a movement in the range dimension over time or a ‘range drift’.
After signal processing, this range drift makes stationary clutter
appear to be moving either towards or away from the radar
depending on the sign of the frequency offset. Overall, range
drift is a secondary effect of the frequency offset. To make
things worse, most radars will only be recording the received
signal for a fraction of the PRI. Under these conditions, useful
information can drift into the regions of the pulse cycle that
are not being recorded and will be lost.

3 | PROCESSING

In order to understand the impact of the lack of synchroni-
sation just described, the form of the range‐Doppler data can
be examined. The steps used to generate range‐Doppler data
as part of the monostatic processing chain is as follows. The
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radar records the ADC output for all 64 channels and per-
forms the matched filter to obtain in‐phase and quadrature
components (IQ) at baseband. The IQ data for all 64 receive
elements are saved to a hard disk internal to the radar. Range
Doppler plots are generated by transforming the time domain,
pulse by pulse data, into the frequency domain by performing
an FFT with a Blackman‐Harris window. Digital beamforming
is then used to select the desired azimuth and elevation angles
where all channels are phase shifted and subsequently com-
bined. This range‐Doppler data is generated for each
consecutive coherent processing interval (CPI), set at 0.5s. The
range swath is 0.3–5 km for the standard monostatic setup and
the pulse repetition frequency (PRF) is fixed at 7.5 kHz,
leading to a Doppler frequency span of −3.25 kHz to
þ3.25 kHz at baseband. At this stage, the spectral data is
obtained for a single CPI contained within a 4 dimensional
array with dimensions of azimuth angle, elevation angle, range
bin and Doppler frequency bin.

The next step involves determination of the background
levels. To obtain the background noise levels, the process is
repeated to obtain the spectral domain data for each consec-
utive time step over a specified period. For each of the beams,
range bins and Doppler frequency bins, the spectral data for
each CPI over the specified period is averaged and this value
represents the background level within that particular resolu-
tion cell. To reduce the influence of moving targets, only every
Mth frame is considered for a total of N contributions. N is
sufficiently large so that if a target is present, it will only be in
the same resolution cell for a small percentage of the total time
interval. The 4‐dimensional array, now containing time aver-
aged values of the spectral domain data is now termed as a
spectral background map (SBM). As the background may
change over time, the SBM is regenerated every 10 min.

Target spectrograms are generated for controlled drone
flights and therefore, have the advantage of truth data avail-
ability. Truth data, extracted using the flight information from
controlled drones is used to aid with the range gate and beam
selection and then the spectral domain data for each time step
is appended to the spectrogram. The SBM cells matching those
contained in the spectrogram are subtracted from the spec-
trogram itself so that the targets presence is enhanced through
the noise.

3.1 | Bistatic data processing

For bistatic radar, there is an inherent lack of synchronisation
between the radars. A processing sub‐chain for synchronising
the bistatic data with the direct breakthrough signal has been
devised to solve this issue in [23]. After performing this soft-
ware correction, the data can be processed in an identical
manner to the monostatic data. The bistatic data correction
can be broken into 3 steps, (i) detection of the direct break-
through signal from the transmitter, (ii) correction of the fre-
quency offset, and (iii) correction of the range offset.
Improvements to the method presented in ref. [23] include,
range profile correlation for more accurate detection of the

direct breakthrough signals peak position, sub‐CPI frequency
shifting and SBM processing.

Firstly in the matched filtered data, there is an estimation of
the range and Doppler cell containing the direct signal. Pre-
vious methods involved interrogating the range‐Doppler data
and looking for the transition between range bins containing
thermal noise and when they contain signal þ thermal noise
[23]. Due to the lower range resolution of the radar, sometimes
it is difficult to extract the peak of the direct signal as it is
mixed with other large returns close to the receiver. Therefore
a new method is used here where the entire clutter profile, is
used to calibrate the timing of the radar using a range profile
correlation method. A range profile reference is generated by
using an average of the clutter profile over an extended period
of 3 min, where the direct signal is detected using the original
method [23]. Additional benefit is gained by oversampling both
the current range profile and the reference range profile so that
the direct signal is estimated beyond the range resolution limits
of the radar. Cross correlation is performed to determine the
range containing the direct signal. An example is shown in
Figure 1, where the incoming range profile is matched with
significant features of the reference range profile via
correlation.

For the frequency offset correction, the clock frequency
offset is calculated by its deviation from the zero Doppler
frequency. With this, the frequency correction is applied by
using a constant added frequency which is equivalent to a
linearly increasing phase shift. First order clock drift is then
added via a quadratic increasing phase shift as in equation (3).

y½n� ¼ x½n�e
−i2π

�
f0n
PRIþ

f1n
2

PRI2

�

ð3Þ

Where y[n] and x[n] are the pulse samples before and after
correction respectively and n is the time step index. While

F I GURE 1 Example of range profile correlation method for
estimation of the range misalignment (a) result of the correlation and
(b) comparison of range profile after performing the range offset
correction to the reference range profile. This can be used to determine the
location of the direct breakthrough signal in the misaligned data.
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f0 and f1 are the frequency offset and frequency drift param-
eters respectively. This is an extension of the equation used in
[23] but with a linear drift factor to obtain sub‐CPI frequency
correction for when using oscillators with linear drift charac-
teristics such as oven controlled crystal oscillators (OCXOs).

Finally, for the range correction, The range offset (δt) is
determined by using the expected and observed location of the
direct signal as shown in Equation (4).

δt ¼ ta þ tb − tc ð4Þ

Where ta is the blanking time, tb is the time between the
start of the sampling window and the direct signal, tc is the
time delay before the direct signal is found in the receiver. The
updated range gates are then defined as in Equation (5).

t2;1r ¼ t21 þ δtþ ðr − 1Þtg ð5Þ

tn;mr ¼ tn1 þ δt þ ðr − 1Þtg ð6Þ

This can be extended to a network of any number of re-
ceivers as shown in Figure 2. Where tnr is the local time of the rth
range gate for radar n and tn;mr is the updated local time of radar
n, where transmitter radar m is used for the synchronisation
correction and tg is the time interval per range gate. After the
correction of the frequency and timing offsets in the bistatic
data, it is modified into the same data format as the monostatic
raw data and sent to the rest of the processing chain.

3.2 | Signal processing chain for target
detection

The full signal processing chain is shown in Figure 3 where the
green highlighted blocks are unique to the data from the

bistatic radar where the bistatic corrections are applied. For
monostatic processing, these steps are skipped.

Raw radar data was processed offline to generate SBMs as
described earlier. The next stage reads the raw data frame and
then if the data is bistatic, direct signal detection, frequency
offset correction and range correction are performed as
described in the previous section. The first stage of beam-
forming is then applied by using a grid of preselected beams
that are matched with the SBM. The SBM is used as a cell
averaging CFAR for the detections processing where for each
cell under test (CUT), the equivalent cell in the SBM, which
consists of the average value of the window cells taken in the
temporal dimension, is then subtracted from the CUT and
then subsequently a set threshold is applied before making an
initial decision on if the CUT contains a target. Next, there is
a detection filtering stage where all earmarked detections
occupying both a common range and Doppler frequency bin
are compared and all but the strongest SNR quantity are
removed. The staring radars course azimuth resolution and
the process of beam selection can cause duplicate detection
where the same target appears in different beams. This stage
ensures duplicate detections are removed before further
refinement.

The filtered detections are then refined for angle and range.
Firstly, the azimuth and elevation angles are improved with
another beamforming stage with finer grid spacing. Quadratic
interpolation is used to improve the range estimate. If the
detections are using a bistatic geometry, the bistatic range is
converted to the range between the receiver and the target
using trigonometry as in Equation (7) [50, 51].

RR ¼
R2
B − L2

2ðRB − L cos θÞ
ð7Þ

RB ¼ RT þ RR ð8Þ

Where RB is the bistatic range as calculated due to the
time of signal time of flight from the bistatic node, L is the
baseline distance between the two radars, θ is the angle be-
tween the vector connecting the baseline and the vector
connecting the receiver to the target, RR and RT are the
ranges to the target from the receiver and transmitter
respectively. With the refined azimuth and elevation angles as
well as the range, a coordinate transformation is performed
to determine the target location in the local Cartesian and
geodetic coordinate systems.

Then, there is an additional stage of filtering detections
when the target falls outside the feasible FOV. The final stages
of the signal processing are target tracking and classification
but are not fully explored within this work. However, de-
tections corresponding to the controlled drone target are
extracted manually with the aid of the flight truth data where
the detections are restricted by position and velocity. A
smoothing filter is then applied to give an indication as to the
final tracking performance of the bistatic radar.

F I GURE 2 Timing diagram for correcting the range offset using the
direct signal in a pulsed bistatic radar. The bottom timeline represents the
transmitting radar while the top timeline shows the receiving node. By
identifying the difference between the expected and the observed pulse
position, the range offset can be corrected.
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4 | BISTATIC RADAR SIMULATIONS

Simulations have been developed to model the effect of the
timing and frequency offsets on an L‐band staring radar
network and to verify the proposed method for bistatic
correction via direct signal synchronisation. The simulation is
able to emulate a network consisting of multiple radar nodes,
the effect of the local oscillator on network synchronisation
and to produce radar outputs with multiple moving targets and
clutter. The simulations assumes a staring array radar as pre-
viously described in refs. [11, 17, 18].

This section describes the radar simulations for the bistatic
geometries in an urban like environment. Several assumptions
and simplifications are made to allow echo data to be generated
in reasonable time. Since the staring radar transmits a wide beam,
the assumption that the beam power is independent of angle
from the boresight is made. All targets and clutter are modelled
as point sources. To further simplify the modelling, it is assumed
that the phase noise contribution is only due to the oscillator
phase variations in the transmitter, so no additional noise is
added to the receiver and there are no ADC time errors. The
objective of the simulations is to examine the effect of the non‐
fully coherent clocks on a radar network. The running of the
simulation can be split into 5 sections; (i) setting up the radar
environment, (ii) generating the signal at the receiver, (iii) internal
hardware processing, (iv) updating the timing parameters and (v)
the signal processing after digitisation. A block diagram of the
simulation is shown schematically in Figure 4.

4.1 | Simulation methods

Initial setting up of the radar environment entails setting the
position of each of the radars, the parameters of each internal

oscillator and setting each target and clutter with their own
internal properties. Each oscillator has a phase walk parameter
dϕ which defines the variance of a Gaussian distribution used
to apply a phase jump at each time step. The oscillator is also
given an initial time offset from the reference node t0, initial
frequency offset from the reference node f0, and coefficient for
linear frequency drift of the oscillator f1, which will relate to the
synchronisation of the radar network via the timing errors
accumulated between the respective oscillators of the network.
The targets will have an initial position, constant velocity
vector and RCS. The clutter will also have a set position, and
RCS. Each radar used in this simulation has a 16 by 4 array of
digitised receive elements placed in a rectangular grid pattern
and element spacing equivalent to half a wavelength. This
replicates the array set‐up in the L‐band radars used in the
experiments. The transmit waveform is a single pulse, identical
to the staring radar used in the experimental work, and re-
sembles a rounded rectangular pulse, as seen in Figure 5a. The
pulse has a central frequency of fc. In the simulations current
form, the signal is generated at the carrier frequency as it
reaches the staring radar receiver. The signal at receiver n is
modelled as shown in Equation (9).

yðtÞ ¼
Xr

r¼1:R

"

drðtÞ þ
Xn

n¼1:N
tnðtÞ þ

Xm

m¼1:M
cmðtÞ

#

þ wðtÞ ð9Þ

Where dr(t) represents the direct signal from transmitter r,
the second component is the echo return from N targets, the
third component is from M clutter points. Finally, w(t) is the
thermal noise added after summation of the signals from all R
radar transmitters. The direct signal, clutter and targets are
modelled in a similar way and an example of a single target
return is shown in Equation (10).

F I GURE 3 Signal processing chain for bistatic synchronisation, detection, tracking and classification of targets.
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tnðtÞ ¼ EðtÞAei2πfc;nðt−τÞþϕðtÞ ð10Þ

A¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ptxσλ2GTGR

R2
TR

2
Rð4πÞ

3

s

ð11Þ

Where E(t) is the pulse envelope, fc,n is the instantaneous
carrier frequency of the nth transmitter, τ is the time delay of
the signal propagation through free space. Also, Ptx is the
power of the transmitter, σ is the RCS of the target or clutter, λ
is the wavelength of the carrier. Gt and Gr are the antenna
gains of the transmitter and receiver respectively. The effect of
the oscillator frequency stability is provided by the time variant
phase offset ϕ(t), shown in Equation (12).

ϕðtÞ ¼ ϕðt − tsÞ þ Nð0; dϕÞ þ t2f1 ð12Þ

Where the first component demonstrates the time variant
behaviour of the equation by extracting the phase at a previous
time and ts is the sampling interval used in the simulation. The
second component is the phase walk that is applied to the
signal using a random normal distribution with a mean of zero
and variance of dϕ and this represents the effect of random
walk phase noise in the radar. The third component is the
linear frequency drift of the oscillator. By using the expression
for time error of oscillators [52], the relative time error ΔT at a
time t of the transmitter node from the receiver node can be
represented as a function of time with Equation (13).

ΔTðtÞ ¼ to þ
�
f0t þ f1t2

�
=fnominal þ eðtÞ ð13Þ

The final term e(t), represents the additional time error
from the random phase walk.

After signal generation at the receiver, the internal hard-
ware is simulated to mimic closely the staring radars used
experimentally. The first stage is mixing the signal down to the
intermediate frequency using a CW signal at frequency
fc,n þ fIF,n. The signal at this stage is shown in Figure 5c. Next
there is a band‐pass filter with a pass band of 20 MHz to
extract only the spectrum around the IF frequency. The next
stage is the ADC, this has been implemented as a sub‐sampling
of the data since up to this stage, the signal had a sampling
frequency that is an integer multiple of the clock frequency
used for the ADC. Time and frequency representation of the
ADC output is shown in Figure 5d–e. Next, the matched filter
is applied to the ADC output by cross‐correlation with the
expected return at this stage as shown in Figure 5f and then the
signal is sub‐sampled again to define the range gates. This
internal processing chain will repeat for each pulse cycle until a
full data frame has been build up consisting of 2048 pulses.

For each PRI, the local time at each oscillator is updated.
Since the oscillator signal is not common at each node, there is
potentially a defined time and frequency offset. The clock
frequency (fLO) of each radar is updated with Equation (14)
where the nominal frequency fnominal is offset by the initial
offset frequency and a linear frequency drift correction is
applied. The value of fLO then defines both the PRI and fc so
these are also updated for each radar in Equation (15) and

F I GURE 4 Block diagram showing the 5 components of the simulation: simulation environment setup, signal generation, internal processing, simulation
timing and the digital signal processing.
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Equation (16) where Ncycles and NPLL are the number of clock
cycles in a pulse interval and the PLL up‐conversion multiplier
to fc respectively. These are both constant and set in the

simulation parameters. The local time of each radar is then
updated in Equation (17) using the PRI of the same radar. The
target parameters are also updated using the timing properties
of the oscillator within the receiver radar node. Upon
completion of all 2048 pulses, the data frame is assembled and
the same digital signal processing chain as in section 3 is used.
This describes the simulation of the radar output in the tem-
poral domain from the voltage signal at the receiver to the
matched filtered output. The data format is identical to that of
the real raw data in the experimental staring radar and there-
fore, the data is used interchangeably within the processing
tools to generate equivalent outputs.

fLOðtÞ ¼ fnominal þ f0 þ tf1 ð14Þ

fPRFðtÞ ¼
fLOðtÞ
Ncycles

ð15Þ

fcðtÞ ¼ NPLLfLOðtÞ ð16Þ

t½p� ¼ t½p − 1� þ PRI ½p − 1� ð17Þ

4.2 | Simulation results

This section describes the simulation results for a scenario that
mimics an urban environment similar to the radar network on
campus in Birmingham. The simulation is setup to contain 3
targets, the parameters are shown in Table 1. To represent the
urban environment, 33 clutter points are added as this is suf-
ficient to fill the radar FOV with stationary returns. Each
clutter component is placed away from the origin by ranges
increasing by 150 m, each is assigned with a constant RCS
value as shown in Figure 6a and they are placed at a different
azimuth angle from boresight as shown in Figure 6b. In the
first iteration, a single monostatic radar (radar A) is placed at
the origin and the full simulation environment is shown in
Figure 7.

A total of 64 receive elements are used in a 16 � 4 grid
pattern with an element spacing of half a wavelength and the
simulation was run to generate echo data for 2048 pulses. The
oscillator was given a phase walk parameter of 2e‐5 and a linear
frequency drift of 1e‐5 Hz/s. The processing used on the data
is as described in previous sections. The output of the simu-
lation is translated into the range‐Doppler domain for the
beam at 90° azimuth and elevation and is shown in Figure 8.
Targets 1 and 2 are clearly visible on the range‐Doppler map in
range gates 5 and 12 respectively. Target 3 is weaker in power
(due to the direction of the beam) but is shown in range gate
50. The digitised IQ data from all 64 elements in the receive

F I GURE 5 Signal at various points within the internal processing
chain. (a) Initial received pulse in time domain, (b) received pulse spectrum,
(c) spectrum after mixing down to IF, (d) time domain signal after ADC,
(e) ADC output spectrum, and (f) Matched filter output.

TABLE 1 Initial target states for
simulation iteration 1. Monostatic urban
scenario.

Number Position [m] (x, y, z) Velocity [m/s] (x, y, z) RCS [dBsm]

Target 1 (0, 500, 0) (0, 10, 0) −30

Target 2 (342, 940, 0) (0, 10, 0) −30

Target 3 (1690, 3625, 0) (0, 10, 0) −30
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array are available within the simulation so digital beamforming
can be applied to determine the angle of arrival (AOA). The
beam profile for each of the three targets can be seen in
Figure 9. In the beam profile of target 3, there is a node close
to the broadside angle which explains the weaker signal power
in Figure 8. With the range and the AOA available, the target
can be localised in 3D Cartesian coordinate system and the
results are presented in Table 2. The positional error of the
three targets respectively are 0.7 , 13.1 and 74.2 m and the
measured SNR of the three targets are 48.5 dB, 46.4 and
42.1 dB respectively.

The second iteration of simulations use the same setup of
clutter and targets but will instead incorporate a second radar
node (radar B) that is placed at [‐1000, −1000, 0]m and data is
generated for only the output of (radar A) which is still located
at the origin but transmits no signal. A 2‐D plot of the radar
environment with the locations of each clutter and target is
seen in Figure 10. Since radar B is not transmitting, echoes
originate from the second radar only, to simulate bistatic
operation. For the oscillator variables, the phase walk and
linear frequency drift parameters are set to the same values as
the previous simulation (2e‐5 and 1e‐5 Hz/s respectively). The
frequency offset of the local oscillator for radar B (the trans-
mitting radar) is set to −20 Hz and the timing offset for radar
B is set to 10% of a PRI. Radar A is set to record 130 range
gates rather than 64 in order to capture a larger proportion of
the recording window of interest. Once again, the simulation is
run for a single frame containing 2048 pulses and the IQ data

F I GURE 6 Parameters used for the clutter points used within the
simulation. (a) RCS values of the clutter and (b) Azimuth angles of the
clutter.

F I GURE 7 Radar Environment for the monostatic simulation. This
scenario contains no Rx only radars, 3 targets and 33 clutter.

F I GURE 8 Range Doppler plot of simulation 1 for the broadside
beam, showing three targets at varying ranges, circled in red.

F I GURE 9 Beam profile of each of the 3 targets where the red cross
shows the measured AOA of the target. (a) Target 1, (b) target 2, and
(c) target 3.

GRIFFITHS ET AL. - 9



is recorded for all 64 elements on the receive array. After
converting the resulting data to the range‐Doppler domain, the
results are seen in Figure 11a. It is observed that the timing
offset causes the entire range profile to change as the un‐
synchronized receiver is not sufficiently aware of when the
pulse is emitted from the transmitter. Also, the frequency
offset causes the entire spectrum to shift by a certain amount.
The reason for this is the carrier frequency of the two radars
are now also different according to Equation (16) and the radar
is no longer able to successfully mix the received signals down
to baseband. In this example, all of the stationary clutter ap-
pears to have a Doppler frequency of −400 Hz which is
equivalent to a target moving at 48 m/s. The timing error
observed is 13.6 μs, matching the simulation input parameters.

To proceed, a bistatic data correction method is applied to
the data to locate the direct signal, correct the frequency offset
and correct the range offset. The resulting range‐Doppler plot
after data correction and then transformation of the data to the
range‐Doppler domain is seen in Figure 11b. Here, it is clear to
see that the range has been shifted and the stationary clutter
now appears at 0 Hz on the Doppler frequency axis as ex-
pected. Again, three targets are seen within the data at range
gates 13, 20 and 58 respectively, which is consistent with where
the targets are expected but note that this represents the
bistatic range before performing the appropriate geometrical
conversion. Again, after using the detected bistatic range and
digital beamforming to obtain the AOA, the 3 targets can be
localised in 3 dimensions. The targets are able to be detected
near to the expected locations as seen in Table 3 and the po-
sitional errors of each of the three targets are 6.3 , 12.2 and
30.3 m respectively. The SNR of the targets in the bistatic case

is reduced, by 7.3 dB, 7.5 and 16.1 dB for the 3 targets
respectively, this is partially due to the longer travel time and
attenuation due to the position of the transmitter.

In addition, the detection information from the two radars
can be combined using data fusion techniques. This work does
not look into this in detail but a simple averaging of the position
can be used to potentially reduce the positional error in com-
parison to a single radar. When averaging the position, the po-
sitional error becomes 2.9, 12.7 and 52.5 m respectively. Overall
the results from the simulation are able to demonstrate effects of
frequency error, timing error and phase noise on the radar
output. This simulation has also provided the means to validate
the functionality of the bistatic synchronisation correction via
direct signal. The correct target position was successfully
extracted from the datawith time error. In some cases this gives a
more accurate position than the monostatic radar alone.

5 | EXPERIMENTAL TRIALS SET‐UP
WITH STARING RADAR

In this section, the configuration for the experimental field
trials with the two L‐band staring radars at the University of
Birmingham will be described. The two radars are near iden-
tical commercial of the shelf (COTS) systems, with the main
difference being they have different local oscillators and a

TABLE 2 Monostatic simulation results.
Number Position [m] (x, y, z) Range rate [ms−1] Positional error [m] SNR [dB]

Target 1 (‐0.2, 499.3, 0) −9.9 0.7 48.5

Target 2 (355.0, 938.1, 0.2) −9.5 13.1 46.4

Target 3 (1758.5, 3593.2, 1.3) −9.1 74.2 42.1

F I GURE 1 0 Radar Environment for the bistatic simulation with one
receive only radar, 3 targets and 33 clutter.

F I GURE 1 1 Initial Range Doppler plot of simulation 2 with the
controlled drone target circled in red (a) before bistatic corrections and
(b) after applying bistatic correction and the targets are appearing in the
predicted resolution cells.
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slightly different transmit power. Therefore, this needs to be
accounted for when making direct comparisons between the
two systems. Otherwise, waveform and all other characteristics
and the signal processing are the same for both radars. A
pulsed waveform at frequency fc and a PRF of 7.5 kHz is used
with a total integration time of approximately 0.5s.

The radar trials in this work focus on operating the radars in a
non‐coherent network configuration with no direct synchroni-
sation between the two nodes. The two radars are located on two
rooftops at the University of Birmingham and have a baseline
distance of 188 m as shown in Figure 12. The FOV of the two
radars aremostly overlapping and the trial sites have been chosen
so that the controlled target can be simultaneously observed by
both radars and with a varying bistatic angle. The radars are
referred to as Radar #1 (located on UoB building named Gisbert
Kapp) and Radar #2 (located on UoB building named ERI) for
simplicity. The trial consisted of 3 controlled drones, ranging
from the lower average RCS, DJI mini mavic 2 to the larger DJI
Inspire 3. Also some flights were taken with the DJI mavic 3
which would has an intermediate average RCS comparatively.
The DJI Inspire 3 was programmed to fly in autopilot mode to
follow a set of pre‐defined waypoints. The other drones did not
have this inbuilt capability and were instead flown manually
through the same waypoints. During the trials, a scenario named
’Richmond’ was used, which had a start and end point and five
other waypoints throughout the path and those waypoints are
shown in Figure 13. For each flight, one of the radars (Radar #1)
was operated in standard monostatic mode while the other
(Radar #2) was running the bistatic/receive only mode. Due to
the non‐coherent nature of the radars, the synchronisation was
performed in processing as described in section 3.2. For the

second part of the radar trials, the radar configurations were
switched and Radar #2 was now the only radar transmitting.
Overall, controlled drone flights were performed with 3 drones,
at different altitudes (60, 80 and 100 m), both in clockwise and
anticlockwise trajectories through the way points and with the
two different radar configurations as described. In total, over the
two days, raw radar data was recorded for both radar systems
along with truth data for over 40 flights. The results described in
the following section will focus on just a subset of these flights.

6 | RESULTS FROM LIVE RADAR
TRIALS AND VALIDATION

This section presents the results from the field trials described
in section 5. Firstly, the frequency stability of the individual
radars is examined, where the individual phase noise profiles of

TABLE 3 Bistatic simulation results.
Number Position [m] (x, y, z) Range rate [ms−1] Positional Error [m] SNR [dB]

Target 1 (‐1.3, 506.2, 0) −9.1 6.3 41.2

Target 2 (354.2, 939.3, 0.3) −9.1 12.2 38.9

Target 3 (1719.0, 3613.4, −0.7) −9.1 30.3 26.0

F I GURE 1 2 ADRAN facility at the University of Birmingham showing the two L‐band staring radar systems. Radar #1 (right) and Radar #2 (Left)

F I GURE 1 3 Overview of the ADRAN field trials. Drone trajectory of
the Richmond scenario used in this work is marked with the blue line.
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the transmitted signal of the two radar systems are measured.
Finally, the target detection performance is analysed quantita-
tively using the target spectrograms and by measuring the
average SNR of the drone, scaled to a constant range and
comparing the detected position of the target to truth data for
both the monostatic and bistatic cases.

6.1 | Phase noise measurements

At very low Doppler frequencies, either the effect of moving
clutter components and Doppler processing properties such as
fft size or window function would generally be the limiting
factor in the radars sub clutter visibility. The frequency stability
of the oscillator can start to dominate in bistatic radar systems
at the low to medium frequencies since there is no correlation
and thus cancelation of phase noise in the up‐down conversion
stages, as apparent in monostatic systems [53]. For both
monostatic and bistatic radar systems the background noise
level will have a fundamental thermal noise floor determined
by factors such as the receiver noise figure and temperature
[50]. As previously mentioned, both radar systems contain
different local oscillators, each with a different type of OCXO.
Here the phase noise of the OCXOs are measured within the
lab environment using a Rohde & Schwarz FSWP phase noise

analyser. The signal has been measured both at fLO and at fc
and the results are shown in Figure 14. Firstly, in Figure 14a the
phase noise of the OCXOs is plotted and it is seen that radar
#2 local oscillator has superior stability. The phase noise of the
OCXO within radar #2 is lower by 10–15 dB and will result in
better performance in clutter limited regions.

Within the radar, the upconversion to the carrier frequency
is performed using a PLL and this would introduce additional
phase noise into the system. For each of the radars, a part of
the up converted signal is taken out for measurement.
Figure 14b shows the phase noise of both radars at the carrier
frequency and it is seen that again the phase noise is still better
on radar #2, but the difference is now 5–10 dB within the
range of 10–100 Hz offset frequency. This is the Doppler
region where drone targets are likely to be found. It is also
important to examine the frequencies beyond the maximum
unambiguous frequency of the radar as aliasing effects could
cause the observed phase noise in the baseband output to
increase. From measurements, the far out phase noise is also
lower in radar #2 but the difference is less significant. Filters
included in the down conversion process are also considered
and will reduce some of the high frequency noise and mitigate
some of the aliasing. Spurious tones in the LO are present but
are believed to be sufficiently low at less than −130 dBc/Hz.
More spurs are introduced once the signal has been upcon-
verted to the carrier frequency and are likely caused by the
PLL and various electronics. These spurs in the carrier fre-
quency are not addressed further in this work.

6.2 | Target detection performance

In section 5, the bistatic radar trials with the incoherent
network were discussed. Forty controlled drone flights were
performed, but here, two exemplar flights are analysed. The
two selected flights use the DJI Inspire 3 drone and one is in
the configuration with radar #1 as the transmitter and the
other with radar #2 as the transmitter. Throughout the trial,
both radars were recording raw data to the hard disk and post
processing was performed. Timestamped GPS positional data
was recorded on the DJI Inspire 3 using its internal real‐time
kinematic positioning with centimetre level accuracy which is
at least an order of magnitude more accurate than is expected
from radar so this GPS positioning data is a valid reference for
the measurements. The range‐Doppler results are also shown
as well as the target spectrograms but only for the case with
radar #2 as transmitter. Average SNR is also reported, along
with the positional accuracy of detections compared to the
GPS truth data.

Firstly, the range‐Doppler data is shown in Figure 15 for a
single CPI for monostatic in radar #2 and for the bistatic in
radar #1 both before and after performing the bistatic
correction. In the monostatic case (shown in Figure 15a), the
drone target is clearly seen with high SNR of both the main
body and microdoppler side bands either side. In Figure 15b,
the bistatic range‐Doppler for the same time step is shown and
although the drone is still detectable, there is a clear error in

F I GURE 1 4 Phase noise profiles for both radar #1 and radar #2 at
the (a) local oscillator frequency and (b) carrier frequency.
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both frequency and range. Figure 15c shows the range‐
Doppler, after correction of frequency and timing errors,
where the target is located correctly, according to the truth
data. However, self clutter lines are evident in the bistatic
range‐Doppler plots that are caused due to spurs in the carrier
frequency of one of the radars, these are seen at intervals of
100 Hz in the bistatic range‐Doppler plots. The reason behind
the self clutter lines is assumed to be due to spurs observed on
the day of the trials within radar#1. In bistatic mode, there is a
lack of self cancellation so the clutter lines appear to be
amplified. The SBM technique for target detection mitigates
the effects of the self clutter lines for preventing false alarms
but the SNR of the signal is still impacted if a target enters
these Doppler frequency bins. The mentioned spurs in the
carrier frequency are artefacts of the radar and should not
occur.

The spectrograms for the monostatic and bistatic drone
flights of radars #1 and #2 were generated using the SBM
subtraction technique and all four of these cases are show in
Figure 16. This shows the drone is clearly observable in all
radar configurations. Since the oscillator stability of radar #2 is
superior, it is no surprise that the body and microdoppler
sidebands are much more apparent in the radar #2 monostatic
spectrogram. The SNR of the drone body was scaled to a
constant range and is shown in Table 4. There is a 9–10 dB
difference between the SNR of the drone target of radar #1
and radar #2 in monostatic configuration. The reason for this
is complex with various factors such as the RF transmitter
power and array scan losses. These are assumed to be relatively
small due to the similar transmit powers and angles from
boresight. The biggest contribution in this case is expected to
be due to the phase noise difference and the difference in

F I GURE 1 5 Range‐Doppler plot for a single CPI during the
experimental drone trials with the controlled drone target circled in red.
(a) Monostatic radar #2, (b) Bistatic radar #1 before correction, and
(c) Bistatic radar #1 after correction. Targets are now identified at the
resolution cell corresponding to their physical location and range rate.

F I GURE 1 6 Target spectrograms for the DJI Inspire 3 drone target
during the ADRAN trials. (a) Radar #1 monostatic, (b) Radar #1 bistatic,
(c) Radar #2 monostatic, and (d) Radar #2 bistatic.
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overall clutter power due to the radar geometry. The SNR
recorded from the bistatic data sets are similar to each other
but more closely resemble that of monostatic radar #1. There
is a similar probability of detection (PD) in all data sets and is
limited by the drone dead time while it is hovering in all flights
but the in flight PD is higher for radar #1 when it is in bistatic
mode rather than monostatic surprisingly. It is important to
note one shortfall of the bistatic radar in these trials. Due to
the significant timing error between the two radar nodes and
the fact that this increases with time, there becomes a point
where the timing error exceeds that of the recording window
of the radar. At this point the direct signal is missing until it
loops back around into the next PRI. This characteristic can be
seen in Figure 16 before frame 80 and in Figure 16d after
frame 600 where there is no data available. To solve this, the
overall timing error of the radars cannot exceed the recording
interval of the radar. Therefore the oscillators themselves

should be better synchronized in frequency either by steering
to GNSS or by directly using frequency error information as
feedback to steer one of the oscillators. However, this is
beyond the scope of the current work.

The flight utilising radar #1 as monostatic and radar #2 as
bistatic with DJI Inspire 3 as the controlled target was then
analysed at the detection level. The raw data corresponding to
the time of the flight was processed using the detector chain
described in section 3.2. The detections were based on the SBM
subtraction scheme with a set 20 dB threshold level and the re-
sults are compared with truth data. Detections for both the
monostatic and bistatic radars were retrieved and the points
relating to the controlled drone trial were extracted using a
manual filtering method. The track was smoothed using a simple
Savitzky‐Golay filter to demonstrate the type of performance
that would be achievable with this type of bistatic configuration.
Figure 17a‐b show the plan view of the tracks for the monostatic

TABLE 4 Quantitative measurements of SNR and detection probability for the different radar configurations.

Flight
Number

Radar identifier and
configuration

Median velocity [m/
s]

Average SNR scaled
[dB]

Max SNR scaled
[dB]

Probability of
detection

Flight 1 Radar #1 monostatic 8.1 38.78 57.71 0.664

Flight 1 Radar #2 passive 8.1 31.76 41.46 0.613

Flight 2 Radar #1 passive 8.7 37.33 53.91 0.726

Flight 2 Radar #2 monostatic 8.7 48.28 56.74 0.749

F I GURE 1 7 Positional accuracy measurements from a single controlled drone flight. (a) Plan view detection plot for monostatic radar #1, (b) Plan view
detection plot for bistatic radar #2, (c) Positional error from truth radar #1, and (d) Positional error from truth radar #2.
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and bistatic radars respectively with the truth data plotted for
comparison. This demonstrates successful detection of the
drone target throughout the flight with the bistatic radar node
using the upgraded direct signal synchronisation scheme and the
track matches well with the truth data in both cases. One of the
main factors for the offset in both cases is a systematic bias in the
elevation and azimuth angles due to multipath reflections. The
positional error of the drone in local Cartesian coordinates is
shown in Figure 17c‐d. It is observed that while the error is
generally less in the monostatic case, the height of the target was
more accurately measured with the bistatic radar, possibly sug-
gesting that the effect of multipath is reduced. However, the
error in the x and y position fluctuate more in the bistatic radar
due to the limited synchronisation accuracy corresponding to
half of a range gate.

Overall, these results demonstrate the successful imple-
mentation of the improved direct signal synchronisation method
in networked staring radar systems operating in an urban envi-
ronment. Successful detection and localisation of S‐UAV targets
with performance levels comparable to the monostatic case. In
general, the performance is slightly worse in the bistatic con-
figurations but that is expected. The bistatic nodes are expected
to provide considerable benefits when they are used in data
fusing algorithms to enhance the detection accuracy as the net-
worked configuration provides an opportunity for a potentially
low cost upgrade of the standard monostatic system.

7 | CONCLUSION

This paper shows how it is possible to provide bistatic operation
with a simplified approach that does not require pulse chasing.
Here, a software‐defined approach has been developed to create
the synchronisation in a non‐coherent pair of staring radars,
retrieving the information from the direct breakthrough signal of
the transmitter. The new updated approach also allows large
stationary structures within the FOV to contribute to the mea-
surement of range offset and allows this method to work when
the direct signal is within the backlobe of the receiver beam or is
obstructed. Time domain simulations of the radars were devel-
oped and have the capability to be scaled up to any number of
nodes forming a network. The effect of synchronisation error
was demonstrated in an urban simulated scenario and bistatic
processing was verified on the synthetic data. Initial experi-
mental field trials were performed with the ADRAN network
using non‐coherent oscillators. The direct signal synchronisation
processing was successfully used to correct the time and fre-
quency offset. Successful detection and tracking of drone targets
in the bistatic configuration were achieved with SNR values and
positional accuracy comparable to the monostatic configuration.
Limitations of this configuration are the slower processing time
required for generating SBM and for direct signal synchronisa-
tion, together with the lost data when a frequency drift is present
and the direct signal drifts outside the recording window.

Future work will seek to improve the synchronisation us-
ing GPS disciplined oscillators or alternatively, another more
stable and accurate clock such as caesium clocks or hydrogen

masers in each radar node to ensure the frequencies are
locked. The long term drift and time error can then be
monitored to determine if this is sufficient for the radars to
function without any degradation in performance. In the long
term, the radars will utilise photonic microwave oscillators to
improve the short term stability of the radars to improve
phase noise and overall sensitivity. Then, the optical source
within the microwave photonic oscillator can be locked to
optical lattice clocks for instance [54, 55], which can be used to
improve the long term stability to the levels unprecedented in
current radar systems and realise the quantum enabled radar
network [18].
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