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Abstract 
 
Customer churn prediction is a well-known application of machine learning and data mining in Customer 
Relationship Management, which allows a company to predict the probability of its customer churning. In 
this study, we extended the application of customer churn prediction to the context of software 
maintenance contract. In addition, we examined the predictive power of economic factors. Random 
forest, gradient boosting machine, stacking of random forest and gradient boosting machine, XGBoost, 
and long short-term memory networks were applied. While an ensemble model and XGBoost performed 
best, macroeconomic variables did not yield statistically significant improvement in any prediction. 

Keywords: customer churn prediction, macroeconomic variables, machine learning, software 
maintenance service 

Introduction 
 
In the research area big data analytics for Customer Relationship Management (CRM), one important 
element is customer retention and churn management. Previous studies have reached consensus about the 
economic value of customer retention that 

1. the costs to win a new customer is much greater than the costs to retain a customer (Dawes & 
Swailes, 1999); and 

2. long-term customers buy more, and if satisfied, may bring new customers (Ganesh, et al., 2000); 
and 

3. losing customers not only leads to loss of revenue, but also increases the cost for attracting new 
customers (Athanassopoulos, 2000; Colgate & Danaher, 2000). 
 

Consequently, it is important for a company to reduce its customer churn - when customers stop using a 
service or a product - by accurately and timely identify churning customers, so that it can prioritize, 
which customers it should retain, and manage them accordingly. This work focuses on developing a 
predictive model to identify churning customers, specifically in the B2B context of software maintenance 
contracts. 

Software maintenance is a service from a software vendor that typically includes upgrades, supports and 
other consulting services. Revenues from software maintenance occupy approximately 50% of total 
revenues for most software vendors. For example, revenues from product support of MicroStrategy 
amounted to USD296 million (59% of total revenues) in 2018 (MicroStrategy Inc., 2018). Likewise, 
Software AG earned EUR214.7 million (52% of total revenue) (Software AG, 2019) while Oracle made 
USD6.8 billion (61% of total revenues) in cloud services and license support (Oracle Corporation, 2019) 
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in 2019 Q2. After purchasing a software license, a company often also signed a software maintenance 
contract with the software vendor. Since the contracts generate a large share of recurrent revenues, it is 
therefore in the interest of a software vendor to identify churning customers in advance, in order to 
minimize revenue loss. 

Customer churn predictions in B2B mostly consider only customers' behavior-based variables or service 
quality indicators, but rarely macroeconomic variables (Ali & Arıtürk, 2014). When making a decision to 
cancel a service contract, a company usually takes into consideration its costs and benefits of the services 
as well as its satisfaction with the service providers (Buckinx & Van den Poel, 2005), which can be 
derived from the its usage and service history. This motivates the incorporation of Recency, Frequency 
and Monetary (RFM) based variables, relationship duration (Chen, et al., 2015), and variables that reflect 
satisfaction and service quality in customer churn predictions (Buckinx & Van den Poel, 2005). However, 
some companies may also consider the expected economic development in their decision making process. 
For example, they may evaluate the value proposition of their service providers in changing economic 
conditions and switch to alternative vendors, whose offerings are more suitable to their changing needs 
(Ali & Arıtürk, 2014). Thus, considering both customers' behaviors and information on economic 
environment should lead to more accurate churn prediction, as found in case of B2C by (Ali & Arıtürk, 
2014; Van den Poel & Lariviere, 2004). 

This study presents two contributions. First, we extended the body of knowledge in customer churn 
prediction to software maintenance contracts, which according to the review of relevant literature, was 
not yet studied. Consequently, our work set a baseline for an application in this context. Second, we 
investigated the effect of including macroeconomic variables on the improvement of customer churn 
prediction, which was rarely studied in B2B context. 

Related Works 

Previous studies suggested that RFM-based variables and their extension were important in customer 
churn prediction (Buckinx & Van den Poel, 2005; Chen, et al., 2015; Liu & Shih, 2005; Cheng & Chen, 
2009; Yeh, et al., 2009; Chang, et al., 2010; Hosseini, et al., 2010; Liang, 2010; Miguéis, et al., 2012). 
Among all predictive algorithm, logistic regression is commonly used (Coussement, et al., 2017). Other 
established and popular techniques include tree-based models, artificial neural networks based models, 
support vector machines (SVM) (Vafeiadis, et al., 2015) and ensemble techniques. Since churners are 
normally the minority, the data are often imbalanced. The preferred evaluation metrics are accuracy and 
recall and the Area Under the Receiver Operator Curve (AUC). The performance of each algorithms 
seems to depend heavily on feature engineering. 

In B2B context, Chen, Hu and Hsieh (2015) studied customer churn prediction in logistics industry, based 
on an extended RFM model. They found that decision tree yielded the highest accuracy (93.1%), 
comparing to multi-layer perceptron, support vector machine (SVM) and logistic regression. Relationship 
length, recency and monetary variables were found to be important indicators. In addition to the RMF-
model, Jahromi, Stakhovych and Ewing (2014) used variables related to efficient retention campaigns. 
Boosting technique performed better than decision tree and logistic regression, with the AUC of 0.92, in 
their study. 

More algorithms were explored in the B2C context. The case study in automobile and credit card industry 
from Sundarkumar and Ravi (2015) showed that, after using a hybrid undersampling, decision tree and 
SVM (AUC = 0.81) performed best (AUC = 0.79). Coussement, Benoit and Van den Poel (2010) 
employed a Generalized Additive Model (GAM), a flexible extension of logistic regression. They found 
that GAM could improve the AUC of the baseline logistic regression to 0.85 because it can fit non-linear 
relationship among the data better. In the latter case study in online gambling, Coussement and De Bock 
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(2013) confirmed that ensemble learners yielded better and more robust predictions than single learners. 
An ensemble algorithm based on GAM, combining with bagging and random subspace method 
(GAMens) were very competitive with random forest (RF) in their study: the top-decile lift (TDL) on out 
of period data set is 3.47 for RF and 3.40 for GAMens, compared to 2.96 for decision tree and 2.75 of 
GAM. According to Kasiran et al. (2014) and Simon-Constantinescu et al. (2018), generated good 
prediction with 97% accuracy for telecommunication industry and 85% recall in retail industry 
respectively. 

Data pre-processing and feature engineering play an important role in customer churn modelling. Churn 
rate were very low in some cases, leading to very imbalanced data. Nevertheless, these churning 
customers could still be a source for a large share of revenues. To overcome the imbalanced data 
problem, Sundarkumar and Ravi (2015) proposed a hybrid undersampling method that was shown to 
improve the AUC. Morever, more sophisticated feature engineering could generate better prediction. 
Jahromi et al. [29] suggested that first clustering customers based RFM variables and then building 
classification churn model for each cluster resulted in promising performance. Gür Ali and Aritürk (2014) 
proposed a dynamic framework named multiple training observation per customer from different time 
periods (MPTD), which improved the churn prediction performance through increasing the training data 
sample size while decreasing the absolute rarity, and increase the sample density. On the other hand, 
different data preparation treatment (DPT) could make a commonly used logistic regression to 
outperform more sophisticated methods without DPT, as shown in the study from Coussement, Lessmann 
and Verstraeten (2017).   

Compare to number of studies in B2C contexts, the previous studies in B2B context are much fewer. 
Researches focused on mostly in sectors like telecommunication, retail, e-commerce, and logistics, but 
none on B2B software maintenance service. Typical churn prediction models consider mainly the RMF 
variables that reflect customer behavior. Macroeconomic data have been so far incorporated only in B2C 
context by a few studies (Ali & Arıtürk, 2014; Van den Poel & Lariviere, 2004). Both used survival 
analysis and indicated that the GDP growth was valuable for churn prediction. However, other studies did 
not consider the development of macroeconomic variables over time. There still exists a gap in the case 
of software maintenance service under B2B context, and an investigation on the impact of economic 
variables in the models, which is examined in this study. 

Methods 

Data 

The sampled data set we used in this case study consisted anonymized CRM (contract history, master 
data, tickets, satisfaction) data, which are RFM-based, and macroeconomic data. The data contain 
information of over 25,000 customers, which are small, medium and large companies, with an overall 
churn rate of less than 5%. So that there was enough historical data, only long term customers, who have 
been in the contracts for longer than 18 months were considered. Customers' data included information on 
customer demographics and customers' behavior. Customer demographics are information about 
customer in business context that usually will not change with time. Most of them are categorical 
variables e.g. geographical location, market segment, and company size. Customers' Behavior included a 
company's usage frequency of different software and services, its satisfaction, calculated features based 
on these information, as well as whether and when a customer cancelled the contract. Usually software 
maintenance contracts are extended automatically if customers do not cancel them a few months in 
advance before the end of the contracts. Even though these customers may eventually decide otherwise, 
the customers, who cancel the contracts, are more likely to stop using the services, and thus are defined as 
churners in our case. The customer data were aggregated at monthly interval. 
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Macroeconomic data between 2016 to 2018 were used as a dynamic aspect for churn prediction. Selected 
variables could be divided into three groups: country-level indicators (GDP growth rate, GDP annual 
growth rate, consumer spending, consumer confidence, business confidence, gasoline prices), industry-
level indicators (GDP manufacturing, service, mining, public administration, GDP utilities, construction, 
agriculture, and transport, car production statistics, and retail sales), and stock market indicators (stock 
price, earning per share (EPS)). These indicators were reported at different intervals, ranging from 
monthly to annually. 

Data Preprocessing and Experiment Set Up 

The main challenge in this study was the enhancement of RFM-based variables from customer data with 
economic data as well as feature engineering and selection. So that we did not lose information on 
customers' behavior, we opted the monthly customer data set as our main data set. Cubic spline 
interpolation, which is robust and efficient (Ajao, et al., 2012), were used to convert other annually and 
quarterly data to monthly data. 

The combined data set were split into training and holdout data set. To ascertain that the predictive 
models were robust against future unknown data and to avoid the scenario, in which the model 
"remembered" the seasonal peaks, the training and the holdout data set had different time distribution. In 
other words, the holdout data lagged the training data by three months (Figure.1). The training data were 
used to predict the customer churn in next 3 months, whereas prediction of 

holdout data was for next 6 months. Both data set took 18-month historical data as inputs. The training 
data set were balanced via randomly stratified sampling and were further split into two parts: 85% for 
training and 15% for validation data sets. 

 

Figure 1: Time series splitting of training and hold-out data set 

In order to investigate the effect of economic variables, two groups of models were built: baseline 
models, which were based only on customer data; and extended models, which incorporated 
macroeconomic data. 

Feature Engineering and Selection 

To capture the dynamic aspect and avoiding noise at the same time, variables were aggregated on the 
predefined period-length level. The value of variables in each period were taken from the latest value. 
Period mean, maximum, minimum values were calculated. Table 1 summarizes the other major feature 
engineering based on customers' behavior and economic variables. 
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Table 1: Feature engineering based on economic variables 
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After adding the economic variables, the total number of features increased to 282. Since such high 
feature dimension would slow down the model training task, increase the computational cost and could 
make it difficult to find the effective features, feature selection was necessary. Especially irrelevant 
features, which do not change the target concept learns through machine learning; and redundant features, 
which do not include anything new to the target concept (John, et al., 1994), should be removed. First, 
Spearman correlation was employed to filter redundant features among economic variables. Next, K-
means algorithm was used to further reduce number of variables. An alternative method would have been 
principal component analysis (PCA). However, we opted for a clustering algorithm because PCA does 
not yield disjoint subsets, making it difficult when interpreting feature importance. Considering the time 
dynamical of features, some relationship might occur by chance. Thus feature clustering is employed in 
each period, which may result in different number of clusters. Then Spearman correlation was again 
employed to combine highly correlated features in each clusters by period together, and features were 
considered redundant only if it exhibited high correlation in all periods. The overall process in this step 
could be seen from Figure.2. The categorical features were selected based on χ² independence test. 
Lastly, random forest was employed to select overall effective features, with the cutoff threshold defined 
by the result of grid search. As a result, 110 features are selected as predictors. 
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Figure 2: Feature selection based on period 

Performance Measure 

The AUC is the typical performance metric for churn prediction. In contrast to some other evaluation 
measurements e.g. accuracy), it is not influenced by any threshold value, since it takes into account all 
possible thresholds on the predicted probabilities (Coussement, et al., 2010). Therefore, in this work, 
AUC was selected as an evaluation metric. 

Algorithms and Parameter Settings 

Random forest, GAM, GBM, stacked ensemble of random forests and GBMs, and XGBoost were 
employed. Hyperparameters were optimized based on AUC, using grid search with 5-fold cross 
validation on the validation data set. Table 2 listed the resulting hyperparameters. 

Table 2: Hyperparameter settings, optimized based on AUC on validation set 

 

Classifier Hyperparameter 

Random Forest number of trees = 200; max. depth =20; min. =3; number of bins = 15 
GBM number of trees = 100; max. depth =8; learning rate = 0.05;  

column sampling rate = 0.2 
XGBoost iteration = 139; max. depth = 20; learning rate = 0.1; column sampling rate = 0.5;  

λ = 0.2; α = 0.1 

For the stacked ensemble, we trained random forests and GBMs with different combination of 
hyperparameters. The models with top five best AUC were selected as base learners. The superlearner 
algorithm of the R-package H2O were used, with default settings, to combine the base learners. 
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Results 

In order to examine, which algorithm performs best and whether macroeconomic data could improve 
prediction, customer churn prediction models were learned using random forest, GAM, GBM, stacking of 
random forest and GAM, and XGBoost on (i) customer data (baseline models); and (ii) on both customer 
and macroeconomic data (extended models). Table 3 displays the resulting AUC for each model based on 
holdout data set. 

Table 3: AUC of each model on whole holdout data 

 

Algorithm Baseline Extended Model 

Random forest 0.6643 0.6416 
GBM 0.6369 0.6366 
Ensemble 0.6608 0.6532 
GAM 0.6484 0.6631 

XGBoost 0.6636 0.6607 

 

Random forest had highest AUC among baseline models, whereas GAM performed best among the 
extended models. However, GAM ignored missing values, resulting in no prediction for customer with 
missing values in the hold-out data set. Therefore, XGBoost was the best model for practical use. All 
extended models performed similarly. As the matter of fact, most of the baseline models yielded better 
prediction than extended models. 

In order to ascertain if the resulting AUCs were statistically different from one another, we conducted a 
Wilcoxon test on the hold-out data. The average AUCs of each model were summarized in Table 4. The 
bold font signified the AUC of an algorithm that was statistically different (p-values < 5%) from the next 
lowest AUC and were not different among themselves, based on the p-values reported in Table 5 and 
Table 6. Among the baseline models, random forest, stacked ensemble and XGBoost had similar 
predictive power. Even though GAM had the highest average AUC, it was not statistically higher than the 
lowest AUC of the GBM. Analogous result was observed among extended models. In this group, stacked 
ensemble and XGBoost had comparable performance, which was not statistically different than one 
another. 

Table 4: Average AUCs of baseline and extended models based 10-fold cross-validation 

 

Model Baseline Extended Model 

Random forest 0.6647 0.6421 
GBM 0.6370 0.6368 
Ensemble 0.6610 0.6535 

GAM 0.6644 0.6611 

XGBoost 0.6696 0.6715 
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Table 5: p-values of Wilcoxon-test among baseline models 

 

 
 Model 2 

  GBM Ensemble XGBoost GAM 
M

o
d

el
 1

 

Random 

Forest 

0.003
9 

0.2324 0.8457 0.921
9 

GBM  
0.0039 0.0020 0.275

4 

Ensemble  
 0.6953 0.769

5 

XGBoost  
  0.625

0 
 

Table 6: p-values of Wilcoxon-test among extended models 

 

  Model 2 

  GBM Ensemble XGBoost GAM 

M
o

d
el

 1
 

Random 

Forest 
0.6250 

0.0645 0.0371 
0.5566 

GBM  0.0371 0.0273 0.3223 

Ensemble   0.1309 0.7695 

XGBoost    0.6250 

Conclusion 

In this work, we extended the body of knowledge in customer churn prediction to software maintenance 
contracts, setting a baseline AUC for an application in this context. Additionally, we investigated the 
effect of macroeconomic variables on the improvement of customer churn prediction. Our results 
confirmed the previous studies (Buckinx & Van den Poel, 2005; Chen, et al., 2005; Cheng & Chen, 2009; 
Liu & Shih, 2005; Chang, et al., 2010; Yeh, et al., 2009; Hosseini, et al., 2010; Liang, 2010; Miguéis, et 
al., 2012), that variables based on customer behavior plays important role for customer churn prediction. 
In contrast to the work from Gür Ali and Aritürk (2014), as well as Poel and Lariviere (2004), GDP 
growth was not a significant predictor. It was ranked 46th among feature importance by XGBoost, the best 
prediction algorithm among extended models. In fact, including economic variables even worsened the 
predictive performance in the hold-out data. Based on the average AUC on the hold-out data and the 
performance stability after adding economic variables, the best algorithms were stacked ensemble of 
random forests and GBMs (average AUC = 0.6610) and XGBoost (average AUC = 0.6644). 

Customers' behavior and its dynamic were significant in predicting customer churn. Ratio of number of 
software maintenance contracts to number of installed software received the highest weight in most 
models. The RFM-based variables such as usage history were reported as useful by the XGBoost 
algorithm, even though a lot of observations were missing. This suggested that cultivating such features 
should improve prediction performance. 

Although the lower AUC on the hold-out data in extended models implied that economic variables did 
not contribute the any improvement, the worsened performance could be attributed to the fact that they 
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were important to some models during training. Consumer spending, consumer confidence and industrial 
indicators seemed to improve the AUC in the training data, being selected among top 20 important 
features. Two possible explanations could be offered for this phenomenon. First, the one stage of feature 
selection was based on share of missing values. The configuration might not be optimal, so that some 
effective consumer behavior variables were filtered out while more economic variables were kept. 
Second, economic indicators did indeed have predictive power during the training period. However, their 
relationship might have changed in the hold-out period, which lagged the training period by three months, 
leading to worsen performance. It should be noted that the feature selection process discarded all stock 
market variables due to lower number of observations. Thus, this study could not provide evidence for the 
predictive strength of stocks market variables. 

Our work demonstrated the application of customer churn prediction for software maintenance contracts. 
The optimal AUC under our setting was achieved by stacked ensemble and XGBoost, based only 
customers' data while adding economic indicators worsened the performance. A systematic study on the 
relationship change between economic indicators and customer churn should be considered. Further 
prediction improvement could be achieved through a systematic study on more effective feature 
engineering and feature selection method; although it is also interesting to compare the performance 
against that of artificial neural networks without feature engineering nor selection. 
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