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Abstract. Existing Distributed Ledger Technologies (DLTs) based mod-
els like blockchain pose scalability and performance challenges for IoT
systems due to resource-demanding Proof of Work (PoW), slow trans-
action confirmation rates, and high costs. Against a need to adopt a
viable approach, especially for low-power IoT devices, IOTA emerges
as a promising technology, leveraging the Direct Acyclic Graph (DAG)
based approach called Tangle for IoT-focused applications. In this paper,
we design a system enabling secure data exchange between IoT devices
on IOTA Chrysalis, the latest version. We perform extensive experiments
on two machines, a Workstation PC and Raspberry Pi, to demonstrate
the performance gap between powerful and low-power devices. Our find-
ings show that even low-power devices, such as Raspberry Pi, perform
well with small payload sizes on the Chrysalis network but face chal-
lenges with larger payloads. We observe that variation in transmission
time increases as payload size grows, indicating the impact of PoW com-
plexity, but it still is feasible for Raspberry Pi. We further validated our
experimental setup to ensure the validity and accuracy of our approach
through discussions with the IOTA Foundation’s technical team.

Keywords: IoT · Distributed Ledger Technology · IOTA Chrysalis ·
Heterogeneous Devices · Scalability and Data Security.

1 Introduction

Internet of Things (IoT) is growing in our everyday life by connecting people
or things with advanced devices to communicate and achieve a common goal in
different applications. However, such a rampant explosion of these devices raises
concerns for the security and privacy of IoT devices’ data. The IoT systems
cannot afford a malicious device to participate in the communication leading
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to the necessity of a secure exchange of information. Further, most devices are
resource constrained, where they cannot run complex cryptographic algorithms
or store large amounts of data due to low power capabilities. Therefore, these
device data must be stored securely, so it cannot be accessible to any malicious
device to prevent data abuse.

Initial models for securing IoT devices’ data often rely on centralized au-
thorities, introducing vulnerabilities and security risks due to single points of
failure [24]. Distributed Ledger Technologies (DLTs), such as Blockchain, have
been adopted to eliminate the need for intermediaries in IoT applications [3].
However, scalability issues arise from limited block capacity, and high computa-
tion power requirements for Proof of Work (PoW) may not always be applicable,
as demonstrated by emerging Proof of Stake (PoS) protocols like Ethereum [23].
Furthermore, this limitation makes traditional blockchain architectures less suit-
able for deployment on resource-constrained IoT devices. Therefore, developing
a lightweight system where IoT devices can communicate and securely store data
is demanded. The system should not be confined to powerful devices but also
acclimate low-power devices to store their data securely.

The IOTA protocol proposed by the IOTA foundation1 is a DLT that func-
tions as a Direct Acyclic Graph (DAG) instead of a single chain as in the
blockchain [18]. IOTA employs the DAG structure to improve scalability and
develop a keystone technology term as a Tangle, a permissionless scalable design
focusing on IoT applications [14]. The technology mitigates the mining race and
transaction cost by allowing the new transaction to reference two existing tips
(i.e., newly attached transactions).

1.1 Contributions

Our contribution involves designing a system based on IOTA Chrysalis to fa-
cilitate secure information exchange for resource-constrained IoT devices. The
design system utilizes the new IOTA client library iota.rs replacing the old one
iota.js to facilitate communication with the Chrysalis Tangle. We conducted ex-
tensive experiments on a real testbed to assess the performance gap between
low-power and powerful devices. The experiments stage in two phases: payload
creation and payload broadcasting, with 1000 tests performed for each payload
size on two machines separately, a workstation PC and Raspberry Pi (RPi). Our
analysis includes comprehensive performance data, ranging from small to large
payloads (approximately 32 KB), the maximum limit allowed in IOTA Chrysalis.
These experiments represent the first real testbed evaluation using the maximum
payload size for 1000 tests on the Chrysalis network.

The paper is structured as follows: Section 2 provides a background study on
DLTs. Section 3 describes the proposed system and its implementation details.
Section 4 presents the experimental results, and Section 5 concludes the paper
with a discussion and proposed future directions.

1 https://www.iota.org/
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Table 1: Analysis of different DLTs compared to proposed system for IoT.
Reference DLT (Structure, Consensus) Analysis Results Main Weaknesses

Marzouqi et al.
(2022)[16]

Ethereum
(Blockchain, PoW)

Scalability
Shows efficiency of transactions from different devices, PC
perform better mining to add new blocks fast compared to RPi

High resource demanding, performed only 10 tests,
tradeoff between performance and memory consumption

Xuan et at.
(2020)[7]

Private Ethereum
(Blockchain, PoW)

Scalability
Shows latencies in different workloads, achieved average
time of 63.92 ms (without mining time) for one transaction

High resource demanding, tested only with 100
transactions, mining is performed on powerful PC

Zia et al.
(2022)[21]

Private Ethereum
(Blockchain, PoW)

Scalability
Introduced proof-of-authority to reduce transaction time
average transaction time achieved is 487.6 ms

High resource-demanding, one transaction degraded
claim of high throughput, not feasible for small devices

Kumar et al.
(2021)[13]

Ethereum and Hyperledger
Fabric (Blockchain, No info)

Scalability
Internet of Forensic (IoF) framework for secure evidence chain,
High transaction throughput, latency achieved is 9.6 sec

High communication cost, low scalability, consensus
affect the performance, tested with only 100 transactions,
no info on the consensus mechanism provided

Jiaping and Hao
(2019)[22]

Monoxide
(Blockchain, PoW)

Scalability/
Security

Experiments on testbed for Ethereum and Bitcoin Network, the
authors claim 1,000× throughput and 2,000× on each network

High resource demanding, susceptible to attacks due
distribution of mining power across zones

Fengyang et al.
(2020)[11]

IOTA early version-1.0
(DAG, Tangle reference)

Scalability/
Security

Key findings are that most transactions take around 10 min to
attach Tangle, also authors claim that the confirmation rate of
1-5% transaction is exceptionally long

Low transaction confirmation rate (1-10 min), not feasible
for delay-sensitive devices, susceptible to attacks such as
parasite chain attack

Akhtar, M.M et al.
(2021)[2]

IOTA early version-1.0
(DAG, Tangle reference)

Scalability
Enhanced MAM protocol for better communication of IoT data,
transactions (small in this case), confirmation time reduced to
constant time (5.3 sec)

Experiments performed with small transactions, not on real
testbed, MAM library creates overhead in restricted mode

Caixiang et al.
(2019)[9]

Private IOTA, IRI 1.5.3
(DAG, Tangle reference)

Scalability
Shows good efficiency in processing transactions, average
TPS can reach 1 sec for one transaction, the average time for
confirmation of transaction is 0.83 sec

Not tested with maximum data, lack of synchronization
time (no info on shifting from private to main Tangle),
transaction speed reduces with increase in transactions

Sabah et al.
(2020)[19]

IOTA early version-1.0
(DAG, Tangle reference)

Scalability
Shows good throughput for supply chain entities, average time
for sending data is 3 sec for a local node, RPi is used to analyze
the feasibility of energy consumption on low-power devices

Experiments performed with smaller payloads up to 1000
characters on RPi, large message attach time
(average is 23.1 sec)

Our Designed
System

IOTA 1.5 (Chrysalis)
(DAG, Tangle reference)

Scalability

Shows good efficiency in attaching data to Tangle, performed
experiments up to maximum data, average time for largest
payload (30,000 char) on PC is 55.7 sec and for RPi it is 1457 sec,
implemented on a real testbed, accommodate low-power devices

Need to extend it for real sensors, to perform experiments for
a large time (24 hrs for each payload) to analyze behaviour of
Chrysalis in different timings, support up to 32 KB of data,
Note: These limitations are considered as part of the future work

2 Related Work

DLTs are introduced in recent IoT environments to enable secure exchange of
information. One motivation behind bringing attention to DLTs is the problem
of a single point of failure with the centralized authority; however, these models
also pose various issues, such as scalability and performance are the critical ones.

The initial explosion of Blockchain as a DLT has minimal use in IoT like
bitcoin and Litecoin are not viable for IoT due to limited block size, low trans-
action rate and high transaction costs [17]. Following that, in [12], the authors
proposed a model based on Ethereum for IoT devices; however, the concept is
based on a limited number of devices, which needs to be clarified in relation to
more transactions. Further, it is not feasible for low-power IoT device [7].

However, many researchers have recently worked towards improving perfor-
mance and throughput in traditional Blockchain. An interesting work is pre-
sented in [22], called Monoxide for IoT systems. They made different zones,
where an independent PoW is assigned to each zone to enable running PoW
in parallel. However, the interaction of different zones with deploying cross-zone
algorithms leads to security issues between zones as it weakens the mining power
for sub-blockchains in the single system [15]. In one of the other works [20], the
authors proposed an optimal node algorithm to analyze Blockchain’s throughput
and transaction success rate for IoT systems. However, the model needs to show
feasibility for low-power devices.

Previous research has examined DAG-based IOTA to assess transaction con-
firmation time and system performance. Notably, a study on an early version
of IOTA observed delays in attaching transactions to the Tangle [11]. Another
simulation-based investigation highlighted the superior performance of IOTA
compared to traditional blockchains, particularly in terms of transaction con-
firmation rate and computational requirements [5]. However, these experiments
focused on smaller data sizes and made certain unrealistic assumptions [11]. In
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a separate study, an offline IOTA network was deployed to analyze performance
with varying data amounts. However, the maximum data used and synchroniza-
tion with the online Tangle were not explicitly addressed [9]. Table 1 provides
an analysis of different DLTs related to the research. Recent experiments have
focused on energy consumption in the future network of IOTA [10], known as
Coordicide. However, these experiments are limited to energy analysis and do
not cover the variations in data sizes. It is important to note that Coordicide is
still in the development stage.

To the best of our knowledge, the performance gap between low-power and
powerful devices on the recent version of IOTA, the Chrysalis, is not investigated
in the literature, which is the main contribution addressed in this work.

2.1 IOTA Chrysalis

The IOTA foundation recently released the updated version of IOTA, named
Chrysalis2, with potential improvements to optimize the protocol and enhance
the usability of the IOTA legacy for IoT applications. Chrysalis is improved
in numerous aspects: i) the tip selection algorithm has been substituted with
a new algorithm called Weighted Uniform Random Tip Selection (W-URTS),
significantly reducing the time in nominating new tips [8]; ii) TheWinternitz One
Time Signature (W-OTS) scheme is replaced with the Edwards-curve (Ed25519)
signature scheme to reduce signatures size and time for validation [4]; iii) the
unspent transaction output (UTXO) model; and iv) the integration of atomic
transactions with the protocol [8]. This work aims to analyze the impact of these
new significant additions in terms of performance overhead on different types of
devices.

3 System Architecture

The proposed system is designed on the lightweight DLT IOTA Chrysalis to
secure the IoT devices’ data. The system aims to evaluate its potential for cre-
ating and broadcasting data from powerful and low-power IoT devices. We have
set up a powerful workstation PC and a low-power device like RPi. We use the
Chrysalis public Hornet node, which is fully functional with the Chrysalis net-
work. The proposed system architecture is shown in Figure 1, while Table 2
provides more details about the components’ specs.

IOTA has been utilized in several applications [1, 6]; however, they were based
on the IOTA legacy version, where the old libraries have been used, inducing
complications in employing them with different programming languages. Further,
the IOTA legacy version also raises issues while including new messages, such as
the Random Walk tip selection algorithm’s inefficiency in selecting new tips (i.e.,
messages), later improved with Chrysalis’s new tip selection algorithm called
Restricted Uniform Random Tip Selection (R-URTS) algorithm [14].

2 https://chrysalis.iota.org/
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Raspberry PiWorkstation PC Laptop

IOTA Node IOTA Node

IOTA Client 
Library

IOTA Client 
Library

IOTA Client 
Library

IOTA Chrysalis Tangle

Fig. 1: Designed system architecture.

Table 2: System description.

System and Environment Description

Workstation
Intel® Xeon(R) W-2133 CPU @ 3.60GHz×12, Ubuntu 22.04.1
LTS, 32 GB RAM, 512 GB

Language for development JavaScript (Node.js)
IoT device RPi 4 Model B (ARMv7), Raspbian GNU/Linux 11

3.1 Implementation Details and Procedures

The communication of IoT devices with the Chrysalis network is facilitated by
utilizing the new IOTA client library, specifically the iota.rs3 library. This
library allows for direct integration with Rust or enables binding with other
programming languages. In our system, we have integrated the IOTA client li-
brary with Node.js. This integration allows us to convert requests into REST
API format and send them to the node for processing. It provides a convenient
way to interact with the IOTA network. For this research, we utilize the Chrysalis
public Hornet node4, a robust and capable node that supports full node function-
alities. It is designed to be compatible with low-power devices such as the RPi.
The selected Hornet node interacts with the Chrysalis network, including the
operational network (mainnet) and the network for testing purposes (devnet).

In our design system, we leverage the client libraries and the Hornet node to
interact specifically with the Chrysalis devnet. This enables us to conduct thor-
ough testing and research activities in a controlled environment. Additionally,
we include a laptop, as shown on the right side in Figure 1 of the setup. Its role
is to verify the reception of data transmitted by the IoT devices. Although our
primary focus is on data creation and broadcasting, we include the laptop to

3 https://github.com/iotaledger/iota.rs
4 https://wiki.iota.org/hornet/welcome
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ensure that data is correctly attached to the Tangle and can be received on the
other side. By using the address and message indexation, we verify the successful
transmission and retrieval of data. It serves as a validation step in our experi-
mental setup. Further, in our testbed, we have set the devices to perform PoW
locally. This allows us to assess the feasibility of executing PoW on low-power
devices within the IOTA network. Additionally, the validation process verifies
and confirms transactions on the IOTA Tangle. It checks transaction structure,
data consistency, and completion of the required PoW. The IOTA nodes, in-
cluding the Hornet node we used, perform this validation to maintain network
integrity and security.

4 Experimental Results

In our study, we conducted two phases of experiments to assess the impact of
IOTA Chrysalis on both powerful and low-power devices. In the first phase, we
created data payloads with varying sizes, ranging from 10 to 30,000 characters, on
both the workstation PC and RPi. This allowed us to examine the performance of
each device in generating payloads of different magnitudes. In the second phase,
we transmitted these payloads and attached them to the Chrysalis Tangle. By
doing so, we analyzed the effectiveness and suitability of the IOTA Chrysalis
technology for small, low-power devices. Through these experiments, we aimed
to gain insights into how the IOTA Chrysalis implementation meets different
devices’ requirements and capabilities, providing a comprehensive understanding
of its support and applicability.

4.1 Measuring Overhead of Data Creation

The first phase of experiments is set up to create various data/payloads. Dif-
ferent payloads are created, ranging from small (10 characters) to large (30,000
characters). Two devices, a workstation PC and a RPi (detailed description in
Table 2), are used to conduct the experiments. The payloads are created on both
machines using the IOTA Node.js client library.

For each of the six payload creations, we perform 1000 tests on each machine.
The results of the experiments for the workstation PC and the RPi are shown
in Figure 2. Furthermore, statistical details of the results are shown in Table 3.

From the experiments, we notice that, when considering small payloads (up
to 1000 characters), the difference in creation time between the workstation and
the RPi is relatively small. Both devices are able to create payloads in less than 1
ms, with the workstation being slightly faster due to its higher processing capa-
bilities. However, a significant performance gap becomes apparent as the payload
size increases beyond 1000 characters. The workstation consistently outperforms
the RPi, completing the payload creation process 3-5 times faster. Additionally,
the time variations for small payloads are generally lower compared to large
payloads. The workstation exhibits greater stability in all measurements, par-
ticularly with larger payloads. This is evident from the smoother curves and
smaller standard deviation values, indicating a more consistent performance.
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Table 3: Experimental results on Workstation (left) and RPi (right) for creation
different payload sizes (1000 times).

Payload
(nr. chars)

Min. Time
(ms)

Max. Time
(ms)

Avg. Time
(ms)

St. dev.
(ms)

10 0.034 0.184 0.047 0.011
100 0.030 0.901 0.066 0.058

1000 0.084 0.984 0.226 0.139
10000 0.594 6.127 1.679 0.347
20000 1.407 7.135 3.713 0.446
30000 2.229 11.251 5.020 0.644

Payload
(nr. chars)

Min. Time
(ms)

Max. Time
(ms)

Avg. Time
(ms)

St. dev.
(ms)

10 0.028 0.389 0.076 0.031
100 0.044 0.579 0.129 0.045

1000 0.264 2.268 0.644 0.246
10000 2.317 29.925 6.008 1.473
20000 4.688 32.727 10.724 3.435
30000 7.159 48.021 16.509 4.987

0 200 400 600 800 1000
Test Number

0

2

4

6

8

10

Ti
m

e 
Ov

er
he

ad
 (m

s)

Data size of 10 bytes (10 char)
Data size of 100 bytes (100 char)
Data size of 1000 bytes (1000 char)
Data size of 9.76 KB (10,000 Char)
Data size of 19.5 KB (20,000 char)
Data size of 29.2 KB (30,000 char)

(a)

0 200 400 600 800 1000
Test Number

0

10

20

30

40

50

Ti
m

e 
Ov

er
he

ad
 (m

s)

Data size of 10 bytes (10 char)
Data size of 100 bytes (100 char)
Data size of 1000 bytes (1000 char)
Data size of 9.76 KB (10,000 char)
Data size of 19.5 KB (20,000 char)
Data size of 29.2 KB (30,000 char)

(b)

Fig. 2: Data/payload creation (1000 tests performed for each payload) on (a)
Workstation and (b) RPi.

4.2 Overhead of Data Transmission on the IOTA Chrysalis Tangle

In our study’s second phase, we conduct experiments to measure the time over-
head of broadcasting payloads to the Chrysalis Tangle on both machines. We
capture accurate time variance by repeating the process and attaching each
payload to the Tangle 1000 times. The time taken for each message depends on
the complexity of the required PoW. In the legacy IOTA implementation, users
manually set the PoW difficulty when issuing messages. However, in Chrysalis,
the PoW complexity is automated and adjusted based on message size. This
dynamic PoW mechanism ensures efficient and scalable PoW computations tai-
lored to each message. Looking forward, IOTA Coordicide introduces Adaptive
PoW as a further advancement. Adaptive PoW dynamically adjusts the PoW
process based on the rate of message issuance. It serves as a safeguard against
transaction bursts, preventing spam attacks and congestion within the network.

Figure 3 shows the results of these experiments on the workstation and RPi.
The results of the 1000 measurements are presented as boxplots showing the
minimum, the first quartile, the median, the third quartile, and the maximum.
The statistical facts of the outcomes are shown in Table 4.

Based on our experiments, several key findings emerged; firstly, the broad-
casting time for data on the IOTA Tangle is significantly faster for powerful
devices compared to resource-constrained IoT devices. This can attribute to the
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Table 4: Experimental results on Workstation (left) and RPi (right) for broad-
casting different payload sizes (1000 times).

Payload
(nr. chars)

Min. Time
(s)

Max. Time
(s)

Avg. Time
(s)

St. dev.
(s)

10 0.117 1.985 0.421 0.248
100 0.136 5.648 0.825 0.633

1000 0.145 12.280 2.164 1.974
10000 0.211 120.131 17.250 16.586
20000 0.256 130.552 18.624 17.409
30000 0.312 386.629 55.786 55.534

Payload
(nr. chars)

Min. Time
(s)

Max. Time
(s)

Avg. Time
(s)

St. dev.
(s)

10 0.147 21.304 3.269 3.207
100 0.211 90.639 12.315 13.092

1000 0.235 257.607 17.667 25.591
10000 1.126 2302.348 295.868 324.819
20000 2.460 3446.051 402.049 391.866
30000 6.574 6080.719 1457.376 1399.201
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Fig. 3: Broadcasting payloads (1000 tests performed for each payload) from (a)
Workstation and (b) RPi on Chrysalis Tangle.

faster execution of PoW required for each payload attachment by the more capa-
ble devices. When considering small payloads (up to 1000 characters), the RPi
can perform the PoW and transmit the data without significant hindrance. How-
ever, the RPi remains slower than the workstation by an average factor of ten.
However, for larger payloads (more than 1000 characters), the performance gap
becomes more pronounced, with the RPi being 17-26 times slower than the work-
station on average. In terms of stability, smaller payloads exhibit minimal time
variation and higher system stability. However, as the payload size increases,
the variance in transmission time also increases for both the workstation and
the RPi.

These findings provide valuable insights into the performance differences be-
tween powerful and low-power devices when broadcasting data on the IOTA
Tangle.

5 Conclusion and Future Work

Secure storage of IoT devices’ data is imperative in numerous IoT applications.
In this paper, we have designed a system based on the nascent DLT IOTA
Chrysalis that enables communication and securely stores heterogeneous de-
vices’ data. The system is not limited to powerful devices but can accommodate
low-power devices such as RPi. We conducted detailed experiments by creating
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and broadcasting different payloads from two machines to compare and analyze
the support of IOTA Chrysalis. Results show practical compatibility of IOTA
Chrysalis for low-power devices that can effectively create and broadcast dif-
ferent payloads, especially small ones typical for IoT devices, on the Chrysalis
network without hindrance.

In the future, we will extend the designed system to accommodate more low-
power IoT devices, such as sensors (i.e., CC2650 sensortag), to collect a large
amount of real data and see its impact on the system.
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