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Abstract

Digital images have become an integral part of our daily lives, but their quality
may be compromised due to technical limitations. This PhD thesis, conducted
from 2020 to 2023, focuses on investigating novel methods to enhance the
visibility and quality of such images through Super-Resolution (SR).

The goal of SR is to restore high-resolution details from low-resolution
images. State-of-the-art deep-learning-based SR models utilize learned priors,
which can lead to unwanted artifacts when the input image resides outside the
training distribution. Consequently, there is a growing interest in developing
methods that generalize to real-world images. In this PhD thesis, we continued
this line of research and explored even more challenging scenarios.

Specifically, we investigated SR of face images from surveillance footage
and proposed a method to handle the artifacts present in such images, which
obtained improved performance. Considering the scarcity of paired real-world
low-resolution and high-resolution training image pairs, we explored the use
of semantic segmentation guidance, which yielded highly improved results.
Additionally, we developed a method to estimate per-pixel degradations and
adapt the SR process accordingly, addressing the challenge posed by images
with spatially variant degradations. To facilitate objective evaluation, we as-
sembled the first dataset comprising such images and ground truths. Our
method showcased superior performance when evaluated on this demanding
dataset. Furthermore, we investigated SR of images degraded by both low-
light and low-resolution, for which we curated another comprehensive dataset.
Our benchmarking on this demonstrated significant advantages of joint pro-
cessing over sequential processing. Leveraging these insights, we developed
a dedicated method based on Transformers, leading to further performance
improvements. Moreover, we investigated the usefulness of SR for other com-
puter vision tasks and found that combining SR and semantic segmentation
substantially enhance segmentation performance.

In conclusion, this thesis contributes significantly to the field of image SR,
especially for demanding real-world applications, by deepening our under-
standing of challenges, proposing novel solutions and benchmark datasets,
and enhancing performance.
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Resumé

Digitale billeder er blevet en integreret del af vores daglige liv, men kvaliteten
kan veere forringet grundet tekniske begreensninger. Denne PhD-afthandling,
udfert fra 2020 til 2023, fokuserer pa at undersege nye metoder til at forbedre
kvaliteten af sidanne billeder vha. Super-Resolution (SR). Formalet med
SR er at genskabe hejtopleste detaljer fra lavtopleselige billeder. Moderne
deep-learning-baserede SR-modeller anvender indleerte priorer, der medfere
uenskede artefakter, nar indgangsbilledet ligger uden for treeningsdistribu-
tionen. Der er derfor en stigende interesse i at udvikle metoder, der kan
generalisere til virkelige billeder. I denne PhD-afhandling fortsatte vi denne
forskningslinje og udforskede endnu mere udfordrende scenarier. Konkret
underspgte vi SR af ansigtsbilleder fra overvdgningsoptagelser og foreslog
en metode til at hdndtere artefakterne i sddanne billeder, hvilket resulterede
i forbedret preestation. Da der er fa parvise lavtoplesnings- og hejtoples-
ningsbilleder fra den virkelige verden til treening, undersogte vi brugen af
semantisk segmentering til guiding, hvilket gav markant forbedrede resul-
tater. Derudover udviklede vi en metode til at estimere forringelser péd pix-
elniveau og tilpasse SR-processen derefter, hvilket adresserer udfordringen
med billeder med rumligt varierende forringelser. For at muliggere objek-
tiv evaluering har vi samlet det forste dataseet bestdende af sddanne billeder
og deres referencer. Vores metode viste overlegen preestation ved evaluering
med dette kreevende datasaet. Derudover undersegte vi SR af billeder, der
er forringet af bade svagt lys og lav oplesning, til hvilket vi sammensatte et
omfattende dataseet. Vores benchmarking heraf viste betydelige fordele ved
feelles behandling frem for sekventiel behandling. Ved at udnytte denne ind-
sigt udviklede vi en dedikeret metode baseret pa Transformers, hvilket forte til
yderligere preestationsforbedringer. Derudover undersggte vi anvendelighe-
den af SR til andre computer vision-opgaver og fandt, at kombinationen af
SR og semantisk segmentering i hej grad forbedrer segmenteringspraestatio-
nen. Slutteligt, bidrager denne athandling veesentligt til forskningsfeltet for
SR, iseer for kreevende virkelige anvendelser, ved at uddybe vores forstaelse af
udfordringer, foresla nye lesninger og benchmark-dataseet og forbedre prees-
tationen.
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Overview of the Work






Chapter 1

Introduction

With the widespread adoption of camera-enabled smartphones, digital im-
ages, and videos have become integral to our daily lives [17]. Moreover,
digital images have gained significant importance in critical applications in
today’s society such as automation, manufacturing, healthcare, public safety,
and criminal investigations, to name a few examples. Although capturing
visually appealing images of everyday moments using smartphones is desir-
able, high-quality image data is crucial for reliable and accurate operation
of automated analysis and decision-making applications. Consequently, if
the image quality is insufficient, these might make wrong predictions, or fail
completely [19, 35, 45]. Unfortunately, technical limitations and environmen-
tal factors can prevent digital cameras from consistently producing images of
satisfactory quality to support these functions.

As an example, this is oftentimes the case for footage recorded by outdoor
surveillance cameras which typically operate in harsh and uncontrollable envi-
ronments. For instance, in a recent incident, where an individual went missing
on February 2022 in Aalborg, Denmark, surveillance footage showing the in-
dividual entering a dark car prior to their disappearance, was used as part of
the investigation [62]. However, as seen in Figure 1.1, the make and model
of the dark car could not be determined due to the low image quality of the
recorded footage.

Low image quality, or specifically in the surveillance scenario, low visibility
of objects of interest in the image, can occur due to several factors. These factors
include, but are not limited to blur, noise, under-exposure, and low resolution,
and occur both due to hardware limitations and unfavorable environmental
conditions [11]. While these problems can be mitigated by upgrading the
camera system, and adding artificial light sources, these solutions are often
expensive and impractical. Furthermore, there is always the possibility of an
object of interest being positioned too far away from the camera to become
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Fig. 1.1: An image captured by a surveillance camera, which fails to acquire the car in the upper
right corner with sufficient detail to identify its make and model. Photo made public by Aalborg
Politi.

identifiable. This problem is further complicated by the wide field-of-view
lenses, typically used with surveillance cameras, which cover large areas but
provide fewer pixels for resolving individual objects. Moreover, in Denmark
alone, there already exist approximately 1.5 million active surveillance cameras
[6], and a large part of these are incapable in terms of providing clear and
detailed recordings [93]. Consequently, digital images are often rejected as
evidence in a court of law due to low image quality [76].

However, it is important to note that the problem of low image quality ex-
tends beyond surveillance cameras, as no matter how high the resolution, there
often exists a need to improve it. Other examples include medical imaging,
such as MRI and CT scans [25], as well as satellite [68] and aerial imaging [78],
where low image quality is frequently encountered, although a higher qual-
ity is often desired. Therefore, there is a growing need to enhance not only
surveillance footage but also any type of low-quality, low-resolution images.

One potential solution to address the challenges of low image quality is
software-based and relies on digital image processing. Digital image pro-
cessing refers to a range of techniques and methods employed to manipulate
digital images on a computer, aiming to improve the overall image quality or
enhance specific properties or features [24]. In recent years, there has been a
significant surge of interest in image processing, both in research and industry,
partly driven by the desire for high image quality in compact consumer devices
like smartphones. This arises from the inherent trade-off between large, high-
quality camera systems and the desire for small form factors. Image processing
techniques, also referred to as computational photography in this context, offer
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Fig. 1.2: x4 super-resolution of the dark car from Figure 1.1. While the overall difference is
subtle, the outline of the head and taillights are now more clearly defined. Furthermore, the
enhancement has revealed the position of the brand logo on the tailgate which altogether facilitates
the identification of the car as a VW Golf Mk. VII. Original photo made public by Aalborg Politi.

potential solutions to overcome this trade-off [17]. Among the most promising
techniques in this domain is image super-resolution which aims to increase
the resolution and details of low-quality images [59]. However, as we will
shed light on throughout PhD thesis, the Super-Resolution (SR) process is
highly complex, due to the significant loss of information and the presence of
artifacts in the Low-Resolution (LR) images. Consequently, the SR algorithms
must be meticulously designed, to ensure optimal reconstruction quality in a
given situation. However, despite notable progress made in the past decade,
existing SR methods are still far from delivering the expected image quality
improvement in real-world scenarios. An example of enhancement with a SR
method applied to the dark car from Figure 1.1 can be seen in Figure 1.2. While
the enhancements produced by the SR algorithm were enough to help identify
the car in this case, the image still appears to be of poor quality. This is mainly
attributed to the presence of various unknown factors that contribute to the
degradation of the original image, thereby posing a significant challenge for
the SR algorithm.

Consequently, the primary objective of this PhD thesis has been to explore
approaches for improving the performance of current State-of-The-Art (SoTA)
SR algorithms. Specifically, a particular emphasis has been directed towards
improving their performance when applied to real-world images. This em-
phasis stems largely from the close collaboration with Milestone Systems, who
have presented various practical challenges for consideration. Of special in-
terest are the challenges presented through a collaborative effort involving
Aalborg University, Milestone Systems, and different police departments in
Denmark. Specifically, throughout the PhD period, we have been involved
in supporting Sydestjyllands Politi, Aalborg Politi, and one undisclosed de-
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partment, in enhancing low-quality surveillance footage for ongoing forensic
investigations. However, due to a non-disclosure agreement, no further de-
scriptions of these cases are included in this thesis. However, it can be men-
tioned that the primary issue in all cases has been the insufficient visibility of
the recorded footage, primarily resulting from low-resolution and unfavorable
lighting conditions.

1 Thesis Structure

This PhD thesis is structured into three main parts:

e Part I: This first part provides an overview of the research conducted in
this PhD thesis, divided into five chapters:

— Chapter 1 gives a description of the main topic and scope of this PhD
thesis along with an introduction to digital imaging acquisition and
super-resolution, included to provide the reader with the necessary
background for the subsequent sections.

— Chapter 2 provides an introduction, an overview of the related
work, and outlines the scientific contributions of this PhD thesis in
the domain of Real-World Super-Resolution.

— Chapter 3 provides an introduction, an overview of the related work,
and outlines the scientific contributions of this PhD thesis in the
domain of Joint Low-Light Image Enhancement and Super-Resolution.

— Chapter 4 provides an introduction, an overview of the related work,
and outlines the scientific contributions of this PhD thesis in the
domain of Improving Downstream Vision Tasks With Super-Resolution.

— Chapter 5 summarizes and concludes the key findings of this PhD
thesis.

An overview of the papers covered in chapter 2-4, which have all been
written during the PhD study, can be seen in Figure 1.3.

e Part II: This part comprises a collection of papers included in this PhD
thesis, serving as the foundational work for this PhD thesis.

e Part III: This part encompasses patent applications that have been for-
mulated on the basis of the methods developed during the PhD study.

The following section provides an introduction to image acquisition with
digital cameras to offer a theoretical understanding of the challenges that must
be addressed to enhance the quality of real-world images.



2. Introduction to Digital Image Acquisition

Chapter II: Real-World Super-Resolution

[A] Real-World Super-Resolution of Face-Images From Surveillance Cameras
[B] Real-World Thermal Image Super-Resolution (A)

[C] Semantic Segmentation Guided Real-World Super-Resolution (G) i
[D] PDA-RWSR: Pixel-Wise Degradation Adaptive Real-World Super-Resolution |

Chapter III: Joint Low-Light Image Enhancement and Super-Resolution

[E] RELLISUR: A Real Low-Light Image Super-Resolution Dataset

[F] RELIEF: Joint Low-Light Image Enhancement and
Super-Resolution with Transformers (E)

Chapter IV: Improving Downstream Vision Tasks With Super-Resolution

[G] Single-Loss Multi-Task Learning for Improving Semantic
Segmentation Using Super-Resolution

Fig. 1.3: An overview of the publications included in this PhD thesis, wherein each publication
is identified by capitalized letters enclosed in brackets. The arrangement of these publications is
determined by their relevance to the three main research topics addressed in this thesis. Addition-
ally, direct influence by preceding works is indicated by the presence of the respective publication
id in parenthesis.

2 Introduction to Digital Image Acquisition

Image acquisition using digital cameras involves the process of capturing and
converting analog visual information into a digital format. In simple terms,
a digital image is produced by reflected light that passes through a lens to
become collected by an image sensor. However, during this process, different
types of degradations occur which limits the image quality. Besides envi-
ronmental conditions, the main components contributing to this are the lens,
digital sensor, and the Image Signal Processor (ISP). An illustration of the dig-
ital imaging pipeline can be seen in Figure 1.4. In the following section, we
will present an overview of how these camera components impact the quality
of the final image. However, it is important to note that the scope of this topic
is extensive, with the potential for an entire PhD thesis dedicated solely to
exploring the coating of the lens elements, for instance. Hence, our coverage
will focus on the most crucial factors, beginning with the properties of the
lens. For a more comprehensive explanation, references such as [58, 63] can be
consulted.
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Fig. 1.4: An illustration of the digital imaging pipeline. Image from the BSD100 dataset [52].

2.1 The Lens

The purpose of the lens is to precisely focus incoming light onto the digital
image sensor to produce a sharp and accurate image. However, the variations
in the quality of the optical elements and the lens manufacturing process
can introduce deviations that negatively affect image sharpness. One way
to characterize these deviations is through the Point Spread Function (PSF),
which describes how a lens spreads out an incoming point of light, into a
pattern or spot in the captured image. While an ideal lens would project a
point of light as a well-defined and sharp spot on the image sensor, physical
lenses exhibit non-ideal PSFs that cause some blurring or spreading of the
light, leading to a decrease in image sharpness. In image processing, the PSF
is often represented as the blur kernel, typically a matrix, describing how the
sharpness of the image was reduced and how neighboring pixels influence
each other. By knowing the parameters of the blur kernel, it becomes possible
to reverse the blurring effect and recover the original image.

Chromatic aberration is a specific aspect related to the PSF behavior. When
the PSF varies for different wavelengths of light, it leads to chromatic aberra-
tion, characterized by colored fringes or halos around the object edges in the
image. In addition to the PSF, another factor influencing image sharpness is
the focusing depth of the lens. This is because the lens’s ability to achieve
precise focus is limited by its Depth-of-Field (DOF), which refers to the range
of distances over which objects appear acceptably sharp in the captured im-
age. Due to the intrinsic nature of optics, achieving simultaneous focus on
all objects at different distances is not possible. As such, objects located out-
side the DOF, whether they are closer or farther from the focal plane, will
appear progressively more out of focus. When capturing images, the lens can
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be focused to prioritize sharpness on specific objects within the scene while
accepting some degree of blur for objects outside the DOF.

The DOF can be manipulated by altering the lens aperture. Decreasing
the aperture (higher f-number) expands the DOF, allowing a greater range of
distances to be in acceptable focus. However, this also limits the amount of
incoming light, potentially necessitating longer exposure times or higher ISO
settings, which can introduce motion blur or noise, respectively. Moreover,
smaller apertures increase the risk of diffraction, which negatively impacts
image sharpness. The phenomenon of diffraction is also related to the PSF and
occurs when the light passing through the lens and aperture interacts with
the edges of the opening and causes interference. Lastly, vignetting is another
phenomenon that affects image quality by a gradual decrease in brightness or
illumination towards the edges of the image frame.

2.2 The Digital Image Sensor

The incoming light focused by the lens is projected to the digital image sensor
which consists of a grid of photodiodes known as pixels. Two important
properties influencing the quality and details of the captured image are the
density of pixels and their physical size.

The pixel density determines the spatial resolution of the image and is
measured in pixels per unit area. A higher spatial resolution enables capturing
images with finer details, while a lower resolution leads to images with fewer
details and potential artifacts. From a signal processing perspective, artifacts
can arise from aliasing due to low spatial sampling frequency, particularly if
the sampling rate is not at least twice the frequency of the content [61]. A visual
comparison of a scene captured with different sensor resolutions is shown in
Figure 1.5.

75 x 75 pixels 150 x 150 pixels 300 x 300 pixels

Fig. 1.5: Visual examples illustrating the improved sharpness and level of details with increased
spatial sampling resolution. Images from [3], Paper E.
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One solution to increase the resolution, or spatial sampling frequency, is to
increase the pixel density by packing in more pixels per unit. However, as the
pixel size decreases, so does their ability to collect incoming light, or specifically
the photon particles making up the light, resulting in increased noise in the
image. The noise increases because the Signal-to-Noise Ratio (SNR) decreases,
meaning that the noise inherently part of the imaging process becomes a more
significant component relative to the actual signal. The noise originates from
multiple different sources. One of the most common sources is sensor noise
that originates from the sensor chip itself either as random fluctuations in
pixel values due to thermal energy in the sensor or fixed pattern noise due
to consistent pixel-level variations as a result of manufacturing imperfections.
Readout noise is another noise source that occurs during the reading process
of the electronic signals in the sensor, caused by components such as signal
amplifiers and analog/digital converters. Lastly, shot noise is a permanent
unavoidable noise source due to the discrete nature of light, which results in
random fluctuation of the number of detected photons.

The exposure time controls the pe-
riod in which light is collected by the im-
age sensor, leading to an image that is ei-
ther underexposed, overexposed, or cor-
rectly exposed depending on the lighting
conditions, lens aperture, and sensitivity
of the image sensor. However, if the ex-
posure time is too long and objects in
the scene are moving rapidly relative to
the exposure time and camera distance,
it can result in motion blur. One way to
mitigate this is to increase the sensor’s
sensitivity by increasing the digital gain,
or ISO setting while reducing the expo-
sure time. However, this not only am-
plifies the signal but also the unwanted
noise.

Another factor influencing the image
quality is the dynamic range, which rep- Fig. 1.6: An example of a scene that ex-
resents the brightest and darkest levels ceeds the camera’s dynamic range, resulting
that can be captured in the same image in parts of the image appearing too dark.
without clipping or saturation. Specifically, the dynamic range is defined as
the ratio between the maximum electrical current that each photodiode can
hold and its noise. Consequently, dynamic range is directly correlated to pixel
size, which enables Digital single-lens reflex (DSLR) cameras with larger sen-
sors to encode up to 14-bits, while typical smartphone cameras are limited to
10-bit encoding. If the dynamic range of the scene exceeds the camera’s range,

10
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parts of the image will appear too bright or dark depending on the exposure
settings, as illustrated in Figure 1.6.

Lastly, although some image sensors have dedicated photodiodes for each
Red Green and Blue (RGB) color channel, the majority of cameras utilize color
sub-sampling using a color filter array positioned in front of the photodiodes.
The filter is typically arranged in an RGGB Bayer pattern with twice as many
green filters as red or blue, resulting in lower color accuracy. The following
section will elaborate on how the ISP reconstructs a 3-channel RGB image from
the single-channel raw image.

2.3 The Image Signal Processor

The ISP receives the raw Bayer image data from the image sensor and executes a
series of sequential processing steps to transform and enhance the quality of the
image. One of the initial steps involves Bayer demosaicing, an algorithm that
interpolates the missing color values within the Bayer pattern to reconstruct
a complete 3-channel RGB image. However, due to the sparse nature of the
Bayer pattern, two out of three colors at each pixel in the resulting output
image are interpolated rather than directly sampled from the original scene.

Following demosaicing, white balancing is performed to adjust the color
temperature of the image such that it appears natural to the human eye without
any color cast. Subsequently, a number of vendor-specific photo-finishing
steps such as color manipulation, contrast enhancement, noise reduction, and
sharpening are applied to further refine the image according to a specific style.

Although the following operations prepare the image for practical use, they
involve discarding a significant about of the originally captured information.
Most ISPs primarily process the image using the high-bit-depth data for opti-
mal fidelity, but eventually, the color channel dimension is reduced, typically
to 8-bit. Additionally, to further reduce storage requirements, the image is
often compressed using JPEG compression. Although these last steps only
cause a subtle drop in image quality to the human eye, they introduce com-
plications for subsequent digital image processing techniques and computer
vision algorithms, due to the loss of information and introduction of compres-
sion artifacts. A summary of the different factors limiting the image quality
and their placement in the digital imaging pipeline can be seen below:

* Scene: Blur caused by fast object motion or camera shake in combination
with unsuitable exposure settings. Environmental factors such as low-
light.

¢ Lens: Out-of-focus, lens distortions, and wide-field of view.

¢ Image sensor: Color sub-sampling, noise, spatial quantization, limited
dynamic range, and sensitivity.

11
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¢ ISP: Quantization, Bayer demosaicing errors, and compression artifacts

Recently, advancements in the computational photography research do-
main have been integrated into the modern camera pipeline to enhance image
quality. These advancements include various image processing techniques
such as denoising [72, 88, 92], joint demosaicing and denoising [22, 28], high-
dynamicimaging[21, 34], deblurring [87,89], and SR [20, 59, 82], among others.
The following section serves as an introduction to the topic of SR, one of the
most capable image-processing methods for addressing the aforementioned
challenges. Additionally, the following section also provides the necessary
background information for the subsequent chapters of this thesis.

3 Introduction to Super-Resolution

The concept of super-resolution has been popularized through science fiction
movies like Blade Runner and TV shows such as CSI Miami, where computer-
based tools to enhance the quality and details of images are demonstrated.
However, while it is a simple task to increase the spatial resolution of an
image by upsampling the image with interpolation methods, such as nearest-
neighbor interpolation, no new information is added to the image in this
process. This is also the case for more advanced methods, such as bicubic
interpolation [36]. A visual example is given in Figure 1.7, where it can be
seen that while bicubic interpolation correctly upsamples the smooth low-
frequency areas, the image lacks sharpness, fine details, and texture. Thisis the
fundamental difference from SR which simultaneously aims to increase both
the resolution and the amount of high-frequency information in the image [1].

x4 Bicubic interpolation High-Resolution (HR) Ground-truth

Fig. 1.7: Two images of the same spatial resolution (256x256 pixels), but with very different
amounts of high-frequency details. Image from the Set14 dataset [86].

12
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In essence, SR aims to obtain this by reversing the digital image acquisition
pipeline explained in Section 2 and hereby reconstruct the scene in HR based on
one or more LR observations. Thus, the SR research field divides into Single-
Image Super-Resolution (SISR) and Multiple Image Super-Resolution (MISR)
SR based methods, where SISR methods use a single LR image to reconstruct
the HR image, and MISR uses multiple. Since attempting to reverse the entire
imaging pipeline is a much more elaborate problem than addressing a single
factor at a time, such as denoising [72] or deblurring [89], SR is a highly
challenging and complex problem.

The SISR process, which is the primary method used today, can be for-
mulated as an inverse problem that requires constructing a forward model,
commonly in the form [44]:

y=x®k)ls +n (1.1)

which involve convolution with a blur kernel k on the unknown HR image
x, followed by downsampling with scale factor s, and lastly degradation by
additive noise n resulting in the observed LR image y. However, inverting
the forward model and estimating its parameters to obtain the HR image x
based on y is not a trivial task, as the inverse problem is highly ill-posed. That
is, without additional constraints, there is no unique solution to the problem,
meaning that multiple plausible HR images could correspond to the same
LR image. Furthermore, for an optimal reconstruction, the parameters in
the forward model should ideally encompass all parameters in the imaging
pipeline, which is challenging in practice.

3.1 State-of-the-Art

While the importance of super-resolution has attracted many researchers over
the last decades, the problem remains unsolved due to its challenging nature.
One of the initial attempts at SR, illustrated in Figure 1.8, dates back to 1984 [74]
and involves alignment and fusion of multiple low-resolution images with sub-
pixel motion to produce a high-resolution image. Since then, many different
techniques have been proposed [59, 81], both in the frequency [75] and spatial
domain and by using signal processing [38, 66], statistical [7, 73], and machine
learning techniques [20, 37]. Some approaches include example-based meth-
ods which utilize a database of HR image patches to find similar patches in the
low-resolution input image, for the purpose of reconstructing the missing de-
tails [84]. Self-similarity-based methods exploit the self-similarity inherently
present in natural images, to find patches with similar content but at different
scale levels [23, 29].

13
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Nowadays, most researchers ap-
proach the SR problem using deep-
learning methods in the spatial do-
main due to the high modeling ca-

paCIty and ﬂeXIblhty Of SUCh mOd_ LR frame 1 LR frame 2 LR frame n

els. In 2014, the seminal work of SR-

CNN [20] presented a groundbreak- & @ %
ing approach in this regard by de-
signing and training a Convolutional
Neural Network (CNN) to learn the
mapping between LR and HR im-

age patches. The architecture was
simple with only three main layers. r

The first layer performed shallow O
feature extraction, followed by a non-
linear mapping layer, and lastly, a re-
Cons_trUCtlon lay?r’ while the actual Fig.1.8: Theinitialidea for SR wasbased onlever-
spat1a1 upsamphng was performed aging complementary information from multiple
as a pre-processing step using bicu- LR frames with sub-pixel motion by alignment
bic interpolation. The network was and fusion.

trained in a supervised manner using pairs of LR and HR images and op-
timized to minimize the Mean Squared Error (MSE) between the networks
prediction and the ground truth HR image. Due to its superior performance
over existing hand-crafted methods, many follow-up works have used a simi-
lar approach. An illustration of a CNN based SR architecture commonly used
today can be seen in Figure 1.9.

Here, the main difference from SRCNN is that following the initial shallow
feature extraction used to convert the 3-channel input image to feature maps,
multiple deep features or mapping blocks are often used. Furthermore, nowa-
days the upsampling is typically done as the last step together with the HR
output reconstruction. However, some researchers also investigated progres-

SR reconstruction

Objective:
Minimize MSE

Shallow Deep Feature
s 1 HR
Feature Extraction and Uizgz;ggua;fon
Extraction HR mapping

LR Input CNN-based Super-Resolution Network SR Output Ground truth

Fig. 1.9: The typical components of a CNN-based SR model and its learning objective. Image from
the Set14 dataset [86].
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sive upsampling [5, 80] to reduce the learning difficulty in the individual part,
and iterative up-and-down upsampling [46] to benefit from also learning the
mapping from HR to LR.

Since the proposal of SRCNN [20], the reconstruction performance has
been improved by more advanced network architectures. Key works include
EDSR [43] and SRResNet [40], which is based on deep residual CNNs, and
RCAN [91], SAN [16], and HAN [60] which incorporates channel and spatial
attention mechanisms. More recent approaches utilize Transformers [12, 42]
due to their improved long-range modeling capabilities compared to CNNs.
These networks are typically optimized with L1 (Mean Average Error (MAE))
or L2 (MSE) loss, resulting in low distortion, i.e. the difference between the
reconstructed image and the target according to a given distance metric, but not
necessarily visually pleasing reconstructions according to human judgment.
Later works tries to overcome this problem by the use of Generative Adversarial
Networks (GANSs), and optimization of the models by a combination of MSE,
GAN, and perceptual losses [40, 79].

(a) PSNRT: 25.72, SSIMT: 0.7377, LPIPS|: 0.368 (b) PSNRT: 22.97, SSIMT: 0.6238, LPIPS|: 0.152

Fig. 1.10: High-resolution reconstructions produced by the same SR model [79], but optimized
with different loss functions. T and | indicate whether higher or lower values are desired, re-
spectively. (a) is the outcome of optimization with L1-loss which results in better PSNR and
SSIM scores than (b) which is the result of optimization with perceptually oriented losses. On the
contrary, (b) appears more photo-realistic which is reflected in a better Learned Perceptual Image
Patch Similarity (LPIPS) score. Image from BSD100 [52].

However, it has been proven that low distortion and high perceptual quality
are at odds with each other [9], meaning that optimizing for a lower distortion
comes at the expense of lower perceptual quality and vice versa. Figure 1.10
visually illustrates this phenomenon, by showing two reconstructions of the
same LR image produced by the same SR model (Residual-in-Residual Dense
Block (RRDB)), but optimized with different goals. Figure 1.10 (a) is the result
of optimization with L1-loss while a combination of L1, perceptual [33] and
GAN:-loss [40] was used for (b). More recently, flow-based [48] and diffusion
models [41, 65] has been used to obtain more photo-realistic results by sampling
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directly from the posterior distribution, rather than estimating the mean of all
possible solutions. However, while the reconstructed images might look good,
the content and details are usually not aligned with the true HR image.

3.2 Current Challenges in Super-resolution Research

Deep Neural Networks (DNNSs) are prone to overfitting to the training distri-
bution, which can lead to a significant drop in performance when evaluated
on out-of-distribution samples. As such, a significant limitation of most ex-
isting SOTA DNNs-based SR methods is their limited ability to generalize to
unseen images [44, 47]. Part of the reason is the common practice of develop-
ing and testing the SR methods on datasets consisting of synthetic LR images
obtained by simple downsampling of HR images, typically using bicubic in-
terpolation. However, the SR models only learn to inverse the process of the
predefined degradations present in the training data. Hence, this protocol can
be problematic, as the downsampling process significantly changes the low-
level characteristics of the images, e.g. by reducing noise. As a result, the LR
images become an oversimplification of the real conditions, since real-world
images often exhibit complex combinations of degradations, as discussed in
Section 2. Consequently, images of this nature pose a much more challeng-
ing task for the SR algorithms, as they must simultaneously tackle artifact
suppression and resolution/detail enhancement. However, acquiring real LR
images and their corresponding Ground-Truths (GTs) for training purposes
is both labor-intensive and infeasible in addressing the generalization issue.
Thus, no straightforward approach currently exists to enable the SR models to
generalize to real-world images. Consequently, addressing this challenge has
recently received increasing attention from the research community, known as
real-world super-resolution [2], and has also constituted a significant part of
this PhD project.

3.3 Image Quality Assessment

Super-resolution algorithms are typically assessed by different types of distor-
tion measures that can be grouped into Full-Reference Image Quality Assess-
ment (FR-IQA) and No-Reference Image Quality Assessment (NR-IQA) based
methods. The former requires GT target images, and are therefore usually
not directly applicable for the real-world scenario. However, as they are still
widely used for evaluating performance in the synthetic setting, we cover the
most popular methods in this category below. On the contrary, requiring only
the super-resolved image, NR-IQA methods are useful for evaluation without
GTs, but since the predictions of such methods are typically based on statis-
tics, or learned models, the accuracy is not as high as directly measuring the
distortion from a GT image. Generally, the evaluation of image reconstruction
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methods without GT data is an unsolved problem, and the lack of reliable
NR-IQA methods complicates the assessment and comparison to other ap-
proaches. However, some research relies on subjective evaluation methods,
but the procedure is cumbersome and time-consuming. Lastly, there also exist
other less-used methods, like reduced-reference methods, which we will not
cover in the overview below.

Full-Reference Image Quality Assessment (FR-IQA)

These methods compare the quality of a processed image with a GT reference
image, by measuring the difference between the two. The most widely used
methods in this category are Peak Signal-to-Noise Ratio (PSNR) and Structural
Similarity index (SSIM) given by the following equations, respectively:

(1.2)

MAX?
PSNR =10 - loglo (m)

where MAX denotes the maximum possible pixel value (e.g., 255 for 8-bit
images), and MSE represents the mean squared error between the original and
reconstructed image.

(ZHxIJy + Cl)(zgxy +C2)
(12 + yi +C1)(02 + 05 +Cy)

SSIM(x,y) = (1.3)
where x and y are the input and reconstructed image, respectively, u, and
are the mean values of x and y, o, and o, are the standard deviations of x
and y, oy, is the covariance between x and y, and C; and C; are constants
to stabilize the division. In general, PSNR is more concerned with the pixel-
level differences between the input and reconstructed image, while SSIM is
more geared towards the visual quality by considering aspects of luminance,
contrast, and structural information. However, both PSNR and SSIM are
poorly correlated with human perception. As such, there also exist methods
that are specifically targeted toward assessment of image quality similar to
human judgment. These methods include learning-based methods such as
LPIPS [90] and Deep Image Structure and Texture Similarity (DISTS) [18], and
more recent Transformer based methods such as IQT [13]. The challenge report
on the NTIRE 2022 Challenge on Perceptual Image Quality Assessment [26]
provides an overview of the current SoTA within the topic.

No-Reference Image Quality Assessment (NR-IQA)

These methods assess the image quality of an image without requiring a ref-
erence image and are typically based on natural image statistics or models
learned on databases of various image distortions. Popular methods in this
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category include PI [8], NRQM [50], NIQE [55], PIQE [57] and BRISQUE [56],
which is similar to the evaluation protocol used for the 2020 NTIRE challenge
on Real-World Super-Resolution (RWSR) [2]. However, assessment without
reference images is inherently difficult, and as such the performance of these
metrics is still unsatisfactory and unreliable [83].

Subjective Image Quality Assessment

In the case of real images without GTs, human observers can be used to rate
the perceived quality of the enhanced images for evaluation of the SR models.
A commonly used method for this is Mean Opinion Rank (MOR), where the
participants are asked to rank images produced by different approaches based
on their perceived quality. Similarly, Mean Opinion Score (MOS) involves
rating images with a score, typically from 1 (bad) to 5 (good) followed by taking
the mean of all ratings. However, while these methods can be reliable when
the amount of participants is sufficiently large, the process is time-consuming
and cumbersome.

3.4 Ethics in Relation to Super-Resolution

Even with the use of simple hand-crafted methods, manipulation of images has
raised ethical questions [67]. Consequently, in [15] 12 guidelines for scientific
digital image manipulation were presented. Recently, Artificial Intelligence
(AI) have become a topic that has generated controversy and raised concerns
regarding privacy, ethics, and civil rights due to its promising capabilities and
performance. In response to this, the European Commission has published a
set of ethical guidelines for trustworthy Al [14]. In summary, a trustworthy Al
should be:

¢ Lawful - respecting all applicable laws and regulations
e Ethical - respecting ethical principles and values

* Robust - both from a technical perspective while taking into account its
social environment

Since this PhD thesis focuses on investigating Al-based SR algorithms and their
practical applications, such as surveillance, it is important to discuss ethical
considerations within this specific context.

Hallucinations

Recent DNN-based SR methods enhance LR images by hallucinating, or pre-
dicting, missing HR details based on their learned priors. However, uncertain-
ties can arise due to both aleatoric (data-centric) and epistemic (model-centric)
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uncertainties [30], which can result in undesirable artifacts or suppression of
important details. This problem is particularly evident when the image to
be enhanced is different from training data distribution [11, 44], which can
lead to adverse effects. One example is SR of face images, where facial land-
marks, such as birthmarks, may be lost, or wrongly inferred [32]. While this
might not be critical for the overall visual quality of the reconstructed face,
which might appear perceptually realistic, the consequences can be profound
in forensics and legal scenarios, ultimately leading to wrongful convictions, or
failure to solve criminal cases [76]. As such, this limitation should be taken
into consideration when using DNN methods.

Bias and fairness

DNN based SR methods can inherit biases present in the training data. Hence,
it’s important to identify if the training dataset is biased towards a specific
ethnicity and possibly implement methods to mitigate the reduced perfor-
mance on minorities less represented in the training data. A recent example
is PULSE [53], a face super-resolution algorithm that caused controversy as it
had a tendency to turn dark faces white. The reason for this was found to be
the reliance on racially imbalanced training data [77]. One can refer to [31] for
a study on the issues of fairness for generative algorithms like SR.

Trustworthiness

DNNs are inherently black-boxes, making it difficult to understand the rea-
soning behind the outcome, which can introduce trust issues for end users.
Moreover, most DNNs are optimized toward specific performance metrics that
are rarely good indicators of a trustworthy model once trained [51]. Further-
more, while discriminative models, like image classifiers [27, 39, 69], typically
output their prediction with a confidence value, current generative image
restoration methods do not provide such uncertainty information to the end
user. Although the emerging discipline of explainable Al (XAI) has been com-
prehensively studied for discriminative models [49, 64], much less attention
has been given to generative models, in general [70]. The few existing works
in the literature mostly deal with natural language [85], and software code
inference [71], but none consider the problem of image restoration, such as SR.

Surveillance

Footage from the surveillance cameras is often used together with video anal-
ysis software to automatically monitor activities and recognize specific ac-
tions [10, 54]. Combining SR with such technologies has the potential to fur-
ther enhance the performance which raises several ethical concerns, including;
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how can it be ensured that potential improvements of automated surveillance
systems are not used to cause increased discrimination, stigmatization, or
infringement on privacy and civil rights. A more elaborate discussion and
suggestion for regulations are presented in [4].

During the PhD period, we have been investigating solutions to some of
the aforementioned challenges, while we for others only take the limitations
into consideration during our work, and leave actual research into possible
solutions for future work. The following chapter covers our work on advancing
the field of RWSR.
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Chapter 2

Real-World Super-Resolution

1 Introduction

[A] Real-World Super-Resolution of Face-Images From Surveillance Cameras
[B] Real-World Thermal Image Super-Resolution (A)

[C] Semantic Segmentation Guided Real-World Super-Resolution (G)

[D] PDA-RWSR: Pixel-Wise Degradation Adaptive Real-World Super-Resolution

Fig. 2.1: An overview of the publications establishing the foundation for the findings presented
in this chapter.

This chapter of the PhD thesis covers our work in the domain of RWSR.
The focus has solely been on deep-learning based SR methods due to their
promising performance in comparison to hand-crafted methods. In particular,
CNNs have been widely used in the literature since they have shown to be
capable of learning strong priors for guiding the SR process. Although the
use of multiple frames, either in the form of video frames or a burst image
sequence, can potentially improve the SR performance compared to using only
a single image, they introduce the additional challenges of aligning the frames
and compensating for motion. As such, we have been focusing exclusively on
singe-image based SR methods. As outlined in Section 3.2, the main difference
between RWSR and classical SR is the ability to handle complex real-world
images, which occurs mainly due to the domain gap between the synthetic
images, typically used for training of the DNNs in the classical setting and
real-world images. A visual comparison of these image domains can be seen
in Figure 2.2.

Thus, when the input images deviate from the assumed training distribu-
tion, the performance of the SR model drops significantly [1, 34, 35]. This is
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Synthetic LR Real LR x4 HR

Fig. 2.2: A comparison between a synthetic LR image created by bicubic downsampling, a real LR
image, and the corresponding x4 HR image. Images adapted from [6], Paper F.

especially pronounced if the images are corrupted by noise, blur, compression
artifacts, or similar distortions, which is ill-fated as it is in scenarios like these
where enhancement is most needed.

However, while classical SR is already a challenging and severely ill-posed
inverse problem, due to the large solution space of plausible HR images for each
LR image, RWSR pose an additional number of challenges due to the nature
and complexity of real-world images. Some of these challenges include:

® Acquiring paired real-world LR and HR images is cumbersome and
sometimes even impossible. This poses challenges to the supervised
learning paradigm commonly employed in training DNN-based SR meth-
ods, as it relies on data pairs for forward propagation and subsequent
error calculation within the network.

® The lack of HR GTs images, complicates the quantitative evaluation of
the reconstruction performance of the algorithms. This hampers com-
parisons between different methods, assessment of algorithmic advance-
ments during development, and quantitative evaluation.

* RWSR algorithms face the dual task of suppressing artifacts and enhanc-
ing details simultaneously. Distinguishing between details and artifacts
proves challenging due to the complex distributions involved.

* Designing a RWSR model capable of generalizing to the potentially in-
finitely large distribution of real-world images resulting from various
combinations of cameras, lenses, settings, and scenes is nontrivial.

In the following section, we will describe the SOTA within RWSR, highlight-
ing different attempts aimed at addressing the aforementioned challenges.
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2 State-of-the-Art

We begin the description of the SoTA works by establishing a taxonomy to
position RWSR in the research field of image SR. By this taxonomy, we divide
research in single-image SR into three groups:

* Non-blind or classical SR: assumes that the degradation process from HR
to LR image is known (typically bicubic interpolation) [21, 29, 33].

* Blind SR: aims to restore images with unknown degradations, typically
focused mostly on the blur kernel and experimentation on synthetic
image data [11, 24, 39].

* RWSR: aims to restore real images with complex combinations of un-
known real-world degradations, most often without access to the GT HR
images [40, 48, 56].

Although consensus on the taxonomy presented above is not universally
established among the research community, we distinguish blind SR from
RWSR based on the following criteria. Literature on blind SR encompasses
primarily theoretical and general methods that handle images without prior
knowledge of the degradation process. In contrast, RWSR literature consists
of more practically oriented methods specifically designed for applications in
real-world scenarios. Following [17], the current body of research in RWSR
can be categorized into distinct groups based on the following taxonomy:

o Self-learning based methods: exploits internal information in the input
images [9, 39, 46].

* [mage pair based methods: learns from collected real-world LR/HR image
pairs [15, 51, 58].

* Domain translation based methods: aims to bridge the gap between two
image domains [22, 27, 53].

* Degradation modeling based methods: aims to estimate the degradation
parameters of the input images [47, 48, 56].

The following sections will provide an overview of the SoTA in RWSR and
datasets for training and evaluation.

2.1 Real-World Super-Resolution Methods

The body of self-learning-based methods includes Shocher et al. [9], who pro-
pose a zero-shot approach where a small CNN is trained at test time, to learn
an image specific SR model. Soh et al. [44] further extends this concept by
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a meta-transfer learning phase which allows exploiting information from an
external dataset as well. Later, Bell-Kligler et al. [11] designed a GAN-based
mode to estimate blur kernels from LR images, which are then used in com-
bination with the ZSSR SR model. In DAN [36], both steps are incorporated
into a single model by alternating optimization. However, one drawback of
self-learning-based methods is slow prediction times compared to other SR
methods [50].

Another approach to RWSR is to collect real-world LR/HR image-pairs for
training, either using a beam splitter [41], varying the focal length of a zoom-
lens [15, 16, 51, 58], or by hardware binning [30]. While such data enables
investigation and quantitative evaluation of a much harder task than SR of
synthetic LR images, the models trained on such data do not perform well on
images from other camera types than the ones used in the collection process
since its not feasible to collect a large enough pool of images to represent all
possible combinations of cameras, lenses, and settings. Furthermore, avoid-
ing misalignment and other unwanted discrepancies, such as illumination
changes, between the LR/HR image pairs is a challenging task on its own.

The idea of domain translation for the generation of realistic LR/HR train-
ing image pairs is explored in RealSR [27]. The RealSR degradation frame-
work estimates blur kernels using Kernel GAN [11], and samples realistic noise
patches from a domain of real degraded images, which are used to degrade
HR images in the target domain. As such, RealSR actively tries to estimate and
extract image-specific degradation information from one domain, to enable
translation from another image domain. This is different from the more re-
cent brute-force-like approaches, such as BSRGAN [56], which basically tries
to introduce as many as possible different combinations of degradations in
the training images. However, while RealSR is able to adapt the SR model
to real images from a specific domain, the trained model cannot generalize
beyond this distribution. A model for translating real LR images to the bicubic
domain, for leveraging generic SR models trained on such images is proposed
in [42]. Moreover, CinCGAN [53] propose to use a cycle-in-cycle GAN to learn
to map real noisy LR images to a domain of clean LR images followed by SR.
However, these approaches essentially shift the generalization problem from
the SR model to the translation model.

The current most effective and commonly employed approach in the liter-
ature for addressing the problem of RWSR is to explicitly model the image-
specific degradations and incorporate them into the training data. In DS-
GAN [22] a GAN model is trained to introduce natural image characteris-
tics to bicubicly downsampled images, which in turn are used to train a SR
model. One successful, but less elegant approach, is to create synthetic LR
images with highly diverse combinations of degradation types. Following
this line, BSRGAN [56] proposes a pipeline that degrades training images
by random shuffling of down-sampling, blur, noise, and JPEG compression.
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Real-ESRGAN [48] extends on this by proposing a second-order degradation
pipeline, that applies the degradations more than once. Other works focus
more on the network architectures, by trying to estimate the image-specific
degradations at test time and adapt the features in the SR network accord-
ingly [31, 40, 47, 59]. Nonetheless, a limitation that can be observed in most
of the current RWSR methods is their inability to handle spatially variant
degradations commonly encountered in real-world images.

2.2 Datasets

Research in RWSR often relies on the same image datasets as employed in
the classical SR setting to enable training and quantitative evaluation. The
most popular ones include DIV2K [7] and Flickr2K [45] which are typically
used for training, and Set5 [12], Set14 [55], BSD100 [37], Mangal09 [54], and
Urban100 [26] that are typically used for testing. However, as these datasets
only contain HR images, the LR images are often generated from the HR
images by blurring, downsampling, and corruption by noise, typically using
Gaussian distributions for the noise distribution and blur kernels [25]. Since
such syntheticimages do not resemble real-world images, researchers have also
collected real-world LR/HR image pairs for both training and testing purposes.
Table 2.1 provides an overview of the largest datasets of real LR/HR image
pairs. However, while such datasets pose a more challenging reconstruction
problem, training a SR model on such datasets does not lead to generalization
beyond the camera types used in the dataset.

Table 2.1: Overview of real-world super-resolution datasets of paired real LR and HR images.
Table adapted from [4], Paper E.

Name Year LR/HR Pairs Type HR resolution Method Content
Quetal. [41] 2016 31 RAW 2.3MPIX Beam-splitter Faces
RealSR [15] 2019 595 RGB 0.48 to 5.28MPIX Zoom lens In/outdoor scenes
City100 |16 2019 100 RGB 1.06MPIX Zoom + translation  Postcards
SupER [30] 2019 5,670 Grayscale 2.2MPIX Hardware binning  Indoor lab
SR-RAW [58] 2019 500 RAW 12MPIX Zoom lens In/outdoor scenes
DRealSR [51] 2020 2,507 RGB 20 to 24MPIX Zoom lens In/outdoor scenes

3 Scientific Contributions

The work done in this part of the PhD has been aimed at pushing the SoTA in
RWSR by addressing some of the challenges outlined in Section 1. This has led
to four papers, namely Paper A, Paper B, Paper C, and Paper D. The first three
papers have already been published at computer vision and machine-learning-
focused research outlets, while the fourth paper (Paper D) is currently under
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Original ESRGAN [49] RealSR [27] Ours [5]

Fig. 2.3: x4 SR of a real LR face image from the Chokepoint DB [52]. Compared to ESRGAN [49],
which amplifies the corruptions, and RealSR [27], which fails to improve the amount of details,
our approach exhibits superior performance in reducing artifacts and enhancing details, thereby
resulting in a more visually appealing reconstruction. Images from [5], Paper A

review.

In Paper A we initiated the research on RWSR by specifically focusing
on enhancing face images from surveillance cameras. Although one of the
first SR methods specifically for enhancement of face images was proposed
by Baker and Kanade back in 2000 [10], subsequent research in this domain
has paid limited attention to the challenges associated with real-world face
images [23]. Furthermore, for simplicity, most researchers have primarily
focused on methods applicable only to images with a size of 16 X 16 pixel
and centered faces [13, 14, 18], which limits the practical application of these
approaches.

To address these limitations, we explored the feasibility of employing do-
main translation techniques to learn a SR model capable of enhancing real-
world face images from surveillance cameras in Paper A. Our approach drew
inspiration from [27], who proposed a degradation framework for translating
clean HR images in a target domain to a source domain of degraded LR im-
ages. We build a pool of estimated translation parameters from the source
domain by utilizing Kernel GAN [11] for blur kernel estimation, and extraction
of noise patches for estimation of the image-specific noise. By randomly select-
ing and applying blur kernels and noise patches from the pool, we performed
the translation of clean HR images to the source domain of real surveillance
images.

However, since the footage from surveillance cameras is often corrupted
by compression artifacts, this pipeline is not sufficient to fully capture the
degradations present in such images. Consequently, we extended the frame-
work to also incorporate compression artifacts. Specifically, we degraded the
translated images by JPEG compression, which enabled the SR model to learn
JPEG artifact suppression, rather than wrongly amplifying the compression
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ESRGAN [49] Therisurnet [19] Ours [8] GT

Fig. 2.4: x4 SR of real LR thermal images from the Domo validation subset of the PBVS challenge
[43]. As seen, our method produces sharper and more well-defined reconstructions. Images
from [8], Paper B.

patterns. We employed the GAN architecture and RRDB backbone model
from ESRGAN [49], but observed that the perceptual quality could be further
improved by exchanging the VGG-loss [28] with LPIPS [57] loss.

Figure 2.3 provides a comparison of our proposed method, ESRGAN, and
RealSR when evaluated on a real face image obtained from a surveillance cam-
era. As illustrated, our method excels in suppressing undesirable artifacts
and enhancing high-frequency details, resulting in sharper and visually more
appealing images. For evaluation on the Chokepoint testset, our approach
achieved a superior MOR score of 1.43, outperforming the baseline score of
3.39. Through this study, we demonstrated the importance of incorporating
as many degradation factors as possible during the model training phase for
improved practical application of DNN-based SR algorithms. For future work,
it could be interesting to experiment with additional factors such as chromatic
aberration.

In Paper B we leverage the knowledge gained in Paper A to explore the
applicability of a similar approach for SR of real thermal images. Until now,
the research efforts concerning SR of thermal images, which are inherently
constrained by the limitations of thermal imaging technology, have primarily
concentrated on synthetic settings. As depicted in Figure 2.4, our approach
is capable of producing thermal images with more clearly defined edges and
better contrast and sharpness compared to the existing SOTA method Therisur-
net [19] and the baseline ESRGAN [49]. Furthermore, our approach achieved a
superior MOR score of 1.45, outperforming the baseline score of 3.20. As such,

35



Chapter 2. Real-World Super-Resolution

Source Domain

Semantic Segmentation
Network

....m| Semantic Loss -4
> (w=1e-2) <

SRLEEEL o Super-Resolution
— Network

Super-Resolved Image

-
1 Line Notation
A : Traing,,, = = = =
! 1 Trainggy sesesesess
Pixel loss: L1 (w=1e-2) < ]
IQA Loss: LPIPS (w=le-1) Inference

Fig.2.5: "Schematic overview of our proposed Semantic Segmentation Guided Real-World Super-Resolution
(SSG-RWSR). To learn to perform RWSR we leverage both guiding from an auxiliary semantic segmentation
task and domain adaptation. At test time, the semantic segmentation network is de-coupled, and as such no
semantic labels are required to super-resolve the LR test images.” |3]. Figure from [3], Paper C.

we concluded that SOTA RWSR methods for RGB images, are also beneficial
for enhancement of thermal images.

In Paper C, we introduced a novel approach to improve upon the domain
translation method used in our previous papers, which main limitation was the
limited coverage of degradation types. Although the framework was flexible
towards manual inclusion of additional degradation types, a more automated
solution would likely be beneficial for the reconstruction performance. Our
idea for Paper C originated from our investigations in Paper G, where we
leveraged Super-Resolution (SR) to enhance the performance of a semantic
segmentation model.

During that study, we observed that when optimizing a SR model solely
based on the loss from the semantic segmentation task, the super-resolved
images exhibited enhanced sharpness and reduced noise, compared to the LR
input images. However, to maintain color consistency and rich textures, RGB
image guidance remained necessary. Consequently, we hypothesized that in-
corporating segmentation loss as guidance during the SR learning process
could lead to improved performance compared to relying solely on domain
translation. As such, we undertook the first attempt at combining domain
translation with guidance from pixel-wise image segmentation, aiming to ad-
dress the supervised learning challenge in RWSR. An overview of the proposed
framework can be seen in Figure 2.5.
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LR Ours DA Ours guided Ours combined

Fig. 2.6: Super-resolution (x4) of a real image from the Cityscapes dataset [20]. By combining domain
adaptation (DA) and guidance by semantic segmentation, our proposed method reconstructs more visually
pleasing images” |3]. Images from |3], Paper C.

Despite the fact that the semantic labels exist in the same resolution space
as the LR training images, we discovered that guiding the SR model with
the segmentation loss, specifically cross-entropy loss, in combination with do-
main translation facilitated the generation of HR images with sharper object
boundaries and lower noise. Figure 2.6 visually illustrate the contribution of
each component, clearly demonstrating that the combined approach yields the
clearest and most detailed reconstruction of the LR input image. In the quan-
titative assessment conducted on the Cityscapes dataset [20], our approach
demonstrated superior MOR score of 1.21, surpassing the runner-up method
that achieved a score of 2.75.

Lastly, in our research on RWSR we conducted an investigation on the
significance of spatially variant degradations in real LR images in Paper D.
This study was initiated by an evaluation of the performance of the current
SR RWSR method which exhibited significant inconsistency when faced with
non-uniform degradations across an image.

To visualize this issue, Figure 2.7 presents an example where we gener-
ated an LR image with a uniform background (50% gray) and additive white
Gaussian noise with ¢ = 30 in three different areas of the image. We then
reconstructed the image using three different SOTA RWSR methods. Despite
the fact that these SOTA RWSR methods were trained on images with this spe-
cific noise distribution, we hypothesized that their assumption of uniformly
distributed degradations limits their ability to effectively remove the noise and
reconstruct the clean image. Interestingly, certain methods partially removed
noise from specific areas, while others left the noise unaltered.

This observation gave rise to an investigation into methods for introducing
non-uniform noise to the training images, developing a RWSR algorithm ca-
pable of handling images with such complex degradation distributions, and
evaluating whether this can help improve the reconstruction performance on
real LR images.
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Noisy LR BSRGAN [56] RealESRGAN [48] SwinlR [32]

Fig. 2.7: Visualization demonstrating the inability of SOTA RWSR methods to remove patches
of white Gaussian noise with ¢ = 30, which are superimposed on a uniform background, thus
simulating spatially variant noise. This observation is noteworthy considering that the training
process of these methods includes uniform noise of this specific distribution.

First, to facilitate the evaluation,
we collected a dataset comprising
real LR/HR image pairs with vary-
ing noise intensities, as existing real 07}
SR datasets were found to be inad-
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. @ 0.6
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named the SVSR dataset, we ob- — DAsBlizleE;i
—— p2
tained the scale difference by varying 05| |—e— Real-ESRNet [40] §
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posed a method to create LR training  contrary, our PDA-RWSR has a more consistent per-
image with spatially varying degra- formance across the range.” [2]. Figure from [2],
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Drawing inspiration from the observation that noise tends to be more pro-
nounced in darker regions of images, [38], we devised a noise degradation
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1SO1600 1SO6400 15025600 15065535

Fig. 2.8: "Visual examples from the SVSR benchmarking dataset illustrating how the noise level changes
at different 1SO settings for images captured with the Canon EOS 6D camera.” |2]. Images from [2],
Paper D.

)
N

Real-SwinIR-L |32] Real-ESRNet |48] Ours [6] Ground-truth

Fig. 2.9: "Visual comparison of the reconstruction performance on the SVSR dataset. In comparison to
the SoTA approaches, our Pixel-Wise Degradation Adaptive Real-World Super-Resolution (PDA-RWSR)
produces more visually faithful results with fewer artifacts.” [2]. Images from [2], Paper D.

model based on blending with masks created by image intensity threshold-
ing, among others. To ensure that the SR model was aware of the spatially
variant degradations, we designed a degradation feature extraction network
capable of generating maps with pixel-wise degradation information from the
degraded LR image. These maps were then used to modulate the features in
the SR model, enabling the reconstruction process to adapt specifically to the
degradation present in each pixel of the image. As demonstrated in Figure 2.9,
our PDA-RWSR approach exhibits superior performance in removing spatially
variant noise while preserving details. In terms of objective evaluation on the
challenging SVSR dataset, our approach exhibited the best performance across
all metrics, particularly showcasing significant enhancements on the images
with the most pronounced degradation, as visualized in Figure 2.10.

To summarize, through our research efforts from Paper A to Paper D, we
have thoroughly investigated critical challenges in super-resolution of real-
world images and proposed novel approaches to enhance the performance
and advance the field. Our main contributions can be outlined as follows:

* Insights into the challenges associated with SR of real-world images,
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specifically surveillance footage, images heavily degraded by noise, and
thermal images (Paper A ,Paper B,Paper C,Paper D).

e Introduction of a novel framework for SR of real-world face images with
arbitrary sizes, surpassing the performance of existing SoTA methods
(Paper A).

* Exploration of the applicability of SoTA RWSR methods for the natural
image domain in the thermal domain (Paper B).

* Development of a novel learning scheme for RWSR that incorporates
guidance from semantic segmentation, achieving superior results com-
pared to current SoTA methods (Paper C).

* Introduction of a novel degradation pipeline that allows introducing
spatially variant degradations to LR training images (Paper D).

* Previously unpublished insights into the performance of current SoTA
RWSR methods when evaluated on images with severe and non-uniform
degradations (Paper D).

¢ Development of a novel framework for pixel-wise degradation estimation
and model adaptation for SR of real-world images with spatially variant
degradations, outperforming the current SoT'A (Paper D).

* Creation of a challenging evaluation dataset for RWSR, intended to fa-
cilitate further advancements in the performance of RWSR algorithms
(Paper D).

These contributions collectively enhance our understanding of SR in real-
world scenarios and provide valuable insights for advancing the field and
improving the practical applications of SR.
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Chapter 3

Joint Low-Light Image
Enhancement and
Super-Resolution

1 Introduction

[E] RELLISUR: A Real Low-Light Image Super-Resolution Dataset
[F] RELIEF: Joint Low-Light Image Enhancement and
Super-Resolution with Transformers (E)

Fig. 3.1: An overview of the publications establishing the foundation for the findings presented
in this chapter.

While chapter 2 presented insights and solutions for the problem of real-
world image super-resolution, this chapter delves into an even more challeng-
ing image-processing problem where the visibility of the images is not only lim-
ited by low-resolution and various artifacts but also by severe under-exposure.
We refer to such images as Low-Light Low-Resolution (LLLR) images.

Consequently, a substantial amount of information must be recovered to
restore a LLLR image into its Normal-Light High-Resolution (NLHR) coun-
terpart. Part of this is attributed to the significant loss of dynamic range in
low-light images compared to normal-light images, as illustrated in Figure 3.3,
which depicts histograms for both image groups.
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Fig. 3.3: The average RGB histograms of low-light and normal-light images in the Real Low-Light
Image Super-Resolution (RELLISUR) dataset [2]. The horizontal axis represents the pixel value
and the vertical axis the number of occurrences. Text and plots adapted from [2], Paper E.

As seen, the 8-bit Low-Light (LL)
images contain little to no pixels with
values above 50, whereas the val-
ues in Normal-Light (NL) images are
more evenly distributed. Addition-
ally, similar to the traditional SR set-
ting, there is a notable loss of high-
frequency information in the LLLR
images. This is visualized in Fig-
ure 3.2 which shows the disparity 1]
in frequency content distribution be- o0 01 o2 o3 o2 o5
tween real paired LR and HR im- Spatial image frequencies (fraction of sampling rate)
ages from the SVSR dataset, obtained Fig. 3.2: Average power spectral density plot of
by the nested application of the Dis- LR and HR image pairs from the SVSR dataset [1],
crete Cosine Transform (DCT). Fur- PaperF.
thermore, due to the low photon
count and low SNR, LL images often exhibit pronounced color distortion,
strong noise, and low contrast. Consequently, the reconstruction process from
LLLR to NLHR needs to address these challenges by filling the gaps in dynamic
range and frequency content, while simultaneously suppressing the artifacts
introduced during the imaging process.

Yet, as current SR methods are trained on well-illuminated images, they
cannot reconstruct LR images captured in low-light conditions. On the con-
trary, the correction of exposure levels in low-light or under-exposed images
constitutes an active research domain known as low-light enhancement [15],
but these methods do not address the resolution problem. Thus, despite their
common occurrence, enhancing images degraded by both low-light and low-
resolution is an overlooked problem in the literature with no straightforward
solution. This can be partly attributed to the complexity of the problem, as
both Low-Light Enhancement (LLE) and SR are ill-posed problems, and due

—— LR image PSD
—— X4 HR image PSD

=
o
~

Power spectral density
=)
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(a) Low-light image (b) Normal-light image Histogram equalization of (a)

Fig. 3.4: Illustration of histogram equalization of a low-light image. As seen, this process amplifies
the noise and color distortion hidden in the dark. Furthermore, the enhanced image lacks contrast
compared to the normal-light image. Images from [2], Paper E.

to the lack of real-world datasets for training and evaluation. However, one
can imagine different direct ways to address this problem, but these are often
followed by their own shortcomings. As an example, naively increasing the
exposure of the image by histogram equalization also enhance the noise and
other artifacts, while also risking over-saturation of bright areas as visualized
in Figure 3.4. Another obvious solution to the problem would be to combine
existing LLE and SR methods and sequentially process the LLLR image. How-
ever, as we prove in Paper E, this approach yields unsatisfactory results since
errors in the LLE process might get amplified by the SR process, and crucial
information for the SR process risk being discarded in the initial step. Con-
sequently, joint processing emerges as a more promising alternative, aligning
with findings in other areas of image processing research [14, 17, 27, 28]. How-
ever, this approach has not been widely studied in the body of literature which
we review in the following section.

2 State-of-the-Art

This section builds upon the related work on SR and RWSR presented in Sec-
tion 3.1 and Section 2, respectively. However, as the research on simultaneous
LLE and SR is currently scarce, the following section primarily provides an
overview of SoTA methods for LLE.

In recent years, the research field of LLE has witnessed a significant interest
in the development of methods to correct the exposure of images captured
in low-light conditions. Early approaches include Histogram equalization
[6, 21] and gamma correction methods [12, 23], which are simple methods to
improve the contrast of low-light images, typically resulting in reconstructions
perceptually inconsistent with real NL images. Later approaches relied on
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Retinex theory, which assumes that a color image can be decomposed into
reflectance and illumination components [8, 10]. However, as these methods
assume that the LL images are artifact-free, the strong levels of noise and color
distortion often hidden in the dark of LL images are left untreated leading to
unsatisfactory reconstruction results.

Recently, the field has started moving towards deep-learning-based ap-
proaches. In studies such as [18, 24, 26], Retinex theory is coupled with
deep-learning to learn the estimation of the image illumination map. The use
of multi-scale learning and attention for LLE has been explored in [25]. In [28],
a network for joint LLE and deblurring is proposed. To avoid the overfitting
issues with DNNSs, [13] proposed an unsupervised GAN method that learns
to process LL images to look similar to NL images by the use of adversarial
losses. A zero-shot approach, that does not rely on paired or unpaired training
data is proposed in [9]. However, neither of these approaches is capable of
increasing the resolution of the LL image.

On the contrary, our RELLISUR proposed in Paper E has recently facilitated
the work of Cheng et al. [5] who proposed a U-net based SR model coupled with
a module for estimation of the light distribution to guide the reconstruction
process of LLLR images. However, the reconstruction performance for the
joint LLE and x4 SR task on the RELLISUR is 1.496dB PSNR lower than
the concurrently developed method proposed by Aakerberg et al. [3]. Most
recently, a pipeline with separate light and dark feature back-projection for
learning their mutual dependencies for joint LLE and SR was proposed in [19].
However, the method is only developed for synthetic images and is therefore
not applicable to reconstruction of real-world LLLR images.

3 Scientific Contributions

This section covers Paper E and Paper F which have both been published
at reputable computer vision and machine-learning-focused research outlets.
The papers share a common objective of bridging the gap between LLE and
SR, with a particular emphasis on real-world scenarios, akin to the research
presented in 3.

To facilitate research on joint LLE and SR, we initiated our work by col-
lecting a dataset costing of real LLLR and NLHR image pairs, as described
in Paper E. While synthetic LLLR images can be generated by downsampling
existing low-light image datasets, they do not present the same level of recon-
struction challenges as real-world images, which are crucial for advancing the
field. However, constructing a dataset of the real image pairs poses a non-
trivial task as such images are difficult to obtain. In Paper E, we approached
this challenge by collecting real image pairs with different resolutions by ad-
justing the focal length of a zoom lens. This approach is feasible as the size of
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Il_l__li

-5.0 to -3.0 EV low light images Corresponding X1, X2, and X4 normal light images

Fig. 3.5: "Example of a sequence of aligned images with different exposure (left) and scale levels (right)
from the RELLISUR dataset.” |2]. Images from |2], Paper E.

objects projected on the image sensor changes approximately linearly with the
focal length [11]. To mimic capturing images in a low-light scenario, where
there is insufficient light to accurately capture detail and color information,
we reduced the exposure time below the value suggested by the camera’s
auto exposure. This approach simultaneously reduced the SNR compared
to properly exposed images, and consequently introduced stronger levels of
color distortion and noise to the images. An alternative approach could have
been to collect the images at night time, but aside from being impractical, it
would have made it challenging to obtain well-illuminated and colorful NLHR
ground-truth images.

Another challenging aspect of the dataset collection process was to en-
sure a wide diversity of images in terms of color, texture, and patterns while
minimizing the presence of moving objects to avoid misalignment between
frames. This necessitated a significant effort in scouting suitable locations
and relocating equipment. Moreover, to comply with GDPR guidelines, we
took precautions to avoid capturing images that could enable the identifica-
tion of individuals, such as avoiding capturing persons, license plates, or other
personally identifiable information, further adding complexity to the data col-
lection process. To ensure optimal quality and alignment of the collected
image pairs, we designed a preprocessing pipeline that involved both manual
screening and automated processing. In total, our dataset comprises 850 dis-
tinct scenes, each captured at three different scale levels (x1,x2, and x4) and
five different under-exposure levels in addition to the auto-exposure level, all
aligned towards the NLHR GT image. An example of a scene from our dataset
can be seen in Figure 3.5.

Finally, the acquired dataset was divided into train, validation, and test
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-5.0EV LLLR MIRNet + ESRGAN  MIRNet + Pixelshuffle x4 NLHR GT

Fig. 3.6: A visual comparison of the reconstruction of a real LLLR image by sequential and joint
methods. As seen joint processing (MIRNet [25] + Pixelshuffle [20]) results in a reconstruction
closer to the ground truth in terms of details and artifacts. Images from [2], Paper E.

splits, adhering to a 85%/5%/10% distribution. We utilized this dataset for
two primary purposes: firstly, to assess its effectiveness in training DNIN meth-
ods for joint LLE and SR; and secondly, to establish benchmarks for existing
approaches. Our experimental findings revealed that it is feasible to train
existing image processing models to learn the direct mapping from LLLR to
NLHR using the RELLISUR training data. Furthermore, we found that such
a joint approach leads to both lower distortion and better perceptual qual-
ity compared to sequential processing using dedicated LLE and SR methods,
even when the latter methods were also trained on data from the RELLISUR
dataset. A visual comparison of images reconstructed by both methods can be
seen in Figure 3.6. Here we compare sequential processing with MIRNet [25]
and ESRGAN [22], both SoTA methods for LLE and SR respectively, to joint
processing by MIRNet alone to which we added a x4 PixelShuffle [20] up-
sampling module, following most existing SR works. The obtained results
reveal that sequential processing yields the least visually satisfactory recon-
structions, potentially due to the amplification of artifacts, introduced during
the LLE process, by the SR network. On average, across the entire RELLISUR,
joint processing outperforms sequential processing by 0.81dB PSNR using the
aforementioned method. However, it is important to note that the performance
of these methods is likely sub-optimal since neither of them is specifically de-
signed for this particular task.

In Paper F, we subsequently focused on developing one of the world’s first
dedicated methods for joint LLE and SR of real LLLR images, by building upon
the insights and outcomes presented in Paper E. Our approach was motivated
by the observation that methods capable of capturing contextual information
exhibited superior performance for this specific task. We hypothesized that
this phenomenon could be attributed to the utilization of a larger pixel neigh-
borhood, which facilitates better determination of the enhancement level for
each pixel by incorporating cues from the possible upper and lower intensity
boundaries. To this end, we based our solution on Transformer networks,
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-5.0EV LLLR MIRNet + PixelShuffle Ours [3] x4 NLHR GT

Fig. 3.7: A visual comparison of the reconstruction of a real LLLR image by our proposed method,
RELIEF [3], and the second best-performing method in the experiments (MIRNet [25] + Pixelshuffle
[20]). In comparison, our method produces more faithfully results with fewer artifacts. Images
from [3], Paper E.

Table 3.1: "Quantitative comparison of state-of-the-art methods for joint LLE and x4 SR on the RELLISUR
and SICE datasets. Our Resolution and Light Enhancement Transformer (RELIEF) sets state-of-the-art
results on both datasets.” [3]. Table adapted from [3], Paper E.

RELLISUR |2] SICE [4]
Method PSNRT SSIMT DISTS|7|| PSNRT SSIMT DISTS|7|]
MIRNet [25] + Pixelshuffle [20] 21.04 07619  0.1609 1802 06760 0.2749
ESRGAN [22] 1749 06724 0.1518 1644 06271 02611
SwinlR [16] 1899 07478 0.1705 17.66 06867 0.2753
RELIEF 2132 07686  0.1364 18.80  0.6980  0.2606

which are widely known for their ability to capture long-range dependencies.
With the proposed model, we empirically validated this hypothesis by ex-
perimenting with different training patch sizes, revealing a strong correlation
between larger patch sizes and higher reconstruction accuracy. Notably, an
improvement of 2.24dB PSNR is obtained by using a training patch size of
384 x 384 pixels compared to 64 X 64 pixels. Our proposed method demon-
strated SoTA performance on both real images from the RELLISUR dataset
and synthetic images from the SICE [4] dataset as seen in Table 3.1. Moreover,
as illustrated in Figure 3.7, our method produced more visually pleasing re-
constructions with better details and fewer artifacts, compared to the second
best performing method which combined MIRNet [25] with Pixelshuffle [20].
In summary, the collective findings from our research in Paper E and Pa-
per F represent the pioneering efforts in SR of real low-light low-resolution
images. The key contributions of our work can be outlined as follows:

¢ To facilitate research in SR of real LLLR images we presented RELLISUR,
the first large-scale dataset of paired LLLR and NLHR images (Paper E).

¢ Through our analysis of the proposed RELLISUR dataset, we provided
valuable insights into the performance of existing approaches. Our find-
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ings demonstrated the superiority of joint processing methods compared
to sequential processing methods for LLLR image enhancement (Pa-
per E).

* Our research highlighted the significance of utilizing global informa-
tion in addressing the challenges associated with joint LLE and SR (Pa-
per E Paper F).

* We proposed one of the first dedicated methods for joint LLE and SR
of real LLLR images, leveraging a novel Transformer architecture. This
method incorporates global information effectively, leading to enhanced
results in joint LLE and SR (Paper F).

* Weachieved SoTA reconstruction results for both real and synthetic LLLR
images, which demonstrates the effectiveness and advancements made
in the field (Paper E,Paper F).

These contributions have expanded the application of SR and have pro-
vided new insights that pave the way for future research in enhancing low-light
low-resolution images.
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Chapter 4

Improving Downstream
Vision Tasks With
Super-Resolution

1 Introduction

[G] Single-Loss Multi-Task Learning for Improving Semantic
Segmentation Using Super-Resolution

Fig. 4.1: An overview of the publications establishing the foundation for the findings presented
in this chapter.

This chapter covers our work in relation to improving downstream com-
puter vision tasks through the utilization of SR. The widespread adoption
of deep-learning-based methods in computer vision, following the success
of architectures like AlexNet [20], has led to remarkable advancements in
a number of tasks such as object detection [11, 17, 22, 25, 34], image clas-
sification [14, 17, 20, 31, 32], semantic segmentation [7, 13, 23, 28, 39], face
recognition [5, 29, 33], and human pose estimation [6, 35, 36], among others.
Here, the deep-learning-based methods have surpassed the performance of
traditional approaches by leveraging supervised learning on labeled datasets
to automatically learn the otherwise hand-crafted computer vision pipeline,
namely: feature extraction, feature selection, and decision making [4]. Con-
sequently, this has eliminated the need for manual feature engineering and
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enabled the model to learn and extract the most relevant features from the
input images for the given task.

However, as discussed in Chapter 1, the quality of the input images is not
always optimal in practice, which can lead to wrong predictions or complete
failure of DNN-based classifiers. The phenomenon has been investigated in
previous studies [10, 21], where it was demonstrated that distorting the in-
put images with small amounts of blur, noise, and compression artifacts was
enough to cause misclassifications in DNN-based classifiers. Similar findings
have been reported for DNN-based face recognition in [19]. Unfortunately,
computer vision research predominantly focuses on training and testing on
high-quality image datasets, largely overlooking the challenge of making pre-
dictions from real-world images. Although SoTA DNN-based image restora-
tion methods, like SR, can be used to improve the image quality, they often
perform inadequately and unreliably on degraded real-world images as dis-
cussed previously in this thesis. Hence, in this chapter, we delve into Paper G,
which explores if SR can be used to enhance the performance of downstream
computer vision tasks when applied to real-world images. First, we provide an
overview of the existing studies that investigate improving the performance of
computer vision tasks through leveraging image processing techniques, such
as SR.

2 State-of-the-Art

SR techniques have traditionally been employed to enhance image quality for
improved visual perception by humans. However, there has been a recent
surge of interest within the SR research community to explore its potential for
enhancing the performance of downstream computer vision tasks.

Notably, a study [30] demonstrated 36% improvement in object detection
performance by prior SR of the input images. Similar positive effects were
observed in [38], when using SR in combination with classification of blurred
small objects, and [27], where SR aided optical character recognition. More-
over, experiments conducted on face recognition tasks exhibited improved per-
formance when using with SR as a pre-processing step in [3, 15, 16]. However,
a comprehensive study assessing the effect of SR on four popular computer
vision tasks concluded that while SR is beneficial when the input image reso-
lution is low, it still falls short compared to using the original HR images [9].

To optimize the image enhancement for specific downstream tasks, re-
searchers have proposed task-driven SR frameworks [12], integrating the ob-
jective of the target task into the optimization process of the SR model. Re-
cently, [37] proposed a multi-task learning framework combining SR and se-
mantic segmentation. In the context of small object detection, an approach
combining a GAN SR network and a classifier has been proposed to enhance
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accuracy [2].

Despite these advancements, most existing approaches require paired LR
and HR training images, limiting their practical applicability. To address this
limitation, a CycleGAN SR strategy was employed in [18] for small object
detection. However, since little high-frequency information is added in the
process, as a result of the weak supervision, the approach may be less suitable
for improving more fine-grained tasks like semantic segmentation.

3 Scientific Contributions

4 R
Input .
L]

------- ¥ Super-Resolution
Ul
Loss \ f:; Segmentation — Output

N J

Fig.4.2: "Our proposed framework, Multi-Task Semantic Segmentation and Super-Resolution (MT-SSSR).
Dashed and full lines represent training and testing phases, respectively. The SR model learns to upsample
and enhance the input image based on the segmentation task loss. The segmentation model uses the same
loss to improve the accuracy of its prediction.” [1]. Figure from [1], Paper G.

In Paper G, we investigated the use of SR in combination with semantic
segmentation. Semantic segmentation is a high-level computer vision task
that aims to classify each pixel in an image to a specific category and hereby
segmenting different objects and regions according to their semantic meaning.
As such, semantic segmentation is a much more complex task compared to
simple object detection, where the focus is on identifying specific objects and
indicating their position with a rectangular bounding box.

As such, accurate pixel-wise labeling in semantic segmentation is depen-
dent on high-resolution images of good quality. Hence, in Paper G we hy-
pothesized that the semantic segmentation task can benefit from improved
image quality obtained by SR. However, since most semantic segmentation
benchmarking datasets typically consists of unprocessed images straight from
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the camera, the traditional SR setting of training the model on synthetic LR
images created with bicubic downsampling will likely be ineffective due to the
domain gap.

Furthermore, since the popular semantic segmentation benchmarking datasets
do not contain HR reference images to enable learning the domain-specific
LR/HR mapping, we developed a method that does not require such image
pairs. Specifically, we proposed a novel framework where the SR model and
semantic segmentation model are optimized jointly using only the loss associ-
ated with the segmentation task. Our approach hereby differs from traditional
multi-task learning as it does not require additional labeled data besides labels
for the segmentation task.

As seen in Figure 4.2, our
framework consists of a SR

model followed by a semantic Method Scale Factor _ Val. (%)
segmentation model, where the HRNet Native 69.9
sole task of the former is to pro- HRNet X2 Bicubic ~ 70.9
duce images that are optimal for HRNet x4 Bicubic  67.1
the semantic segmentation task. HRNet X2 SRt 71.2

Consequently, we do not use any MT-SSSR (ours) X2 SRyt 74.1
perceptual or pixel-wise recon- MT-SSSR (ours) x4 SRyt 76.3

struction losses for the SR model.
However, a limitation of our Table4.1: Comparison of the semantic segmentation
7

h is th lativelv hieh performance on the IDD-Lite dataset [24] when utiliz-
approach 1s the relatively hig ing bicubic interpolation, single-task (st) and multi-

memory requirements during task (yT) super-resolution to increase the input reso-
training, which we addressed us- lution. Accuracy is reported in mean Intersection over
ing mixe d-pre cision data types. Union (mIoU). Table adapted from [1], Paper G.
Itis widely known that the in-

put image size affects the performance of deep-learning models [26]. As such,
we compare our approach to bicubic interpolation and SR as a pre-processing
step as summarized in Table 4.1. As seen, bicubic interpolation, although
not providing additional information, demonstrated improved semantic seg-
mentation performance when the image resolution was doubled. However,
when upsampling the image by a factor of four using bicubic interpolation,

Input Enhanced (Ours) Ground truth Prediction (Ours)

Fig. 4.3: Visualization of the image enhanced with our method, and the resulting segmentation
results on IDD-Lite [24]. Images from [1], Paper G.
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Input Ground truth Prediction (Baseline) Prediction (Ours)

Fig. 4.4: Visual comparison of the semantic segmentation masks generated by the baseline HRNet
[36] and our approach. Images from [1].

Original Bicubic SRsT SRmT

Fig. 4.5: Example images from the CityScapes dataset [8] processed with different upsampling
methods.

the performance fell below the baseline, which we attribute to the loss of
sharp edges resulting from the interpolation process. On the contrary, our
proposed method consistently outperformed the baseline for both the X2 and
x4 upscaling factors, yielding a significant 6.9% improvement in mloU.
One noteworthy observation regarding the performance improvement achieved

by our proposed solution is illustrated in Figure 4.3, where we have extracted
the enhanced image during testing. As seen, in the upper left portion of
the images, the ground truth label incorrectly classifies the center part of the
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triangular construction on the pole top as a roadside object instead of the sky.
However, through the image enhancements made by our approach, the
model correctly classified these pixels as sky. Furthermore, we also observed
significant improvements in the segmentation of small objects in general, as vi-
sualized in Figure 4.4. Specifically, it can be seen that the segmentation of poles
aligns more accurately with the GT labels, indicating improved performance.
Furthermore, we observe that our jointly trained model produces sharper
and more contrast-rich and detailed images, compared to both bicubic inter-
polation and pre-processing with SR, as visualized in Figure 4.5. In particular,
it’s interesting that the sharpness and details are improved even though the
semantic labels used to guide the SR learning reside in the LR domain.

In summary, our research contributions on the topic of improving computer-
vision tasks with image-processing techniques can be outlined as follows:

* We introduced a novel framework that leverages the loss associated with
the semantic segmentation task to jointly optimize a combined SR and
semantic segmentation model. This framework enhances segmentation
accuracy by enhancing the input images to become optimal for the seg-
mentation task (Paper G).

* Since our proposed method only requires GT semantic labels, our method
is applicable to practical scenarios where no LR/HR image pairs are
available (Paper G).

* We achieved SoTA results in semantic segmentation on the challenging
CityScapes and IDD-Lite datasets, surpassing the baseline by 4.2% and
2.2%, respectively (Paper G).
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Chapter 5

Conclusion

This PhD thesis, conducted in collaboration with Milestone Systems A /S under
the Milestone Research Programme at Aalborg University during the period
from 2020 to 2023, focused on investigating novel methods for enhancing the
visibility and quality of real-world images through super-resolution. Specifi-
cally, three main themes have been covered:

* Real-World Super-Resolution
* Joint Low-Light Image Enhancement and Super-Resolution

* Improving Downstream Vision Tasks With Super-Resolution

SR is an example of a technology that over the last decades has seen sig-
nificant advancements in the academic literature, but has not yet been widely
adopted in practical applications. One reason for this is the lack of atten-
tion on the domain gap between synthetic LR images, used in most research
studies, and the more complex and sometimes heavily corrupted LR images
encountered in real-world settings.

However, most recently there has been an increased focus in SR research
on developing methods that can generalize to such real-world images. In this
PhD thesis, we have continued this line of investigation by exploring even
more challenging scenarios and proposing novel insights, methodologies, and
datasets to advance the field.

Specifically, within our research on RWSR we have investigated SR of face
images from real-world surveillance footage. Through this study, we found
that existing methods failed to model the strong compression artifacts often
found in such images. To this end, we proposed a method based on do-
main adaptation, which we also evaluated on thermal images, and observed
improved performance in both cases. To overcome the lack of paired real-
world LR and HR training image pairs, we explored the use of guidance by
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semantic segmentation, which we found to be highly effective. Based on an ob-
servation that current SO TA RWSR methods struggled with images containing
spatially variant degradations, we developed a method that estimates per-pixel
degradations and adapts the SR reconstruction process accordingly. To enable
quantitative evaluation of the reconstruction of such images, and evaluate the
effectiveness of our approach, we collected the first dataset of paired real LR
and HR images with varying degrees of spatially variant noise. Our proposed
method demonstrated superior performance compared to all existing RWSR
methods when evaluated on the challenging dataset.

In the area of Joint Low-Light Image Enhancement and Super-Resolution,
we initiated our research by collecting the first large-scale dataset of paired
LLLR and NLHR images. We used this dataset to establish baselines with
existing methods and demonstrated thatjoint LLE and SR significantly outper-
formed sequential processing. Building upon these findings, we investigated
the development of a dedicated method for joint LLE and SR and showed that
improved performance can be obtained by leveraging the long-range modeling
capabilities of Transformer networks.

Lastly, in our research on Improving Downstream Vision Tasks With Super-
Resolution, we found that the semantic segmentation performance can be
significantly improved by combining SR and semantic segmentation and opti-
mizing both solely using the loss associated with the segmentation task.

These contributions collectively pushed the capabilities of SR, bringing it
closer to reliable, robust, and high-quality reconstruction performance. How-
ever, despite these significant advancements, RWSR remains a challenging and
unsolved problem for severely degraded images, particularly those with mul-
tiple types of degradations such as blur, noise, low-light, and low-resolution.
While we have proposed solutions that improve generalization to real-world
images, there is still a long way to go in developing a "one-fits-all" SR model, ca-
pable of reliably enhancing all types of real-world images. Since it is infeasible
to collect real-world training data to cover this wide distribution, a promising
future research direction could be to explore the use of self-supervised learn-
ing which has proven to be highly effective in image generation and natural
language processing.

Furthermore, ethical concerns and trustworthiness are largely overlooked
issues in the research community regarding generative models like SR. These
unsolved challenges likely contribute to a limited adaptation of SR methods in
safety-critical and ethically sensitive applications such as medical practice and
forensics. Therefore, these issues also give opportunities for future work.

In conclusion, this thesis has made significant contributions to the field

of image super-resolution for real-world applications. It enhances our under-
standing of the challenges involved by providing valuable new insights and
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addresses them through the introduction of novel solutions and benchmark
datasets, thereby advancing the overall performance. Collectively, this has
made us able to reveal more details in low-quality images than ever before.
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1. Introduction

Abstract

Most existing face image Super-Resolution (SR) methods assume that the Low-
Resolution (LR) images were artificially downsampled from High-Resolution (HR)
images with bicubic interpolation. This operation changes the natural image char-
acteristics and reduces noise. Hence, SR methods trained on such data most often
fail to produce good results when applied to real LR images. To solve this problem,
we propose a novel framework for generation of realistic LR/HR training pairs. Our
framework estimates realistic blur kernels, noise distributions, and [PEG compression
artifacts to generate LR images with similar image characteristics as the ones in the
source domain. This allows us to train a SR model using high quality face images
as Ground-Truth (GT). For better perceptual quality we use a Generative Adversar-
ial Network (GAN) based SR model where we have exchanged the commonly used
VGG-loss [1] with LPIPS-loss |2]. Experimental results on both real and artificially
corrupted face images show that our method results in more detailed reconstructions
with less noise compared to existing State-of-The-Art (SoTA) methods. In addition, we
show that the traditional non-reference Image Quality Assessment (IQA) methods fail
to capture this improvement and demonstrate that the more recent NIMA metric [3]
correlates better with human perception via Mean Opinion Rank (MOR).

1 Introduction

Face Super-Resolution (SR) is a spe-
cial case of SR which aims to re-
store High-Resolution (HR) face im-
ages from their Low-Resolution (LR)
counterparts. This is useful in many
different applications such as video
surveillance and face enhancement.
Current State-of-The-Art (SoTA) face Original ESRGAN [4] Ours
SR methods based on Convolutional

Fig. A.1: x4 SR of a real low-quality face image
Neural Networks (CNNS) are able (100 x 128 pixels) from the Chokepoint DB [5].

to reconstruct images with PhO’fO- Our method enhances details and removes noise
realistic appearance from artificially = while the ESRGAN [4] amplifies the corruptions.

generated LR images. However,

these methods often assume that the LR images were downsampled with
bicubic interpolation, and therefore fail to produce good results when applied
to real-world LR images. This is mostly due to the fact that the downsampling
operation with bicubic downscaling changes the natural image characteristics
and reduces the amount of artifacts. Hence, when using algorithms trained
with supervised learning on such artificial LR/HR image pairs, the recon-
structed images usually contains strong artifacts due to the domain gap.
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This paper is about SR of real low-resolution, noisy, and corrupted images,
also known as Real-World Super-Resolution (RWSR). We apply our proposed
method to face images, but the method is also applicable to other image do-
mains. To create a SR model that is robust against the corruptions found in real
images, we create a degradation framework that can produce LR images that
have the same image characteristic as the images that we want to super-resolve,
i.e. the source domain images. By creating LR images from clean high-quality
images, i.e. the target domain, allows us to train a SR model that learns to
super-resolve images with similar characteristics. This approach is inspired
by the work of Ji et al. [6] who propose to perform RWSR via kernel estima-
tion and noise injection. However, we observe that their framework for image
degradation is not ideal for SR of LR face images from surveillance cameras, as
these are often also corrupted by compression artifacts. Hence, we extend the
degradation framework from [6] to include JPEG compression artifacts. We
use the ESRGAN [4] model, which is one of the SOTA models for perceptual
quality, as our backbone SR model. However, we find that the combination
of loss functions for the ESRGAN is not ideal for optimal perceptual quality.
To this end, we exchange the VGG-loss [1] with PatchGAN [7] loss for the dis-
criminator similar to [6]. Inspired by Jo et al. [8], we additionally exchange the
VGG-loss [1] with Learned Perceptual Image Patch Similarity (LPIPS) loss [2]
for better perceptual quality. Different from existing models for face SR [9-11],
we do not restrict our model to only work for face images of fixed input sizes,
which makes our model more useful in practice. To the best of our knowledge,
we are the first to propose a method for SR of real LR face images of arbitrary
sizes.

We evaluate our method on two different face image datasets and one
dataset of general images. To enable comparison of the SR performance against
Ground-Truth (GT) reference images, we artificially corrupt high-quality im-
ages from Flickr-Faces-HQ Dataset (FFHQ) [12] and DIV2k [13] and report
quantitative results using conventional Image Quality Assessment (IQA) meth-
ods and the most recent methods for assessment of the perceptual quality. For
evaluation on real LR face image from surveillance cameras we use the Choke-
point DB [5]. In this case, as no GT image is available, we report the results
using Mean Opinion Rank (MOR) and several non-reference based IQA meth-
ods. Inboth cases we show the effectiveness of our method via quantitative and
qualitative evaluations. Furthermore, our evaluations show that most existing
non-reference based IQA methods correlate poorly with human perception,
while the recent Neural Image Assessment (NIMA) [3] metric provides a good
correlation with human judgment as proven with MOR.

In summary, our contributions are:

* A novel framework for generation of LR/HR training pairs, where we
introduce realistic image compression artifacts, and improve upon the
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noise collection method from [14], for noise injection, by adding addi-
tional constraints.

¢ Improving the ESRGAN [4] SR model with a novel combination of loss
functions including local patch-wise adversarial loss [7], perceptual loss
calibrated towards human judgement [2], and pixel-wise loss for better
visual quality.

* A comprehensive evaluation on real LR face images from the Chokepoint
DB [5] and artificially corrupted face images from the FFHQ DB [12].
Furthermore, we also evaluate on general images from the DIV2K dataset
[13], to demonstrate that our method is also applicable to other image
domains.

* Quantitatively, we evaluate our method using the most popular non-
reference based IQA methods, and find only the recent NIMA [3] metric
to correlate with human judgment via MOR.

* Our work highlights the importance of accurate modeling of the degra-
dation parameters for practical applications of GAN-based SR.

2 Related Work

Recent advancements within deep-learning have proven very successful for
use within super-resolution, and models of this type often achieve SoTA re-
sults. The first deep-learning based method for super-resolution was proposed
by Dong et al. [15] who successfully trained a CNN to learn a non-linear map-
ping from LR to HR images. Later proposals relied on deeper networks and
residual learning [16, 17], recursive learning [18], multi-path learning [19],
and different loss functions [20] to reduce the reconstruction error between
the super-resolved image and the GT image. However, while these methods
yield high Peak Signal-to-Noise Ratio (PSNR) values, they tend to produce
over-smoothed images which lack high-frequency details. To overcome this,
Ledig et al. [21] proposed to use Generative Adversarial Networks (GANSs)
for SR with the SRGAN, to achieve realistic looking images according to hu-
man perception. The ESRGAN [4] further improves the SRGAN [21] by several
changes to the discriminator and generator. The LR images needed for training
the aforementioned deep-learning based super-resolution models are typically
created by downsampling HR images with an ideal downscaling kernel, typ-
ically bicubic downscaling. However, the images generated by this kernel
do not nescessarily match real SR images. Additionally, in the downscaling
process, important natural image characteristics, such as image sensor noise
is removed, which the super-resolution algorithms are then prevented from
learning. This results in poor reconstruction results and unwanted artifacts
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when a real-world noisy LR image is super-resolved [22].

Real-World Super-Resolution One way to address the the lack of a proper
imaging model for RWSR, is to create datasets that consist of real LR/HR
image pairs captured using two cameras with different focal lengths [23-25].
However, this method is cumbersome and has inherent problems with the
alignment of the image pairs. To overcome the problem of missing real-world
training data, Shocher et al. [26] propose a zero-shot approach where a small
CNN is trained at test time on LR/HR pairs extracted from the LR image itself.
Soh et al. [27] extend the work of [26] by using meta-transfer learning phase to
exploit information from an external dataset. Gu et al. [28] train a kernel esti-
mator and corrector CNNs under the assumption that the downscaling kernel
belongs to a certain family of Gaussian filters and uses the estimated kernel
as input to a super-resolution model. To super-resolve LR images with arbi-
trary blur kernels, Zhang et al. [29] propose a deep plug-and-play framework
which takes advantage of existing blind deblurring methods for blur kernel
estimation. Bell-Kligler et al. [30] trains a GAN to estimate blur kernels from
LR images and combines it with the ZSSR SR model [26]. Fritsche et al. [31]
train a GAN to introduce natural image characteristics to images downsam-
pled with bicubic downscaling, which is then used to train a super-resolution
for improved performance on real-world images. Zhang et al. [32] propose an
iterative network for SR of blurry, noisy images for different scaling factors by
leveraging both learning and model-based methods. Most recently Ji et al. [6]
propose a degradation framework for the creation of LRHR image pairs for
training. The degradation framework estimates blur kernels and noise distri-
butions from real LR images in the source domain which are used to degrade
HR images in the target domain. This enables training of a GAN based SR
model which is shown to perform better on real LR images. However, a key
limitation of this method is that it does not address the compression artifacts
often found in real-world images.

Face Super-Resolution Face SR is a SR technique specialized for reconstruc-
tion of face images. One of the first methods for face SR was proposed by Baker
and Kanade [33]. This method reconstructed face details by searching for the
most optimal mapping between LR and HR patches. Wang et al. [34] used an
eigen transformation to map between LR and HR faces. Yang et al. [35] use a
facial landmark detector to localize facial components which are subsequently
reconstructed from similar HR reference components.

More recent work relies on deep learning based methods with CNNs and
GANSs. Dahl et al. [36] use pixel recursive learning with two CNNs to syn-
thesize realistic hair and skin details. Chen et al. [37] combine face SR and
face alignment to achieve previously unseen PSNR values. By searching
the latent space of a generative model for images that downscale correctly,
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Menon et al. [38] are able to create face images of high resolution and per-
ceptual quality. However, the problem with this approach is that the gen-
erated faces are often far from the true identity of the actual person, as il-
lustrated in Figure A.2. Additionally, none of the above mentioned meth-
ods are robust against noise or other corruptions in the input images [39].
There are very few publications
available in the literature which ad-
dress the problem of RWSR of face-
images [39]. Furthermore, the few
existing face RWSR methods are only
compatible with LR images that have
been squared to 16 X 16 pixels, mean-
ing that the reconstructed image will Original PULSE [38] Ours

be only 64 x 64 or 128 X 128 pixels de- )

. h line factor [9-11 Fig. A.2: An example of SR of a real low-quality
pendlng on the scaling factor [9-11]. face image from the Chokepoint DB [5], where it
Hence, these models cannot perform can be seen that the PULSE [38] method changes
true RWSR direcﬂy onthe LR images. the identity of the person, while our method pre-
This means that the actual usefulness S€'Ves the identity and enhances details.
of the existing face SR models is lim-
ited. On the contrary, our work presents one possible solution for x4 RWSR of
face images of arbitrary sizes, which we evaluate on real LR face images from
surveillance cameras without any prior re-scaling.

3 The Proposed Framework

This section describes our two-step framework for RWSR. The first step aims
to generate LR images from clean HR images in the target domain Y, such that
these have similar image characteristics as the ones in the source domain X.
The second step involves training a SR model on the constructed paired data,
and optimizing for perceptual quality.

3.1 Novel Image Degradation

Traditional approaches for SR assumes that a LR image I;r is the result of a
downscaling operation of the corresponding HR image I using some kernel
k and scaling factor s, namely:

Irr = (Inr * k) Is (A1)

However, real LR images from cameras are influenced by multiple other factors
that degrade the image as well. The RealSR [6] framework tries to address
this issue by considering realistic noise distributions and blur kernels in the
downscaling process. However, we observe that real images from surveillance
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cameras are often also degraded with compression artifacts, which makes the
RealSR framework perform poorly on such images. To this end, we extend
the degradation framework from [6] to include JPEG compression artifacts in
addition to estimation of realistic noise distributions and blur kernels. Thus,
we extend the basic SR formulation from Equation 3.1, and assume that the
following image degradation model was used to create I g.

Irg = c((Iur * k) s +n) (A2)

where k, 5, 1, and ¢ denotes the blur kernel, scaling factor, noise, and compres-
sion function, respectively. Iygr is unknown together with k, n, and c. In our
degradation framework, we estimate the kernel and noise directly from the
images in the source domain X. We build a pool of the estimated kernels and
noise patches which is used to generate corrupted LR images from clean HR
images and finally JPEG compress the images, in order to create image pairs
for training the SR model.

3.2 Blur Kernel Estimation

For estimation of realistic blur kernels, we adopt the Kernel GAN method by
Bell-Kligler et al. [30]. This method estimates an image specific SR kernel k;
using an unsupervised approach. More specifically, a GAN is trained to down-
scale the input image in a way that best preserves the image patch distributions
across scales. We estimate realistic blur kernels from all training images in X
to form a pool of kernels that can be used to degrade the HR imagesin Y.

Downsampling To create the downsampled image Ip we randomly choose a
blur kernel k; from the pool of estimated kernels and perform cross-correlation
with images in Y. More formally the process is described as:

In=(Yp#ki) ls,i€{1,2--m} (A.3)

where Ip is the downscaled image, Y}, is a HR image, k; refers to a kernel from
the degradation pool {ki, k2, - - -k, } and s is the scaling factor.

3.3 Noise Estimation

For degradation with realistic image noise, we adopt the method from [14] to
extract noise patches from the source images X. Here the assumption is that
an approximate noise patch can be obtained from a noisy image by extracting
an area with weak background and then subtracting the mean. We define two
patches p; and q; We obtain p; by a sliding window approach across images

in X, and similarly for q; by scanning p;. p; is considered a smooth patch if the
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following constraints are met:
|Mean(q}) — Mean(p;)| < - Mean(p;) (A4)

and '
|Var(q;) —Var(pi)| <y -Var(p:) (A.5)

where Mean and Var denotes the mean and variance respectively, and u and
y are scaling factors. Different from [14] we add an additional constraint to
ensure that saturated patches are not extracted:

Var(p)) > ¢ (A6)

where ¢ denotes a minimum variance threshold. If all constraints are satisfied,
p; will be considered a smooth patch. We then create a pool of noise patches
n; by subtracting the mean value from all valid p;.

Degradation with Noise We degrade the LR images by injecting real noise
patches from the noise pool. For better regularization of the SR model we
randomly pick a noise patch from the noise pool and inject it to the LR image
during training. The downscaled and noisy LR image Iy is created as follows:

INZID+Tli,i€{1,2'-'l} (A7)

where Ip is a downscaled image, and #; is a noise patch from the noise pool
{n1,n,---n}

3.4 Degradation with Compression artifacts

Finally, we introduce compression artifacts to the LR training images to close
the domain gap between these and the real JPEG compressed LR images in
the source domain X. As there are no way of determining the compression
strength of existing JPEG images we empirically compare images from X to
similar images with different JPEG compression strengths applied and find
that a compression strength of 30 results in similar compression artifacts.

3.5 Backbone Model

We base our SR model on the ESRGAN [4], which is one of the SOoTA net-
works for perceptual SR with x4 upscaling, and train it on the paired LR and
HR images generated with our degradation framework. Different from the
SRGAN [21], the ESRGAN uses Residual-in-Residual Dense Blocks (RRDBs)
in the generator network and the discriminator predicts the relative realness
instead of an absolute value. Additionally, the ESRGAN removes the batch
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normalization layers used in SRGAN.

Loss Functions While traditional supervised SR models are trained with pixel
loss to minimize the Mean Squared Error (MSE) between the reconstructed
HR image and the GT image, we rely on loss functions that maximize the
perceptual quality. The original ESRGAN [4] model uses several different loss
functions during training. More specifically, the generator uses adversarial
loss L4, [40] in combination with VGG perceptual loss £;¢, [1] and pixel loss
Lyix, while the discriminator use VGG-128 [41] loss L;¢e. However, we find
that this combination of loss functions is not ideal for high perceptual quality.
Following the work of [6], we first exchange the VGG-128 [41] discriminator
loss with a PatchGAN discriminator from [7] to reduce the amount of artifacts
in the reconstructed images. Different from the VGG loss, the PatchGAN
loss Lyatcn has a fully convolutional structure, and only penalizes structure
differences at the scale of patches, to determine if an image is real or fake.
For optimization of the generator, the loss from all patches are averaged and
fed back to the generator. Continuing this track, we seek to also replace the
VGG-loss in the generator. Inspired by [8], we find that using the LPIPS
perceptual loss Lyips [2] results in less noise and richer textures compared to
using VGG-loss for the generator. This is mainly because the VGG network is
trained for image classification, while LPIPS is trained to score image patches
based on human perceptual similarity judgements. The LPIPS perceptual loss
is formulated as:

Llpips = Z Tk(qbk(lgen) - Qbk(lgt)) (A.8)

k

where I, is a generated image, I is the corresonding GT image, ¢ is a feature
extractor, 7 is a transformation from embeddings to a scalar LPIPS score. The
score is computed from k layers and averaged. In our implementation of LPIPS
we use the pre-trained AlexNet model provided by the authors. In total, our
full training loss for the generator is as follows:

Lgenemtor = /\pix : Lpix + Aado - Lado + /\lpips : Llpips (A9)

where Ay, Aggy and Ajpips are scaling parameters.

3.6 Datasets

This section describes the datasets used for training and testing. For our
experiments on real LR face images from surveillance cameras we use the
Chokepoint Dataset [5] as our source domain images X. This dataset contains
images of 29 different persons captured with three cameras in a real-world
surveillance setting. All images have a resolution of 800 x 600. We use a
face detection algorithm to extract the faces from the images, and randomly
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split the dataset, to obtain 72,282 images for training and 3,805 images for
testing. The average resolution of the cropped faces is = 92 X 92. We only
use the Chokepoint training images to estimate realistic blur kernels and noise
distributions for our degradation framework, and not for direct training of our
SR model.

For the target domain of high-quality face images Y, we combine 571 face
images from the SiblingsDB [42], 8,040 face images from the Radboud Faces
Database [43] and 5,000 randomly selected face images from FFHQ database
[12] for a total of 13,611 images. Both the SiblingsDB and Raboud Face Database
contains portrait face images professionally captured in a studio setting with
controlled lighting. The face images from the FFHQ are more diverse in
appearance, and ethnicity of the subjects. We augment all images in the target
domain by downsampling by 25, 50 and 75% with bicubic downscaling to
obtain a more diverse dataset. We then apply our degradation framework
described in Section 3.1 on the images in Y to obtain LR/HR image pairs for
training of our SR model.

We also evaluate on both synthetically created LR face and general images.
The synthetic setting enables comparison with the traditional full-reference
IQA metrics commonly used in SR while the experiments on general images
can be used to show the generalization abilities of our method. For evaluation
face images, we use the first 1,000 images from the FFHQ dataset. For evalu-
ation on general images we use the DIV2K validation set [13] consiting of 100
images. To generate realistic LR/GT image pairs, we introduce three kinds of
corruptions, namely, downsampling, sensor noise, and compression artifacts.
For downsampling, we first convolve the image with an 11 x 11 Gaussian blur
kernel with a standard deviation of 1.5. For modeling of sensor noise we follow
the protocol from [44] and use pixel-wise independent Gaussian noise, with
zero mean and a standard deviation of 8 pixels. For compression artifacts, we
convert the images to JPEG using a compression strength of 30.

3.7 Evaluation Metrics

Real-World Images Due to the nature of RWSR, no GT reference image
exists, which makes it impossible to compare the different methods using
traditional SR IQA methods e.g. PSNR and Structural Similarity index (SSIM).
To this end, we follow the no-reference based IQA evaluation protocol from the
NTIRE2020 RWSR challenge [45]. In particular, we assess the image quality
using NIQE [46], BRISQUE [47], PIQE [48], NQRM [49] and PI [50]. PIQE
and NIQUE are non-learnable metrics which relies only on image statistics.
BRISQUE and NQRM are learned metrics, trained on a database of different
distortion types. However, for reliable scoring, the image to be scored must
contain at least one of the distortions types present in the training data. Finally,
PIis a weighted score computed as %((10 —NQRM)+NIQE). As no-reference
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based IQA is a challenging problem, the aforementioned methods are known to
correlate poorly with human ratings [45]. To address this issue, we supplement
our evaluation protocol with MOR and NIMA [3], where the latter is a learned
metric based on human opinion scores, capable of quantifying image quality
with high correlation to human judgement. We use the pre-trained NIMA
model for rating of the technical image quality [51]. For the MOR, we ask the
participants to rank overall image quality of the SR results. To simplify the
ranking, we only include the predictions of the top-5 methods based on NIMA
scores. To avoid bias, the order of the methods are randomly shuffled. We
average the assigned rank of each method over all images and participants to
compute the MOR. Since the MOR is a direct measure of human judgement
we use this metric for final assessment of the different methods.

4 Experiments and Results

Implementation Details We perform all our experiments with a scaling factor
s = 4. For our SR model we jointly train the generator and discriminator for
400K iterations with a batch size of 16. We initialize the weights from the
PSNR optimized RRDB model from [4]. We use LR patches of size 32 X 32, and
empirically set Ayix, Aggo and Ajpips to 0.01, 0.005 and 0.0Ql respectively. For
noise estimation we set p; to match the LR patch size and q; to 8. Similar to [14]
we set y and y to 0.1 and 0.25 respectively. We empirically set the minimum
variance threshold ¢ to 0.5. For degradation with compression artifacts we
JPEG compress the LR training images with with a random strength of [15, 30].

4.1 Comparison with State-of-the-Art

We did not find any other x4 face image specific RWSR methods in the liter-
ature. Instead, we compare our method to bicubic upscaling, as well as with
different groups of SOTA super-resolution methods including two generic SR
models (ESRGAN [4], EDSR [17]), two SR methods for arbitrary blur ker-
nels (DPSR [52], USRNet [32]), two real-world SR models (MZSR [27], and
RealSR [6]). We fine-tune or adjust the competing models for optimal per-
formance for a fair comparison. For the unsupervised MZSR [27], we enable
back-projection with 10 iterations and set a noise level of 0.5. We re-train the
RealSR [6] using the framework provided by the authors. The remaining meth-
ods all requires paired training data, which is not available in the real-world
SR setting. Due to this, these models cannot be re-trained for our experiments,
and as such we use the pre-trained weights provided by the authors. Specif-
ically for USRNet [32] and DPSR [52], we input blur kernels estimated with
KernelGAN [30], and set noise levels for real images as recommended by the
authors.

86



4. Experiments and Results

Original MZSR EDSR ESRGAN USRNet RealSR DPSR Ours

Fig. A.3: Comparison with SoTA methods for x4 SR of real low-quality face images from the
Chokepoint DB [5]. As visible, our method generates superior reconstructions over the existing
methods for different faces.

Method NIQE| BRISQUE| PIQE| NRQMT PI| NIMAT MOR]
Bicubic [53]  5.77 56.77 8628  3.09 634 392 -
MZSR [27]  7.36 50.09 7763 375 6.81 3.97 -
EDSR[17] 543 50.63 8197  3.82 581 4.08 -
ESRGAN [4] 3.75 19.35 1920  7.08 334 434 472
USRNet [32]  6.10 59.13 8770  3.19 646 475 3.11
RealSR[6]  3.50 17.20 9.11 545 400 4.93 3.39
DPSR[52]  5.58 55.52 6099  3.38 6.10 5.15 2.71
Ours 456 19.07 1461  7.62 347 592 143

Table A.1: Quantitative results on the Chokepoint testset. T and | indicate whether higher or
lower values are desired, respectively. Our model scores lower on the traditional IQA metrics while
being superior on the more recent NIMA metric and MOR which indicate that the traditional IQA
metrics are not ideal for evaluation of perceptual quality.

Artificially Corrupted Images For our experiments on artificially corrupted
images we evaluate the performance using three conventional IQA meth-
ods, PSNR, SSIM, and the later Multi Scale Structural Similarity index (MS-
SSIM) [54]. However, these metrics focus more on signal fidelity rather than
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Original MZSR ESRGAN USRNet RealSR DPSR Ours GT

Fig. A.4: Comparison with SoTA methods for x4 SR of artificially corrupted face images from
the FFHQ [12] testset. As seen, our method hallucinates faces with richer detail and less artifacts
compared to the existing methods.

Method PSNRT SSIMT MS-SSIMT NLPD| LPIPS| DISTS |
Bicubic [53] 2839  0.79 0.88 0.32 0.52 0.20
MZSR [27] 2956  0.78 0.89 0.29 0.43 0.18
EDSR[17] 2827  0.78 0.88 0.33 0.50 0.19
ESRGAN[4] 28.09 077 088 0.34 0.40 0.19
USRNet [32] 2853  0.80  0.89 0.32 0.53 0.21
RealSR[6] 2914  0.79 0.90 0.29 0.29 0.18
DPSR[52] 2745  0.79 0.88 0.33 0.51 0.25
Ours 3020 079 0.91 0.28 0.25 0.16

Table A.2: Quantitative results on the FFHQ testset. T and | indicate whether higher or lower
values are desired, respectively.

perceptual quality [55]. As our method is optimized towards perceptual qual-
ity, we also include three of the most recent full-reference metrics targeting per-
ceptual quality, namely Normalized Laplacian Pyramid Distance (NLPD) [56],
LPIPS [2], and Deep Image Structure and Texture Similarity (DISTS) [57].
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Original ESRGAN RealSR Ours GT

Fig. A.5: Super-resolution results of artificially corrupted LR images from the DIV2K dataset.

Method PSNRT SSIMT LPIPS|

Bicubic 25.16 0.65 0.67
ESRGAN [4] 16.40 0.14 0.99
RealSR [6] 18.37 0.50 0.34
Ours 20.95 0.58 0.31

Table A.3: Quantitative results on the DIV2K validation set. T and | indicate
whether higher or lower values are desired, respectively.

Real-World Face Images In this experiment we evaluate the SR performance
on real LR face images from the Chokepoint testset. Quantitative and qualita-
tive results can be seen in Table A.1 and Figure A.3, respectively. As seen, our
method clearly outperforms the other methods in terms of perceptual quality,
by producing more detailed reconstructions with less artifacts. However, while
the traditional no-reference IQA methods (NIQE [46], BRISQUE [47], PIQE [48]
and NQRM [49]) fails to capture this, scores from the more recent NIMA [3]
method correlates well with the qualitative results. Finally, the MOR, a direct
measure of human judgement, shows that the study participants prefer the
reconstructions of our method, over the ones from the competing methods, by
a large margin. This further highlights the need for better no-reference IQA
metrics for judgement of the perceptual quality.

Artificially Corrupted Face Images This experiment evaluate the SR perfor-
mance on artificially corrupted images from the FFHQ testset. We show quan-
titative and qualitative results in Table A.2 and Figure A4, respectively. As
seen, our method produces sharp and detailed images with fewer unpleasant
artifacts, which closely resembles the GT images. This is also reflected in the
quantitative results. Most noteworthy are the DIST and LPIPS scores, which
are known to be highly correlated with human judgement. These highlight
the advantage of our method in terms of reconstruction with high perceptual
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quality. At the same time, out method results in the best PSNR scores which
shows that our reconstructions are also the most accurate.

Artificially Corrupted General Images Finally, we also evaluate on artificially
corrupted generic images from the DIV2K [13] validation set. Quantitative and
qualitative results can be seen in Table A.3, and Figure A.5, respectively. As,
seen our method is also applicable to other image domains, where it produces
noise free reconstructions with better visual quality compared to ESRGAN and
RealSR. Furthermore, our method achieves the best PSNR score, which shows
that the reconstructions by method is closer to the ground truth.

4.2 Ablation Study

We evaluate the effect of our proposed method for realistic image degradation
and our improved ESRGAN based SR model in the same setting as described
in Section 4.1. A qualitative comparison can be seen in Figure A.6.

Baseline Here, we use kernel estimation and noise injection to generate train-
ing data for the ESRGAN with patch discriminator, similar to [6]. This SR
model is fine-tuned to our face image dataset, and serves as our baseline. The
resulting HR images contain unpleasing noise and lack detail.

Compression Artifacts In this setting, we add JPEG compression artifacts
to the LR images during training of the baseline model. This results in more
noise-free reconstructions compared to the baseline.

LPIPS loss Here, we use the LPIPS loss function for the generator instead
of VGG-loss combined with the addition of compression artifacts. When the
baseline model is re-trained under these settings the resulting reconstructions
becomes sharper with better texture and details.

4.3 Failure Cases

While our method produces reconstructed faces of better visual quality than
the compared SoT'A methods, it does not solve the problem RWSR of face im-
ages. Figure A.7 shows several failure cases of our method. These occur when
the input image is severely corrupted e.g. by motion blur or harsh lighting, or
when out-of-focus. In these cases, our method might only super-resolve some
parts of the face, e.g. a single eye, or even hallucinate unrealistic facial features.
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Fig. A.6: Ablation study of the effect of including compression artifacts in the degradation frame-
work and exchanging the VGG-loss with LPIPS-loss for the generator in the SR model, compared
to the baseline and the original LR images.

(@) (b) (0 (d)

Fig. A.7: Examples of failure cases. Figure (a) and (b) illustrate cases where only parts of the image
is super-resolved. Figure (c) shows a case where almost no high-frequency details are restored.
Figure (d) shows a case where unrealistic facial features are introduced.

5 Conclusion

In this paper, we have presented a novel framework for RWSR, which we have
evaluated on low-quality face images from surveillance cameras, and artifi-
cially corrupted face and general images. Our method shows Sol'A perfor-
mance in both cases, which is achieved by making the SR model robust against
the most common degradation types present in real LR images, and our novel
combination of loss functions. Moreover, our model is the first to perform SR
on real LR face images of arbitrary sizes, which makes it useful for practical
applications. In the future, even better reconstructions could possibly be ob-
tained by adding attention mechanisms to enable the SR model focus more on
the facial components and by including more image degradation types.
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1. Introduction

Abstract

Thermal cameras are used in various domains where the vision of RGB cameras is
limited. Thermographic imaging enables the visualizations of objects beyond the visible
range, which enables its use in many applications like autonomous cars, nightly footage,
military, or surveillance. However, the high cost of manufacturing this type of camera
limits the spatial resolution that it can provide. Real-World Super-Resolution (RWSR)
is a topic that can be used to solve this problem by using image processing techniques
that enhance the quality of a real-world image by reconstructing lost high-frequency
information. This work adapts an existing RWSR framework that is designed to super-
resolve real-world RGB images. This framework estimates the degradation parameters
needed to generate realistic Low-Resolution (LR) and High-Resolution (HR) image
pairs, then the SR model learns the mapping between the LR and HR domains using
the constructed image pairs and applies this mapping to new LR thermal images. The
experiments results show a clear improvement in the perceptual quality in terms of
clarity and sharpness, which surpasses the performance of the current SoTA method
for thermal image SR.

1 Introduction

In recent years, thermal imaging has grown considerably and is being used
in various domains where a typical RGB camera can not get the job done,
like nightly footage, surveillance, or in autonomous cars. However, thermal
images generally have some shortcomings like insufficient details and blurred
edges, and most importantly considerably low-resolution. This makes it too
hard to observe the structure and recognize objects in an image. However,
having a thermal camera that is capable of capturing high-resolution images
is not as affordable as using RGB cameras. Even the most expensive thermal
cameras, which can vary from US$200 to more than US$20,000 [1], still can not
deliver sufficient resolutions. To the best of our knowledge, the highest reso-
lution that a thermal camera can provide as for today is 1920 x 1200 pixels for
the Vayu HD [2], thus enhancing real images captured by thermal cameras is
therefore important. However, although increasing the resolution of a thermal
image with an image processing algorithm would not compensate for the true
information that is not captured by the camera’s sensor, having an enhanced
and higher resolution image makes it easier to recognize objects and structure
in an image. The efficiency of this process can be improved by taking advan-
tage of computer vision techniques that can assist in enhancing these images.
Many methods were developed to perform image super-resolution, however,
most of these methods perform poorly when used on real LR images. This is
because they follow the approach of downsampling HR images to construct
LR and HR pairs and then they super-resolve the LR image back to match the
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HR image quality. Such methods fail when given a real-world image as the
degradation process is not entirely known. Therefore recent studies have been
working on developing methods that would be more robust to previously un-
seen real-world images that are acquired directly from cameras with unknown
degradation parameters. This RWSR issue also applies to the thermal imaging
domain, making it an interesting area to investigate since it has not been widely
explored. Hence, the goal of this project was to explore the State-of-The-Art
(SoTA) SR algorithms that deal with RGB images and investigate its usability
in the thermal imaging domain, and explore the possibility of tuning these
methods to fit the thermal domain. The main contributions of this work are:

* A comparison of the performance of existing RGB-based RWSR solutions
in the thermal imaging domain.

e SoTA results within the real-world thermal SR domain are achieved.

2 Related Work

2.1 RGB Image Super-Resolution
Zero-shot Methods

In 2017, ZSSR [3] was introduced as the first blind SR algorithm (self-learning-
based) that performed SR on LR real-world images without relying on any prior
image examples or prior training. Instead, ZSSR trains an image-specific CNN
using the recurrence of small patches across different scales within the same
image at test time. This was done by downscaling the test image to smaller
versions of itself, then applying data-augmentation to the smaller versions to
fulfill the need of having multiple examples as a training dataset. The image-
specific CNN learns to reconstruct the original LR image using the downscaled
examples, then they finally apply the trained CNN to the original test image
to construct the desired HR output. ZSSR outperformed external-based SoTA
methods in some regions when tested on images with salient recurrence of
information. A drawback of ZSSR is the fact that the learning process fully
depends on the internal information in the test image, which makes it require
thousands of back-propagation gradient updates. This yields slow testing
time as well as poor results in some regions compared to other external-based
methods [4]. Inspired from ZSSR, Meta-Transfer Learning for Zero-Shot Super-
Resolution (MZSR) [4] was introduced, where the authors of MZSR utilize the
powerful parts of ZSSR and improve upon it by introducing the concept of
Meta-Transfer learning. The idea behind how meta-learning works is to make
the model adapt fast to new blur kernel scenarios by adding a meta-training
step, then utilize transfer-learning by pre-training the SR network using a
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large-scale dataset DIV2K [5]. The combination of Meta-transfer learning and
ZSSR exploits both the internal (the test image) and external (the DIV2k)
information. The main advantage that was introduced in the MZSR work, was
the flexibility and fast running time compared to the ZSSR method, as well
as outperforming other supervised SoT'A algorithms such as CARN [6] and
RCAN [7]. Different zero-shot methods were designed following the ZSSR
principle, however the most recent study that was able to achieve competetive
SoTA results was Dual Super-resolution (DualSR) [8]. DualSR addresses the
RWSR problem in a similar way to the way it was addressed in the ZSSR work,
where they learn the image-specific LR-HR relations by training their proposed
network at the test time using patches extracted from the test image. Their
proposed network is split into mainly two parts, the downsampler which learns
the degradation process using a generative adversarial network (GAN), and
an upsampler that learns to super-resolve the LR image. Both the up-sampler
and down-sampler are trained simultaneously by improving each other using
the cycle-consistency loss, the masked interpolation loss, and the adversarial
loss.

Learned Degradation based Super-resolution

Many supervised SR approaches make the assumption that LR images are
a bicubicly downscaled version of their HR counterpart, and that Gaussian
noise is usually used to simulate the sensor noise. However, these approaches
fail when tested on real images because those images were not degraded
using ideal degradation operation (bicubic kernel + Gaussian noise). For this
reason, Fritsche et al. [9] introduced DSGAN(the winner of AIM2019 RWSR
challenge [10]), which is a GAN network that learns to generate the appropriate
LR images, which have the same corruptions as the original HR images. Bell-
Kligler etal. [11]introduced another realistic degradation method Kernel GAN,
an image-specific Internal-GAN, which trains solely on the LR test image at
test time and learns its internal distribution of patches. The generator of
the network is trained to produce a lower resolution image such that the
network’s discriminator can not distinguish between the patch distribution of
the generated image and the patch distribution of the original LR image. Ji
et al. [12] proposed their method RealSR, which is divided into two stages.
They first use Kernel GAN to estimate the degradation from the real data and
use it to construct the LR images, and then they train an SR model based
on the constructed data. RealSR method was the winner of the NTIRE 2020
challenge [10], and by the time of doing this work, RealSR is considered to be
the SoTA in the real-world super-resolution field for RGB images.
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2.2 Thermal Image Super-Resolution

All the methods mentioned in 2.1 are examples of super-resolution meth-
ods that deal with images in the RGB spectrum. However, there are only a
few studies that developed methods for super-resolving LR thermal images.
Cho et al. [13] conducted a study where they tried to enhance thermal im-
ages by training a CNN using different image spectrums aiming to find the
best representation that would fit the thermal domain. They found that a
grayscale trained network provided the best enhancement. Lee et al. [14]
proposed a similar CNN-based on enhancement for thermal images, where
they evaluated four RGB-based domains with a residual-learning technique.
That improved the enhancement in comparison to the previous work by [13].
Rivadeneira et al. [15] was motivated by the two previously proposed meth-
ods, so he proposed the Thermal Enhancement Network (TEN), which was
the first CNN-based method to be trained specifically using thermal dataset
unlike the two previous proposals by [13, 14]. TEN was based on the SRCNN
model [16], which utilizes the residual net and dense connections technique.
TEN was able to outperform the previously proposed methods, which was due
to training the network using thermal images instead of RGB-based domains.
Recently, Rivadeneira et al. [1] proposed another thermal SR method that is
based on the well-known CycleGAN [17] architecture. Two-way Generative-
Adversarial-network (CycleGAN) is a technique that is used to map informa-
tion from one domain to another. So the authors of [1] used the CycleGAN
network to map information from the LR domain to the HR domain. They
trained their proposed network to perform x2 scale SR following two scenar-
ios, LR to medium-resolution (MR) and MR to HR. Chudasama et al. [18]
proposed TherISuRNet, which is another method to super-resolve thermal
images by progressively upscaling the LR test image to obtain the final SR
image. They achieve different upscaling factors (x2, x3, and x4) by applying
residual learning. The TherISuRNet network consists of four main modules:
low-frequency feature extraction modules, high-frequency feature extraction
modules, second high-frequency feature extraction modules, and finally an
image reconstruction module that is responsible for reconstructing the final
SR image. They measured the performance of their proposed method by com-
paring its performance to the most common SoTA methods [7, 15, 19-21] and
bicubic interpolation, and they were able to surpass all the other methods
when testing on thermal images. TherI[SuRNet was the winning method of
the Thermal Image Super-Resolution Challenge PBVS 2020 [22], which makes
the TherISuRNet the SoTA method for the thermal image SR domain.
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Constraints Noted from Related Works

Having reviewed the relevant literature on super-resolution applied to both
RGB and thermal images, we witness that, to the best of our knowledge:

* None of the studies try to investigate the performance of RGB-based SR
methods in the thermal domain.

¢ All the existing thermal SR methods were trained using synthetically
constructed image pairs.

3 Dataset

One of the challenges when working with RWSR methods is the lack of ground
truth data that could be used for supervised learning and to evaluate the per-
formance of the SR methods leading to unreliable performance when testing
on single real world images. For this work, the PBVS dataset [1, 22] was used
as it offers three subsets called Domo, Axis and GT with different native resolu-
tions (160 x 120, 320 x 240, 640 x 512, respectivally), which were acquired using
three different cameras. For this work, the Domo and GT subsets are used as
the source and target domains respectively. Each of these subsets includes a
total of 951 training images and 50 images for validation. The Axis subset was
discarded since the goal of this work was to super-resolve a given resolution
with an upscaling factor of s = 4 and later evaluate the performance by com-
paring it to the ground-truth, which has a native resolution that matches the
SR output images. Therefore, it was decided to super-resolve the input images
(Domo validation subset) and compare the output with the ground truth (GT
validation subset). However, one of the problems with the PBVS dataset is the
limited number of images in each subset, which is considered too little to be
used for training a neural network. Therefore, we used the augmented version
of the PBVS dataset, which was provided by the authors of the TherISuR-
Net [18]. The augmentation operations they apply on the original dataset are
horizontal flipping, 180° rotation, and two affine operations, resulting in a total
of 4755 training images for each subset.

4 Thermal RealSR

This section describes the two-step pipeline that T-RealSR uses to achieve
the final SR results. The first step aims to realistically degrade the HR from
the target domain Y, such that the degraded images have the same image
characteristics as the LR images in the source domain X. The second step is to
use the LR-HR image pairs to train a SR model that can be used to super-resolve
real-world thermal images.
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4.1 Realistic Degradation using Kernel GAN and Noise Injec-
tion

To understand how we can construct a realistic LR image that does not have
ideal blurring and noise characteristics, let’s assume an LR image is obtained
following the degradation operation [12]:

Irr = (Igr * k) |s +n (B.1)

Where k denotes the kernel used to blur the image, n denotes the noise added
to the image, and s denotes the downscaling factor. Instead of using ideal
kernels (e.g. Bicubic downscaling), T-RealSR explicitly utilizes Kernel GAN to
create a pool of kernels, and it extract noise patches from a real LR images to
create a noise patches pool. Then both these pools are used to construct the
realistic LR-HR image pairs.

Kernel degradation

In general, Kernel GAN is an image-specific Internal-GAN [23] that trains solely
on a given LR image at test time and learns its internal distribution of patches.
Its generator (G) is trained to generate a downscaled version of the given
image, such that its discriminator (D) can not distinguish between the patch-
distribution of the generated image and the patch distribution of the original
image. D is trained to output a heat map, referred to as D-map, indicating for
each pixel how likely is its surrounding patch to be drawn from the original
patch-distribution. The loss is the pixel-wise MSE difference between the
output D-map and the label map. Where the label map is all the ones in the
crops extracted from the original image, and all the zeros in the crops extracted
from the downscaled image [11].

Noise Extraction

In addition to creating the kernel pool, T-RealSR introduces a simple filtering
rule for extracting noise patches from source images. The idea behind extract-
ing these noise patches is to inject them into the degraded images, so LR images
from the two different domains (source LR and generated LR images) will have
similar noise distribution. The filtering rule used to choose the relevant noise
patch is as follows:

o(nj) <o (B.2)

Where o(-) denotes the function used to calculate the noise variance, and v is
the max value of variance.

Having created a series of kernels {k1, k2, ..., kI} and a series of noise patches
{n1,n2---n,}, the degradation process is performed as follows:

Itr = (IHR*ki) ls -H’l]‘,i € 1,2,...,l,j €l,2,...,m (B.3)
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Where s denotes the sampling stride.

4.2 Super-Resolution Model

As mentioned in section 2.1, T-RealSR consists of two phases, the first is con-
structing the realistic image pairs using Kernel GAN and the second phase is
training the SR model, which is based on ESRGAN with some modification.
To understand the T-RealSR SR backbone, we need to first understand how
ESRSGAN works and then understand how T-RealSR adjust the ESRSGAN ar-
chitecture to make it more flexible to different image sizes. ESRGAN [24] stands
for Enhanced Super-Resolution Generative Adversarial Networks, which is a
generative adversarial network that is based on SRGAN [25]. SRGAN is a GAN
network that is capable of generating realistic textures during single-image SR,
whose discriminator aims to base its prediction on perceptual quality. How-
ever, ESRGAN improves SRGAN by adjusting the SRGAN architecture where
they introduce their Residual-in-Residual Dense Block (RRDB) without batch
normalization, as well as improving the SRGAN discriminator by making it
judge whether an image is more realistic than another rather than judging
whether an image is real or fake. ESRSGAN improvement over SRGAN re-
sulted in sharper and more visually pleasing results [24].

From the name Enhanced Super-Resolution GAN, we can tell that the archi-
tecture should contain the two main modules, discriminator D and generator
G networks. The G network takes a low-resolution image (LR) as input, and
it passes it through a 2D convolutional layer (Conv1) with small 3x3 kernels
and 64 feature maps. It is then passed through 23 Residual in Residual Dense
Blocks (RRDB). The image is then passed through another convolutional layer
(Conv2) in which its output is summed with the output of the first (Conv1). At
this stage, the image gets upscaled with a factor of 4 by passing it through an
upsampling block that consists of two convolutional layers for reconstruction,
with LeakyReLU (LReLU) activation (@ = 0.2) on each layer. After upsam-
pling, the image is passed through another convolutional layer (Conv3) with
LReLU activation (@ = 0.2). Finally, the image is passed through the final
convolutional layer (Conv4) that final super-resolved image. The other part
of the network is the discriminator D, and to be more specific it is called the
Relativistic Discriminator [26]. Following [24] this specific discriminator was
used rather than using the standard discriminator used in SRGAN [25]. This
is because the relativistic discriminator estimates the probability that a real
image x, is relatively more realistic than a fake one xy. Where a standard
discriminator estimates only whether an image x is natural enough to be real.

We adapted the ESRGAN structure and trained it using the constructed
paired data {I;r, Inr}. Several losses were used during the training including:

107



Paper B.

¢ Pixel loss Li: or so called Mean Absolute Error (MAE), which measures
the mean absolute pixel difference of all pixels in two given images.

* Perceptual loss L,.,: proposed to enhance the visual quality by min-
imizing the error in feature space instead of pixel space. It uses the
inactive features of VGG-19 [27] and aims to enhance the visual quality
of low-frequency information like edges.

e Adversarial loss L,4, This loss is used to enhance the texture details to
make the image look more realistic.

The final loss function was the weighted sum of all the above losses as follows:
Liotar = AL + Apeerer + AudoLado (B°4)

Where A1, Aper, and Ag4 are constants used to specify the weight of each of
the losses on the total loss.

PatchGAN Discriminator

The discriminator (VGG-128) used in the ESRGAN may introduce many arte-
facts, so PatchGAN [28] was used instead for two reasons: First is that VGG-128
used by ESRSGAN limits the size of the generated image to 128, making multi-
scaling training not as simple, Second is that the VGG-128 fixed fully connected
layer makes the discriminator pays more attention to the global features and
ignore the local ones. Where the PatchGAN has a fully convolutional structure
that maintains a fixed receptive field that restricts the discriminator’s attention
to thelocal image patches. The structure of PatchGAN only penalizes structure
at the scale of patches, meaning that it tries to classify if each N x N patch in
an image is real or fake. The responses of all patches get averaged afterward
forming the final D output to guarantee global consistency, then gets fed back
to the generator.

5 Experiments and Results

5.1 Evaluation Metrics

Usually, the most challenging part when dealing with RWSR images is the
lack of GT reference images. However, despite having the GT images, which
the PBVS dataset provides, the SR and GT images are not perfectly aligned
together. Making it difficult to use reference-based IQA methods such as
SSIM, PSNR, or LPIPS, however we still use them for reference purposes. Ad-
ditionally, it was decided to take another evaluation approach by following
the IQA evaluation protocol from the NTIRE2020 challenge, where they used
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non-reference-based IQA methods including PIQE, NIQE, and BRISQUE. In
addition to that, the Mean Opinion Score (MOS) method was used to sup-
port the previously mentioned non-reference-based methods, which correlate
poorly with human opinion. For the MOS, a total of 20 participants were
given a set of 13 SR images that were generated using different methods. Then
the participants were asked to give unique scores that range between 1 and 6
(best to worse respectively) to each individual images based on the perceived
clarity and sharpness of the images. The results of 6 different SR methods
were used, where the methods were shuffled randomly when presented to the
participants to avoid bias. The scores were then averaged for the individual
images for each method, and were then used to calculate the final MOS scores.

5.2 Comparison with the State of the Art

To the best of our knowledge, an evaluation of the adapted T-RealSR method
as well as the other mentioned SoTA SR rgb-methods within the thermal do-
main, in comparison to the SoTA thermal SR method has not be done before.
Therefore, we compare the adapted method to bicubic upscaling, as well as
with a number of RWSR methods including two zero-shot SR methods (Du-
alSR [8], Kernel GAN+ZSSR [3, 11]) and the ESRSGAN [24] RWSR method,
and for the thermal SoTA SR method TherISuRNet [18]. To ensure a fair com-
parison, ESRSGAN [24] was retrained using the same dataset used to train
the adapted T-RealSR, and employing the settings suggested by the authors
of the ESRSGAN. For DualSR [8] and Kernel GAN+ZSSR [3, 11], a training is
not needed, as it is a part of the inference phase; the settings suggested by the
authors were used. For the TherISuRNet [18], the retraining was needed as
pretrained weights were not provided by the authors, and the same settings
were adapted because the method was designed specifically for the utilized
PBVS dataset.

Image Registration

We explained in Section 3 how the PBVS subsets (Domo and GT) were ac-
quired using different cameras. Despite the effort by the authors to acquire
two identical pictures of the same scene using different cameras, the process
was physically impossible. That introduced some challenges when having to
evaluate the performance of the different SR methods. Besides the different
light conditions and different sensors’ noise that resulted in brightness and
contrast differences, the images were not perfectly aligned together. The im-
perfect alignment of the images meant that reference-based IQA methods in
general and PSNR in specific, will be inaccurate to be used on their own. There-
fore, we decided to apply image registration between the SR images and the GT
reference images prior to evaluating the images using the non-reference-based
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methods. To do so, the ORB detector [29] with a target number of features
N = 5000 was used to align the images together as illustrated in Figure B.1.
The central crop (50%) of both the SR and GT images was used for evaluation.
This was done to discard the black areas around the registered images and to
make the comparison as fair as possible, since lens distortion is at its minimum
in the central part of the image.
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Fig. B.1: The evaluation pipeline used to evaluate the super-resolved LR image in comparison to
the GT.

Quantitative and Qualitative Evaluation

We evaluate the performance of the methods on the PBVS test dataset, where
we show the quantitative results in table B.1. For the qualitative results a
number of patches taken from some test images are shown in Figure B.2. The
adapted T-RealSR method outperforms the other thermal and rgb-based SR
methods by a large margin. Where it is possible to see that the traditional non-
reference-based IQA methods (PIQE, NIQE, BRISQUE) correlate well with
the human-opinion based MOS method. However, the reference-based IQA
methods (S5IM and PSNR) correlate poorly with the other IQA methods. This
is due to brightness and contrast differences. A method such as PSNR, will
penalize the performance in case the registered image is shifted one pixel in
any direction, and we know for sure that this is most likely the case with our
test data.

6 Conclusion

In this work we investigate the possibility of using rgb-based RWSR methods to
super-resolve real-world thermal images. The images used for evaluation were
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Fig. B.2: Qualitative comparison of SoTA methods for x4 SR of real LR images from the Domo
validation subset.

Method PSNRT | SSIMT | LPIPS] | PIQE] | NIQE] | BRISQUE] | MOS]
Bicubic 2011 | 070 | 046 | 6739 | 556 57.20 410
DualSR [8] 1877 | 059 | 043 | 5648 | 4.18 43.03 4.74
ZSSR+KernelGAN [11] | 19.01 | 057 | 044 | 6079 | 571 46.14 415
ESRGAN [24] 1837 | 065 | 043 | 7677 | 572 53.74 2.98
TherISuRNet [18] 2010 | 071 | 042 | 8869 | 5.20 55.34 3.20
T-RealSR [12] 1878 | 052 | 037 | 3633 | 3.31 34.31 1.45

Table B.1: Comparison between the SotA methods that have been tested. The best values are in
bold text.

upscaled with a factor of 4, and we found that tuning the T-RealSR by training
it using thermal images is able to achieve SoTA performance that surpasses the
current SOTA thermal-based SR method by a large margin in terms of perceived
quality. This was proven by the different IQA methods, which showed results
that correlate with the human-based MOS evaluation method. This work is, up
to our knowledge, the first work that train on thermal images using realistically
degraded image pairs, making it robust to real images that contain some of
the most common degradation types (blurring and sensor noise).
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1. Introduction

Abstract

Real-world single image Super-Resolution (SR) aims to enhance the resolution and
reconstruct High-Resolution (HR) details of real Low-Resolution (LR) images. This is
different from the traditional SR setting, where the LR images are synthetically created,
typically with bicubic downsampling. As the degradation process for real-world LR
images are highly complex, SR of such images is much more challenging. Recent
promising approaches to solve the Real-World Super-Resolution (RWSR) problem
include the use of domain adaptation to create realistic training-pairs, and self-learning
based methods which learn an image specific SR model at test time. However, as domain
adaptation is an inherently challenging problem in itself, SR models based solely on
this approach are limited by the domain gap. In contrast, while self-learning based
methods remove the need for paired-training data by utilizing internal information
in the LR image, these methods come with the cost of slow prediction times. This
paper proposes a novel framework, Semantic Segmentation Guided Real-World Super-
Resolution (SSG-RWSR), which uses an auxiliary semantic segmentation network to
guide the SR learning. This results in noise-free reconstructions with accurate object
boundaries, and enables training on real LR images. The latter allows our SR network
to adapt to the image specific degradations, without Ground-Truth (GT) reference
images. We support the guidance with domain adaptation to faithfully reconstruct
realistic textures, and ensure color consistency. We evaluate our proposed method on
two public available datasets, and present State-of-the-Art results in terms of perceptual
image quality on both real and synthesized LR images.

1 Introduction

Original Zoomed ESRGAN Ours DA Ours guided Ours combined

Fig. C.1: Super-resolution (x4) of a real image from the Cityscapes dataset [1]. By combining
domain adaptation (DA) and guidance by semantic segmentation, our proposed method recon-
structs visually pleasing images. In contrast, ESRGAN fails to handle the corruptions in the real
image, resulting in many artifacts.

Single image Super-Resolution (SR) aims to upsample a Low-Resolution
(LR) image and reconstruct the missing high-frequency details. SR has been
a widely studied problem for decades, due to its vast number of applications
in fields such as medical imaging, remote sensing, and surveillance. In latter,
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SR are often used to improve the performance of down-stream vision tasks,
such as object detection and tracking, by improving the visibility of the im-
ages which often suffer from low-resolution due to the wide field-of-view and
large object to camera distance. Traditionally, most work has been focusing on
improving the fidelity of the images by minimizing the Mean Squared Error
(MSE). However, recently more focus has been put into generating realistic
High-Resolution (HR) images as perceived by humans [2]. Current State-of-
The-Art (SoTA) deep learning-based SR methods most often require paired
LR/HR images to be trained by supervised learning. Commonly, researchers
have been using artificial LR images created by downsampling HR images, typ-
ically using bicubic interpolation. However, this strategy changes the natural
image characteristics, such as sensor noise and other corruptions, which limits
a SR model trained on such data to perform well on real LR images. Blind
SR tries to address this problem by assuming an unknown downsampling
kernel, but it still relies on Ground-Truth (GT) reference images for supervised
learning.

Recent promising approaches to solve the Real-World Super-Resolution
(RWSR) problem, where there aren’t any LR/HR pairs for training, includes
methods based on domain adaptation [3-5], where [3] was the winner of the
NTIRE 2020 Challenge on RWSR [6]. These methods aim at creating synthetic
LR images with similar characteristics as the real LR images. However, SR
models relying solely on this approach are limited by the domain gap, due
to the inherently challenging domain adaptation process. Self-learning based
methods [7, 8] removes the need for paired training images, by learning an
image specific SR model at test time, using only internal information available
in the input image. However, this comes with a significant cost in terms of
increased inference time [9].

In this work, we propose a novel framework, Semantic Segmentation Guidecl
Real-World Super-Resolution (SSG-RWSR), to handle SR of real LR images
without GT references or prior knowledge about the image formation model.
We address the lack of training data by a combination of domain adaptation
and guiding the SR learning by the loss of an auxiliary semantic segmenta-
tion network. Semantic Segmentation (SS) is a computer vision technique that
provides scene understanding by dense labeling of pixels in an image. We
argue that the loss of the SS task provides strong cues about the fidelity of the
images, which can be used to jointly optimize the SR model towards producing
more accurate, and noise-free HR images. The loss of the SS task also enables
training on real LR images, without the need for GT reference image, which
we argue can help the SR model adapt to the image-specific degradations. To
reconstruct realistic textures, and ensure color consistency with the LR images,
we propose to simultaneously train on synthetically generated LR/HR image
pairs. To this end, we leverage domain adaptation to obtain LR images, with
similar characteristics and corruptions as the real images. At test time, we
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decouple the SS network, which allows for faster inference times. To the best
of our knowledge, we are the first to propose a framework for RWSR guided by
the loss of a semantic segmentation network. We demonstrate the effectiveness
of our proposed Semantic Segmentation Guided Real-World Super-Resolution
(SSG-RWSR) on two publicly available datasets, using both real and synthe-
sized LR images, and show that our method outperforms the existing SoTA
approaches. Visual results of our method can be seen in Figure C.1. In sum-
mary, the contributions of our work are as follows:

* We propose a novel framework for RWSR which allows learning from
real LR images without requiring the corresponding GT images.

* We propose to guide the learning of the RWSR task with the loss of a
semantic segmentation network, which helps to reconstruct sharp and
noise-free HR images.

* We show that domain adaptation and guidance by the segmentation
loss is complementary to each other, and improves the texture and fine
details of the reconstructed images, compared to using guidance by the
segmentation loss alone.

* Our method is trained end-to-end without any manual parameter tweak-
ing.

* We show SoTA results for RWSR on two publicly available datasets of
both real and synthesized LR images.

2 Related Work

2.1 Single image super-resolution

Current SoTA methods for single image SR most often rely on deep Convolu-
tional Neural Network (CNN) based SR architectures, which achieve impres-
sive performance on artificially created LR images. Some of the most recent
work includes EDSR [10], which is based on a deep residual CNN, the ResNet
based SRResNet proposed by [2], and RCAN [11], which employs channel
attention to re-scale features and recover HR details. These networks are opti-
mized with MSE loss, which leads to good Peak Signal-to-Noise Ratio (PSNR)
values, but fail to preserve the natural appearance of the images [12]. This
problem is addressed in [2], which presents an SR model based on Generative
Adversarial Networks (GANSs), optimized with a combination of MSE, GAN,
and VGG loss [13]. This approach leads to more photo-realistic images with
better correlation to human perception of good image quality. In ESRGAN [14]
thisidea is further developed, mainly by improving the generator and adopting

119



Paper C.

a relativistic discriminator. However, the performance of the aforementioned
methods degrade significantly when used on real LR images [15]. This is
mainly due to the domain gap between the real and synthetic LR images. To
overcome this issue, ZSSR [16] introduced a zero-shot approach which learns
an image specific SR model at test time. In MSZR [8] this concept is extended to
exploit information from an external dataset as well. In Kernel GAN [7], ZSSR
is used together with a GAN based network for estimation of image-specific
blur kernels. DAN [17] proposed to address both steps in a single model using
an alternating optimization algorithm that jointly estimates blur kernels and
performs SR. However, these image-specific learning methods come with the
cost of extremely slow prediction times compared to other SR methods [9]. In
contrast, the prediction times of our method are similar to [14]. In [3], a do-
main adaptation based approach to RWSR is presented. First, a pool of realistic
blur-kernels and noise patches is collected. These are then used to transform
clean HR images into realistic LR images with similar appearance as real LR
images. Next, a SR model is trained on the constructed data. However, since
the domain adaptation is a challenging task in itself, the SR model is limited
by the domain gap between the synthesized and real LR images. In DPSR [18],
de-blurring and de-noising are combined with SR to deal with blurry and
noisy LR images. However, without sufficient prior information about the
image-specific degradations, the effectiveness of the method is limited.

2.2 Guided super-resolution

Lutio et al. [19], proposed a method for super-resolution of depth images
guided by RGB images. By considering it a pixel-to-pixel transformation prob-
lem, they learn a mapping between the LR and HR images that are also appli-
cable to the depth image. Inversely [20] proposed a zero-shot approach that
extracts LR and HR patches using corresponding depth maps. Subsequently
they train a GAN that employs SR- and Degredation Simulation Network
(DSN)-modules in a cyclical manner that alternates between LR — HR — LR
and HR — LR — HR mapping. In image generation tasks, such as [21-23] it
has been shown that semantic information can be utilized to generate detailed
textures and realistic looking images. In [24], semantic information is used
to guide a SR network towards creating textures in areas where this is im-
portant, and creating sharper lines at object boundaries. Condition networks
that employ SS probability maps to actively guide the SR network at a feature-
map level is proposed in [25] and [26]. It is shown in [25] that the conditions
can strongly influence the textures generated and result in much more realis-
tic looking textures that are more semantically appropriate. While [24] shows
that CNNs learn some categorical information, [27] propose that more categor-
ical information can be learned by treating SR as a multi-task problem where a
parallel network head that predicts a semantic map is added. The shared back-
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bone is then forced to learn the categorical information necessary for accurate
segmentation, which benefits the SR head. The work most closely related to
ours is [28], which use multi-task learning to jointly perform SS and SR, and
control the balance between SS and SR performance by adaptive weighting.
However, when the SR task is given the highest weight, the performance does
not benefit much from the semantic information, and drops further as more
priority is given to the SS task. Furthermore, a key difference from this, and
all of the existing methods utilizing semantic information for SR, is that they
require paired LR and HR images for training, which makes them unsuitable
for the RWSR problem. On the contrary, we show that semantic information
can be leveraged to solve the RWSR problem where no GT reference images
are available, making our method applicable to scenarios where real-world
images, such as the ones from surveillance cameras, need to be improved by
super-resolution.

2.3 Semantic segmentation

Much like in SR, SS architectures tends to follow an encoder-decoder architec-
ture, that first encodes information with feature extraction network, typically
a ResNet variant, and then decodes it again to recover spatial information and
resolution. Learning to recover spatial information is difficult [29, 30], and as
such SoI'A SS methods have tended towards architectures that retain spatial
resolution to some extent. PSPNet [29] proposed using a pyramid pooling
module where the input feature-map would be pooled across different regions
varying from 1 X 1 to 6 X 6 sub-regions, to get varying degrees of detail in
the pooled feature-maps. They further employ 1 X 1 convolution to reduce
the channel depth before concatenation. To recover the initial resolution lost
from repeated convolution, the feature-maps are upsampled with bilinear in-
terpolation to match the original input size. DeepLabv3 [30] proposed using
atrous-convolution in the encoder to create coarse feature-representations be-
fore employing a spatial pooling pyramid to recover information at different
scales. This was further expanded in [31] with depth-wise-separable convolu-
tions resulting in the network being able to learn more fine-grained control of
the details in each layer. HRNet [32] proposed an architecture that retains the
spatial resolution of one branch, and parallel branches that perform further
convolutions, rather than sequential repeated convolutions. Retaining the res-
olution with further convolutions in a parallel branch allows for the retention
of fine-grained detail, while still obtaining deep representational information.
However while HRNet attempts to keep a higher resolution, the initial con-
volutions result in an output prediction which is one-fourth of the size of the
input image, which means that the prediction has to be up-sampled to com-
pute the prediction accuracy. By super-resolving the input image, the need for
up-sampling of the prediction is avoided, which leads to more accurate predic-
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tions [33], which in turn improves the guiding of a SR network by the semantic
loss. In [34], an auxiliary super-resolution branch is used to improve the per-
formance on a semantic segmentation model. The SS model shares encoder
weights with the SR model, which are optimized during training with MSE
loss, before being removed at test time. The training process requires paired
LR and HR images, and the method is therefore not applicable to real-world
applications.

3 The Proposed Method

Source Domain

&l v v
Super-Resolution Segmentati
e --»| Semantic Loss
ILR “ Network Network
’ lr L,
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Fig. C.2: Schematic overview of our proposed SSG-RWSR. To learn to perform RWSR we leverage
both guiding from an auxiliary semantic segmentation task and domain adaptation. At test time,
the semantic segmentation network is de-coupled, and as such no semantic labels are required to
super-resolve the LR test images.
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The fundamental challenge in RWSR is the lack of real natural LR/HR
image pairs which can be used to learn a SR network with supervised learning.
Current RWSR methods often constrain the SR problem by assuming that the
LR image is the result of an imaging model described as:

Irr = (aR * k) s +1 (C.1)

where k, s, and n denotes blur kernel, scaling factor, and noise, respectively.
However, in reality, the image formation of real images is much more compli-
cated.

A block diagram of our proposed SSG-RWSR framework can be seen in
Figure C.2. We propose to combine domain adaptation and guiding of the
SR learning by the loss of an auxiliary semantic segmentation network. The
benefit of guiding the SR learning by the segmentation loss is two-fold. First,
this helps our SR network to adapt to the natural image characteristics of the
LR images in the source domain, without the need for GT reference images.
This is important as these can be cumbersome, and sometimes even impossible
to obtain. Conversely, LR images can always be annotated with semantic la-
bels. Secondly, the loss of the segmentation task can provide strong cues about
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the level of noise in the images, and the quality of object boundaries that can
help guide the SR network towards producing more accurate reconstructions.
We support the SR learning by training on image pairs created with domain
adaptation. This helps our model to reconstruct realistic textures and accurate
colors. During training, we alternate between training on real LR images in the
source domain X, guided by SS, and LR images created by our domain adap-
tation approach, to leverage information from both domains. Both concepts
are elaborated in the following subsections.

3.1 Guiding with semantic segmentation

We argue that a SS model can benefit from input images with low noise and
high levels of detail, which can be provided by a carefully trained SR model.
Hence the accuracy of a SS model can be used to guide the SR network towards
producing better image quality. Based on this assumption, we structure our
SSG-RWSR such that the SS network is fully dependant on the SR output.
This is different from [27], where a separate semantic head is used, as we
argue that for optimal guidance, the two networks should be directly linked.
During training on real images, the input LR image is sequentially processed
by the SR and SS networks. The SS loss is then used to optimize both the SR
and SS models. This means that the SR model is getting increasingly better
at producing HR images that are optimal for the segmentation task, and in
addition, the SS model continuously adapts to the improved input images to
further optimize the segmentation accuracy.

3.2 Domain adaptation

To ensure that our SR network learns to reconstruct HR images with realistic
textures and maintain consistency with the LR input images in terms of color,
we also train our SR model on paired LR/HR images. To obtain LR images
with similar image characteristic as the real LR images in the source domain
X, we utilize domain adaptation [35]. The procedure is elaborated in the
following.
Estimation of degradation parameters We map clean HR images from the
target domain Y to the real LR source domain X to minimize the domain gap
between real and synthesized LR images. Our approach is based on kernel
estimation and sampling of realistic noise patches [3]. For estimation of realistic
blur kernels, we use Kernel GAN [7], on real LR images in X to build a pool of
image-specific blur kernels that can be used to degrade the clean HR images
inY.

To generate artificial LR images which are more similar to the real LR
images we employ the method from [36] to sample noise from the real LR
images in X. This approach assumes that realistic noise can be obtained from
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an image by extracting patches from uniform areas, and then subtracting the
mean. To this end, we define two patches p; and q;. pi is obtained by a sliding

window approach across images in X. Similarly q§ is obtained by scanning p;.
We consider p; a uniform patch if the following constraints are met:

|Metm(q;) — Mean(p;)| < p- Mean(p;) (C.2)

and '
|Var(q;.) —Var(pi)| <y -Var(pi) (C.3)

where Mean and Var denote the mean and variance, respectively, and u and
y are scaling factors. Different from [36] we add an additional constraint to
ensure that saturated patches are not extracted:

Var(pi) =2 ¢ (C4)

where ¢ denotes a minimum variance threshold. If all constraints are satisfied
pi is considered a valid noise patch, from which we subtract the mean value
and then add to a pool of noise patches n;.

Realisticimage degradation We degrade clean HR images from the target do-
main Y with the estimated blur kernels and noise patches following the image
formation model described in Equation C.1. More specifically, we create artifi-
cial LR images Ip, by first convolving a HR image in Y with a randomly selected
kernel k; from the pool of estimated blur kernels, followed by a downsampling
operation. The process can formally be described as:

IDZ(Yn*ki) lS/ie{er"'m} (CS)

where Ip is the downscaled image, Y, is a HR image, k; refers to a kernel from
the degradation pool {k1, ky, - - -k, } and s is the scaling factor.

During training of our SR network, we inject noise to the synthesized LR
images by applying a randomly selected noise patch from the pool of noise
patches n;. The processes can be described as:

IN:ID+n,-,i€{1,2--~l} (C6)
where Ip is a downscaled image, and n; is a noise patch from the noise pool

{n1,na,- - -ng}.

3.3 Backbone networks

Super-resolution Our SR network consist of 23 Residual-in-Residual Dense
Blocks (RRDBs) [14]. To better utilize the semantic information we use a LR
patch size of 128 X 128 pixels. We use a combination of L1 pixel loss, Ly, and
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Learned Perceptual Image Patch Similarity (LPIPS) loss, Lipips, to optimize the
network when training on the domain adapted images. The L1 loss ensures
color consistency between the prediction and the GT image, while LPIPS loss
helps to improve the perceptual quality with strong correlation to human
perception [12]. The total loss for learning the SR model from the domain
adapted images is defined as:

Ldomuin—udﬂpted = /\pix . -Lpix + /\lpips . Llpips (C7)

where Ay, and Ajpips are scaling parameters.

Semantic segmentation To maintain a high spatial resolution throughout the
segmentation network we use an architecture with multiple parallel high-to-
low resolution subnetworks with information exchange [32] as our SS back-
bone. We optimize the segmentation model with cross-entropy loss, L.,
which is also used for guiding the SR model. The loss for guiding the SR
learning is defined as:

-Lguided =Ace + Lee (C.8)

where A, is a scaling parameter.

4 Implementation details

Similar to recent RWSR literature [6, 15, 37] we perform our experiments with
x4 scaling factor. For the creation of realistic training image pairs, as described
in Section 3.2, we use the DF2K dataset as target domain Y of clean HR images.
The DF2K is a merge of 800 and 2650 images from DIV2K [38] and Flickr2K [39],
respectively.

Training details To train our SR and SS backbones, we initialize from models
pre-trained on DF2K and Cityscapes, respectively. We jointly train both mod-
els, alternating between updating both models based on the cross-entropy loss,
and updating only the SR model based on pixel and LPIPS loss. We denote
the two update cycles as Trainpgq and Traingy., respectively. We use a batch
size of 12 and train for 100000 iterations on randomly cropped LR patches and
semantic labels using four V100 GPUs. We use the ADAM optimizer with an
initial learning rate of 1 x 10~ for both models. Through experimentation, we
find suitable weights for the loss functions and set Apix, Aipips, Ace t0 0.01, 0.1,
and 0.01 respectively. For extraction of realistic noise patches from X, we set
pi to match the LR patch size and set q]l: to 32, pt0 0.1, y t0 0.3, and ¢ to 0.5
which we find appropriate for real images.

Inference At test time, we de-couple the segmentation network, and as such,
semantic labels are no longer required. We obtain super-resolved images by
running our trained SR on the full LR input image. Hence the inference time
of our SSG-RWSR is similar to [14].
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5 Experiments and results

We compare our proposed method to four recent SOTA methods for SR of real
images, namely MZSR [8], DPSR [18], RealSR [3], and DAN [17]. We adjust
the competing models for optimal performance for a fair comparison. We use
Kernel GAN [7] to estimate blur kernels for use with MZSR [8]. For DPSR [18]
and DAN [17], we set noise levels as recommended by the authors. With
RealSR [3] we use the degradation framework provided by the authors, and
re-train the model to the respective datasets. We also include the ESRGAN [14]
in our comparison, to highlight the effect of applying a SR model trained on
bicubically downsampled LR images on real LR images. For this, we use the
pre-trained weights provided by the authors.

5.1 Datasets

Evaluation on real images For evaluation onreal images we use the Cityscapes
[1] and IDD [40] datasets, which both contain images and appertaining seman-
tic labels. The Cityscapes dataset has 19 different classes and is divided into
2975 training, 500 validation, and 1525 test images, respectively, which have
a resolution of 2048 x 1024 pixels. We use the validation set to evaluate the
performance of our method. The IDD dataset has 30 different classes and con-
tains both images of 1920 x 1080 and 1280 x 720 pixels. For our experiments,
we use the 1280 x 720 pixels images from the training and validation set which
amount to 1876 and 442 images respectively.

Evaluation on synthesized images To validate the performance of the pro-
posed SSG-RWSR on images with known GTs, we conduct experiments on syn-
thetically degraded LR images. This allows for evaluation with Full-Reference
Image Quality Assessment (FR-IQA) metrics. To simulate realistic LR images
we first degrade the images by convolving an 11 X 11 Gaussian blur kernel
with a standard deviation of 1.5 before downsampling. Following the protocol
from [15], we model sensor noise by adding Gaussian noise, with zero mean
and a standard deviation of 8 pixels. This simulates real-world LR images ac-
quired with a low-quality camera, in poor lighting conditions. For consistency,
we also downsample the appertaining semantic labels. During training, only
the degraded LR images and labels are available, and the degradation process
and GTs are kept hidden. We perform our experiments with synthesized LR
images on the Cityscapes dataset.

5.2 Quantitative Evaluation metrics

Due to the lack of GT reference images, it impossible to compare the recon-
struction performance on real images with traditional SR FR-IQA metrics. As
such we mainly rely on Mean Opinion Rank (MOR), which is a direct measure
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of human perceived perceptual quality [6]. We ask the participants to rank the
super-resolved images based on overall image quality. We randomly shulffle the
presented images to avoid bias. Readers can refer to our supplementary ma-
terial for more details about our evaluation with MOR. Furthermore, we also
evaluate the performance using two SoT'A learning based No-Reference Image
Quality Assessment (NR-IQA) methods, namely, NIMA [41] and MetalQA [42]
as these show a good correlation to human judgement. For both methods, we
use the pre-trained weights for evaluation of the technical image quality.

For our experiments on synthesized LR images, we use two traditional SR
metrics, PSNR and SSIM, and two perceptually oriented metrics, LPIPS [12],
and DISTS [43]. Out of these, we mainly consider the LPIPS and DISTS metrics
as indicators of the image quality due to their high correlation with human
judgement [12]. Note that low distortion and high perceptual quality are at
odds with each other, making it impossible to two obtain both [44]. With the
use of GAN training and perceptual loss, our method is optimized to obtain a
good trade-off with a slight bias towards perceptual quality.

Original Bicubic ESRGAN MZSR DPSR RealSR DAN Ours

Fig. C.3: Comparison with SOTA methods for x4 SR of real images from the Cityscapes dataset.
As visible, our method reconstructs sharper and more visually appealing results compared to the
existing methods.

Original Bicubic  ESRGAN  MZSR DPSR RealSR DAN Ours GT

Fig. C.4: Comparison with SOTA methods for x4 of synthetically degraded images from the
Cityscapes dataset. As visible, our method reconstructs sharp images with low noise compared
to the existing methods.
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Fig. C.5: Comparison with SoTA methods for x4 SR of real images from the IDD dataset. As
visible, our method reconstructs more detailed images with less artifacts compared to the existing
methods.

5.3 Qualitative results

Real images In Figure C.3 and C.5 we visualize super-resolution results of
real LR images. We see that most methods fail to handle the highly complex
degradation process present in the real images, which results in many artifacts
(ESRGAN, MZSR, RealSR) or blurry images (DPSR, DAN). In comparison, our
method generates sharper images with better visual quality and less noise.
Synthesized images In Figure C.4 we see that ESRGAN, MZSR and DAN
cannot properly handle the noisy LR image which causes a high degree of
artifacts to be present in the super-resolved images. DPSR performs better
in that regard, but the images appear blurry and lack high-frequency details.
In contrast, both RealSR and our method produces artifact-free, sharp, and
natural appearing images.

5.4 Quantitative results

Cityscapes (Real LR images)

Method NIMA T Meta-IQAT MOR |
Bicubic [45]  4.62 0.245 -
ESRGAN [14] 4.95 0.247 -
MZSR [8] 4.88 0.231 3.33
DPSR [18] 483 0.240 4.41
RealSR [3] 4.87 0.236 2.75
DAN [17] 4.65 0.246 3.47
Ours 5.04 0.254 1.21

Table C.1: Quantitative results on the Cityscapes validation sets. T and | indicate whether higher
or lower values are desired, respectively. As seen, our method obtains both the best MOR and
NIMA and Meta-IQA results.
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IDD (Real LR images)

Method NIMA T Meta-IQAT MOR |
Bicubic [45] 4.73 0.330 -
ESRGAN [14] 4.94 0.325 -
MZSR [8] 5.00 0.330 2.96
DPSR [18] 492 0.330 3.16
RealSR [3] 4.83 0.296 4.88
DAN [17] 4.77 0.330 2.48
Ours 5.03 0.323 1.45

Table C.2: Quantitative results on the IDD validation sets. T and | indicate whether higher or
lower values are desired, respectively. As seen, our method obtains both the best MOR and NIMA
results, and the second best Meta-IQA results.

Cityscapes (Synthesized LR images)

Method PSNRT SSIMT LPIPS| DISTS |
Bicubic [45] 27.51 0.62 0.64 0.19
ESRGAN [14] 18.17 0.11 1.29 0.20
MZSR [8] 26.68 0.55 0.73 0.16
DPSR [18] 33.11 0.90 0.42 0.13
RealSR [3] 25.88 0.77 0.26 0.10
DAN [17] 27.16 0.58 0.60 0.20
Ours 29.08 0.83 0.19 0.07

Table C.3: Quantitative results on the artificially degraded Cityscapes validation set. T and |
indicate whether higher or lower values are desired, respectively. Our method achieves a good
trade-off between low distortion and high perceptual quality with the second best PSNR and SSIM
results, and the best perceptual quality as measured by the LPIPS and DISTS metrics.

Real images As show in Table C.1 and C.2 our method results in the most
visually pleasing reconstructions of both real images from the CityScapes and
IDD datasets according to the MOR. This is also supported by the NIMA and
Meta-IQA scores, where only the DAN [17] is slightly better according to the
Meta-IQA scores on the IDD dataset. However, this is in contrast to the visual
appearance of the images, as the digits on the licence plates shown in Figure C.5
are more well defined in the image produced by our method, compared to the
ones produced by DAN.

Synthesized images As shown in Table C.3 our method achieves a good
compromise between fidelity and perceptual quality, by obtaining the best
LPIPS and DISTS scores, which indicate that our super-resolved images are
closer to the GT in terms of visual quality, and the second best results on the
hand-crafted metrics (PSNR, SSIM). The latter is expected, as our method is
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optimized towards perceptual image quality, which are at odds with a low
reconstruction error [44].

5.5 Ablation study

To study the effect of the individual components in our proposed SSG-RWSR
framework we compare ablations of the framework to the full system. Figure
C.1 and Table D.5 shows the visual difference, and quantitative results for
the different settings, respectively. As seen, training only on the synthetically
created LR/HR pairs results in HR images with more high-frequency details
than the LR image. However in some areas, the hallucinated details appear to
be incorrect or missing. On the contrary, training only on the real LR images
guided by the SS loss, produces less detailed images, but the reconstructions
are more consistent with the objects and shapes present in the LR image. In
comparison, our combined SSG-RWSR produces images that are both sharp,
detail rich, and with a photo-realistic appearance.

Method NIMA T Meta-IQA T
Ours (DA) 4.33 0.206
Ours (Guided only) 5.00 0.251
Ours 5.04 0.254

Table C.4: The effect of the different components in our proposed method on the Cityscapes
validation set. T and | indicate whether higher or lower values are desired, respectively.

6 Conclusion

In this paper, we address the RWSR problem where no ground truth data are
available. To this end, we introduce a novel framework, SSG-RWSR, where the
SR learning is guided by an auxiliary semantic segmentation network. This
enables our SR model to adapt to the image specific degradations presentin real
LR images, and enables reconstruction of sharp object boundaries and noise-
free images. We combine guidance by the segmentation loss with domain
adaptation, to reconstruct realistic textures and ensure color consistency. Our
experimental results on both real and synthesized LR images demonstrate a
significant improvement over the SoTA methods, resulting in less noise and
better visual quality. This is supported by human ranking of the super-resolved
images, where our method outperforms other methods by large margins.
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1. Introduction

Abstract

While many methods have been proposed to solve the Super-Resolution (SR) problem of
Low-Resolution (LR) images with complex unknown degradations, their performance
still drops significantly when evaluated on images with real-world degradations. One
often overlooked factor contributing to this is the presence of spatially varying degrada-
tions in real LR images. To address this issue, we propose a novel degradation modeling
pipeline capable of generating paired LR/High-Resolution (HR) images with spatially
varying noise, a key contributor to reduced image quality. Furthermore, to fully
leverage such training data, we novelly propose a Pixel-Wise Degradation Adaptive
Real-World Super-Resolution (PDA-RWSR) framework. Specifically, we design a new
Transformer-based Real-World Super-Resolution (RWSR) model capable of adapting
the reconstruction process based on pixel-wise degradation features extracted by a new
supervised degradation estimation model. Along with our proposed method, we also
introduce a new challenging real-world Spatially Variant Super-Resolution (SVSR)
benchmarking dataset, where the images are degraded by complex non-independent
and identically distributed (i.i.d) noise, to evaluate the robustness of existing RWSR
methods. Comprehensive experiments on synthetic and the proposed challenging real
dataset demonstrates the superiority of our method over the current State-of-The-Art
(SoTA).

1 Introduction

Noisy LR DASR |1] BSRNet|2]  Real-ESRNet 3] Ours GT

Fig. D.1: Visualization of how the assumption of uniform degradations in current State-of-The-Art
(SoTA) Real-World Super-Resolution (RWSR) methods [1-3] limits the reconstruction performance,
compared to our proposed pixel-wise degradation adaptive method that produces more faithful
reconstructions.

Image Super-Resolution (SR) enhances the resolution and details of Low-
Resolution (LR) images. Most recent SR methods accomplish this by learning a
mapping from a LR image, synthetically generated by bicubic downsampling,
to the corresponding High-Resolution (HR) image [4-9]. However, since Deep
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Neural Network (DNN)-based methods tend to overfit to the training data dis-
tribution, this often results in poor generalization ability to real images where
the degradations are much more complex. Recent attempts to improve the
performance on real images include elaborate degradation models [2, 10, 11],
and network conditioning based on degradation estimation [1]. Neverthe-
less, they all assume uniformly distributed degradations and hereby ignore
the phenomenon of spatially varying noise levels present in real images. This
key factor compromising the image quality occurs mainly due to the naturally
varying Signal-to-Noise Ratio (SNR)-levels caused by different reflective prop-
erties of the scene. A related problem has been investigated for the task of
deblurring images with spatially variant blur [12]. An example of a failure
case when super-resolving images with spatially variant degradations with
the current SOTA methods can be seen in Figure D.1.

We introduce a novel degradation modeling pipeline capable of introduc-
ing spatially variant degradations. Specifically, we propose a mask blending
technique that synthesizes LR images with varying degrees of noise across the
image to model the signal dependent noise present in real images. To fully
leverage such complex training data, we also propose a Pixel-Wise Degradation
Adaptive Real-World Super-Resolution (PDA-RWSR) framework. Specifically,
our novel framework consists of a DNN that learns to extract pixel-wise degra-
dation features from the LR image in a supervised manner, and a Transformer-
based RWSR model that conditions the reconstruction process based on the
pixel-wise degradation features.

Our main motivation is that while many SoI'A SR methods try to address
the problem of enhancing real natural LR images, they surprisingly often fail
in challenging and practical applications where SR is most needed. This issue
has received little attention in the research community, partly due to the lack of
a sufficiently realistic and challenging real-world SR datasets that can be used
for benchmarking. While datasets of real image pairs do exist, they either
only consider the resolution difference [13-15], or contain noisy/clean image
pairs [16, 17] without scale difference, and hereby excluding more challeng-
ing scenarios such as LR images corrupted by strong and signal dependant
noise. To this end, we propose a new Spatially Variant Super-Resolution
(SVSR) dataset, that contains LR images of multiple different scenes captured
with varying noise levels and types, and the corresponding noise-free HR
Ground-Truth (GT) images, to enable qualitative evaluation of RWSR methods
in practical scenarios. We summarize our contributions as follows:

* Anovel image degradation model that enables degradation at pixel level,
as opposed to existing models that mostly operate on image level.

* A new Transformer-based RWSR model capable of adapting the recon-
struction process based on pixel-wise degradation features extracted by
a new supervised degradation estimation model.
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* A novel real-world Spatially Variant Super-Resolution (SVSR) bench-
marking dataset that challenges all existing SR methods.

e We highlight the importance of spatially variant degradation modeling
and adaptation by demonstrating SoTA performance on the SVSR dataset
with our proposed method.

2 Related Work

2.1 Single Image Super-resolution

Since the first Convolutional Neural Network (CNN) based SR network [4], a
plethora of subsequent work [5, 6, 8, 9, 18, 19] have archived promising recon-
struction performance on images downsampled with bicubic interpolation.
Furthermore, Generative Adversarial Networks (GANSs) have been used to
push the SR networks to introduce realistic textures for more visually pleasing
results [7,20,21]. However, due to the simplistic bicubic downsampling model,
the classic SR methods do not generalizae well to real-world scenarios [22-24].
As such, the practical applications of such methods are limited when the LR
images contain complex non-uniform degradations, such as noise, blur, and
compression artifacts. An overview of classic and deep-learning-based SR
methods can be found in [25, 26].

2.2 Classic Blind Super-Resolution

Classic blind SR assumes that the blur kernel for the LR image is unavailable
[27]. As such blind SR methods aim to enhance images beyond the bicubic
degradation scenario, by including estimated blur kernel information either
as a pre-processing step [28-31], or as part of the SR pipeline [32, 33].

2.3 Real-World Super-resolution

RWSR is a more practical version of blind SR, where the goal is to handle
the many complex degradation types, and combinations hereof, present in
real-world images. To address this, recent SoI'A approaches rely on elab-
orate degradation models that introduce random combinations of blur and
noise types, down-sampling operations, and JPEG compression artifacts [2, 3].
Other works try to estimate the average degradation in the input image and
adapt the features in the SR network accordingly [1, 11, 34, 35]. FeMaSR [36]
formulates the SR problem as a feature matching problem between LR fea-
tures and distortion-free HR priors. Other approaches to solving the RWSR
problems include [13-15, 37] that collect paired real LR and HR images for
supervised learning. However, except for [37], which collect LR images with
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severe under-exposure, existing SR datasets do not include challenging sce-
narios such as LR images with high levels of noise. Most closely related to our
work, MANet [38] and KOALAnet [39] perform feature modulation based on
spatially varying blur kernel estimations. However, a clear distinction with
our approach is the broader and more realistic degradation space, which we
estimate and adapt towards on a pixel-wise level.

3 Method

DFEB_1
DEEBES;
3x3 Conv_1
3x3 Conv_5
Downsampling
block
A

Shallow feature
extraction

v
Shallow feature
extraction
RTB
RTB
SFTB |«
RTB
RTB
R'II'B
R'II'B
R'll'B
RTB
it
Upsampling
block

@ Element-wise addition
«weeeee Train only
Train and test

Super-Resolution

Fig. D.2: An overview of our proposed Pixel-Wise Degradation Adaptive Real-World Super-
Resolution (PDA-RWSR). We design a Transformer-based RWSR model on the basis of Restormer
Transformer Blocks (RTBs), capable of adapting the image reconstruction process based on pixel-
wise degradation features via Spatial Feature Transformation Blocks (SFTBs). A supervised
degradation estimation model with Degradation Feature Extraction Blocks (DFEBs) learns to
separate image degradations from content, for the purpose of providing degradation features for
conditioning the SR model.

We focus on the challenging task of SR of real-world LR images with com-
plex and non-uniformly distributed degradations, a setting where current
SoT'A most often fails as seen in Figure D.1. Based on this observation, we de-
sign a framework to handle images with spatially variant degradations which
include both pixel-wise degradation modeling, estimation and adaptation. An
overview of our proposed method is presented in Figure D.2. It consists of a SR
base network with Restormer Transformer Blocks (RTBs) and Spatial Feature
Transformation Blocks (SFIBs), a supervised degradation estimation network
with Degradation Feature Extraction Block (DFEB), and a degradation model
for synthesizing LR training images with spatially variant degradations. The
core novelty of our work is that the SR model is conditioned on pixel-wise
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degradation features provided by the degradation estimation network for im-
proved refinement of location-specific degradations.

3.1 Spatially Variant Degradation Model

The classic degradation pipeline for creating realistic LR/HR image pairs [40]
involve convolution with a blur kernel k on the HR image y, followed by
downsampling with scale factor s, and lastly degradation by additive noise
to produce the degraded LR image x;. The pipeline is formally described in
Equation D.1.

x=W®k) s +n (D.1)

More elaborate and high-order degradation models for synthesis of low-
quality LR images has recently been proposed by Zhang et al. [2], and Wang
et al. [3] which introduce diverse combinations of degradations by a random
shuffling strategy. However, we argue that a fundamental limitation of both
models is the use of spatially uniform degradations, which we hypothesize
limits the generalization performance to real images. Thus, we propose a
novel degradation pipeline where the noise strength varies spatially across the
image. This better resembles the distribution of noise in real images, which
varies naturally as a result of different SNR levels [41, 42] (See also Figure D.7).
More specifically, we propose to synthesize LR images with spatially varying
noise with the concept of mask blending. First, we generate a mask m of the
same spatial size as the LR image x, which contains either a randomly shaped

and oriented gradient mask, or a mask based on the image brightness level.

Input images a) Linear gradient b) Radial gradient c) Thresholding

Fig. D.3: Examples of an LR image degraded by our proposed spatially variant degradation
framework. Top left: clean input image. Bottom left: Input image corrupted by uniform noise.
a-b: Examples of the different masks used in our framework (top row) and the corresponding
output images after blending (bottom).
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Next, we generate a noisy image x, by adding spatially invariant Gaussian
or Poisson noise to x. Then x and x, are blended according to the varying
intensity levels defined in the mask, to form the degraded image x; with
spatially varying noise, formally:

xg=1-m)=x+x,*m (D.2)

Examples of different masks and the resulting noisy images can be seen in
Figure D.3. More details about the mask generation are given in the supple-
mentary material.

3.2 Pixel-Wise Degradation Estimation

Most existing degradation estimation methods only provide a global average
estimate of the degradations in the input image [1, 35]. For more fine-grained
control of the reconstruction of local degradations, we propose to estimate
the degradation on a pixel level. However, complex combinations of differ-
ent degradations are difficult to quantify and label for supervised learning,
and unsupervised learning requires elaborate frameworks with large batch
sizes. As such, we propose to estimate the degradations by learning to ex-
tract them directly from a degraded image. More specifically, as shown in
Figure D.2, the degradation feature extraction network D takes as input an LR
image x4, which is a degraded version of y with spatially variant degrada-
tions. In D, shallow features are first extracted by a 7 X 7 convolutional layer.
Next, these features are further processed by 9 DFEBs to extract spatially vari-
ant degradation features. Lastly, the deep degradation features are mapped
to 3-channels by four 3 X 3 convolutional layers to form d, which are com-
bined with a bicubicly downsampled version of y by element-wise addition
to produce £;. The design of the DFEBs, illustrated in Figure D.4, combines a
gating mechanism and depth-wise convolutions for efficient extraction of local
degradation information [43]. In each DFEB, information is first processed by
one 3 x 3 convolutional layer with LeakyReLU followed by two parallel paths
through depth-wise convolutional layers, where one is activated with a ReLU
non-linearity. Lastly, the two paths are combined by taking the element-wise
product followed by a 1 x 1 convolutional layer. An additive skip connection
is used to allow direct information flow from the initial convolutional layer. D
is optimized by the loss between £; and x;. To encourage images with similar
structure and frequency distributions we use a combination of SSIM [44] and
focal frequency loss [45]. The whole degradation feature extraction model has
4.6M parameters and moderate receptive field of 51 x 51. During inference,
we extract degradation features from the 9th DFEB for conditioning of the SR
network.
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Fig. D.4: Details of the proposed Degradation Feature Extraction Block (DFEB).
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Fig. D.5: Details of the proposed Spatial Feature Transformation Block (SFTB) for adaptive condi-
tional feature-wise and spatial-wise transformation.

To condition the SR model on the pixel-wise degradations estimated by
the degradation feature extraction network, we design a feature modulation
block that transforms the deep spatial features of the SR network adaptively
and individually for each pixel accordingly. As visualized in Figure D.5,
the Spatial Feature Transformation Block (SFTB) takes a degradation feature
map d and an image feature map f of the same spatial dimensions as input.
First, channel-wise attention is applied to d, followed by two convolutional
layers with LeakyReLu to reduce the channel dimension from 256 to the same
dimension as the feature maps in the SR network. As each SFTB shares the
same degradation map, the channel attention serves to emphasize the most
relevant degradation features for each part of the SR network. Next, feature
transformation is performed by two Spatial Feature Transformation (SFT)-
layers [46], each followed by convolutional layers, which learn parameters for
a spatially affine transformation of each feature map individually. Formally,
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feature maps f are conditioned on the degradation map d by a scaling and
shifting operation:
SFT(f,d)=y o f+B (D.3)

where y and f are the scaling and shifting parameters and © represents the
element-wise addition operation. To avoid mixing spatially adjacent degra-
dations, the filter size of all convolutional layers in the feature transformation
block are 1 x 1. Furthermore, multiple separate SFTB are inserted in the SR
backbone model, as the deep features propagating through the network have
different sensitivity to the degradations for each level in the network.

4 SVSR Dataset

In this section, we present the data collection method for our Spatially Variant
Super-Resolution (SVSR) benchmark dataset along with an analysis of the
characteristics of the images. The purpose of this novel dataset is to advance the
research in RWSR by enabling evaluation on real LR images with challenging
and spatially variant degradations. The dataset will be released publicly upon
publication.

4.1 Data Collection

The goal of the data collection is to acquire high-quality HR reference images
and corresponding low-quality and LR images. For this dataset, we focus
on corrupting the LR images by the noise naturally occurring in the imaging
process of a digital camera. We aim for images with diverse content and static
scenes, which we collect both in- and outdoors. To capture such image pairs,
we use three different Canon Digital single-lens reflex (DSLR) cameras, two
different zoom lenses, and three different aperture values. This ensures more
diverse degradations, as the noise characteristics and point-spread-function
vary between the different cameras, lenses, and aperture settings. Additional
details about the cameras, setup, and examples are given in the supplementary
material. The scale difference is obtained by changing the focal length of the
zoom lens, by which we collect image pairs of both X2 and x4 scale difference.
To obtain varying degrees of noise, we capture multiple images of the same
static scene using aperture priority and changing the camera’s ISO setting.
Specifically, at small ISO values (low signal gain) the camera will produce the
most noise-free images, while at larger ISO values, and appropriately shorter
exposure times, the images will contain more noise due to the lower signal-to-
noise ratio. As such, we capture the clean images at the cameras native ISO
setting (ISO100), while the noisy images are captured at incrementally higher
ISO levels. The ISO level for the noisy images ranges from ISO1600, where all
three cameras start to introduce visible noise, up to the maximum ISO setting
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for each camera. The dataset contains 978 images in total. There are 141 noise-
free images for each HR scale level, and the LR scale level, while the remaining
555 images are noisy LR counterparts. A breakdown of the dataset can be seen
in Table D.1. Note that due to different technologies, images captured at the
same ISO setting by different cameras do not necessarily contain similar noise
levels and types.

Table D.1: Overview of the different combinations of camera types and ISO settings and the
resulting number of degraded LR images in the SVSR benchmarking dataset.

Camera 1SO1600 1SO3200 1SO6400 1SO12800 I1SO25600 ISO51200 1S65535
Canon 6D v v v v v v v
Canon 600D v v v X X X X
Canon 1Ds Mark IT v v X X X X X

Total noisy LR images 141 141 93 45 45 45 45

4.2 Data Pre-processing

Even though the image collection is done with the camera mounted on a tripod
and using a remote trigger, misalignment between the LR and HR image pairs
can still occur, as the different focal lengths distort the image differently. To
mitigate this, we design a pre-processing pipeline. First, the lens distortion
is removed using Adobe Lightroom [47], followed by center cropping to keep
only the sharpest part of the images. Next, we obtain pixel-wise registration of
LR and HR images using a luminance-aware iterative algorithm [13], which we
empirically found to be more accurate for the highly noisy images, compared
to keypoint-based algorithms. To maintain the scale difference between the LR
and HR images, we perform the alignment in LR space. Finally, all image pairs
are examined, and ones with misalignment, out-of-focus or other unwanted
defects are discarded. The resulting image pairs have a resolution of 640 x 640,
1280 x 1280, and 2560 x 2560pXx for the X1, 2, and 4 scale factors, respectively.

4.3 Data Analysis

To demonstrate the spatially variant distribution of noise in the dataset, we
visualize the color-channel average absolute distance between LR images of
different ISO levels in Figure D.7. As seen, a larger degree of noise is present
in the darker regions of the image, compared to lighter regions. Furthermore,
to quantify the effect of varying ISO levels on the image quality, we compare
clean and noisy images at LR scale for the different ISO values. In Table D.2 we
present the average standard deviation of the noise, and the resulting change in
image quality as the ISO increases. As seen, high ISO settings result in higher
noise contributions, which translates to accordingly lower image quality, e.g.
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the Peak Signal-to-Noise Ratio (PSNR) for the highest ISO setting is 12.53dB
lower than for ISO1600. Examples of the different noise levels can be seen in
Figure D.6, respectively.

Table D.2: Overview of the std. deviation ¢ of the noise at the different ISO levels in the SVSR
benchmarking dataset, and how it affects image quality at LR scale.

ISO o PSNRT SSIMT LPIPS| DISTS ]|

100 0.0 00 1.0 0.0 0.0

1600 493  34.32 0.9041  0.0305 0.0780
3200 643  32.06 0.8516  0.0711 0.1203
6400 8.06  30.18 0.8318  0.1061 0.1543
12800 9.38  28.77 0.7813  0.1403 0.1670
25600 1231 26.37 0.6420  0.2693 0.2232
51200 15.15 24.58 0.5649 03364  0.2525
65535 20.87 21.79 04239  0.4562 0.3015

1SO100 1SO1600 1SO6400 15025600 1SO65535

Fig. D.6: Visual examples from the SVSR benchmarking dataset illustrating how the noise level
changes at different ISO settings for images captured with the Canon EOS 6D camera.

T

Clean LR (ISOlOO) Absolute Difference NOiSy LR (ISO 65535)

Fig. D.7: Visualization of the color-channel average absolute distance in LR space between a noisy
and clean image pair from the SVSR dataset. As seen, more noise is present in the darker regions
of the noisy image.
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5 Experiments and Analysis

5.1 Experimental Setup

Datasets: Following recent practice in SR resarch [2, 3, 7, 11], we use the
DIV2K [48] and Flick2K [6] dataset for training. For evaluation on images
with synthetic degradations we use Set14 [49], BSD100 [50] and Urban100 [51]
which we corrupt by additive Gaussian noise with zero mean and standard
deviation o = 15,25, 50, respectively. For evaluation on real-world degraded
LR images, we use the SVSR dataset. In both cases, we experiment with x4
upsampling as commonly used in the SR literature.

Implementation Details: We use our proposed spatially variant noise degra-
dation model together with the degradation pipeline from [2] by replacing the
degradation with uniform Gaussian noise with spatially variant Gaussian and
Poisson noise. Following [52], we set the noise standard deviation to [1,50]
and scale to [2,4] for Gaussian and Poisson noise, respectively. The remaining
steps in the degradation pipeline includes Gaussian blur, downsampling and
JPEG compression noise, with the same hyperparameters as defined in [2] for
comparability. As such, any performance improvements related to the degra-
dation modeling is solely due to the introduction of spatially variant noise.
We perform our experiments on a Transformer based image reconstruction
backbone. Specifically, we adopt the U-Net shaped Restormer transformer
network [43], where we add SFTBs for each encoder level, and before the final
refinement block. We use average pooling of the degradation maps to match
the spatial dimensions of the feature maps at the different encoder levels. x4
upsampling is done as final step by nearest-neighbour interpolation + convo-
lutional layers, as commonly used in the SR literature [2, 7, 10]. Otherwise,
the architecture follows the original implementation. We train our proposed
degradation estimation and SR network jointly for 1M iterations with a batch
size of 16 using the ADAM [53] optimizer, a learning rate of 2 x 107, LR
patch sizes of 64 x 64, and L1-loss. Note that we do not focus on finding the
optimal architecture, or training hyperparameters, but rather on showing the
importance of handling the phenomenon of spatially variant degradations. As
such, the performance of our proposed method can likely be further improved.

Evaluation Metrics: We evaluate the reconstruction performance using
two hand-crafted (PSNR, SSIM [44]), and two SoTA DNN-based (LPIPS [54],
DISTS [55]) Full-Reference Image Quality Assessment (FR-IQA) metrics. PSNR
reports the image fidelity as a measure of the peak pixel-wise error between
the prediction and target, while SSIM, LPIPS, and DISTS are more focused on
the perceived image quality [56].

147



Paper D.

5.2 Comparison with State-of-The-Art Methods

LR DASR Real-ESRNet RealSRNet BSRNet  Real-SwinIR Ours Ground-truth

Fig. D.8: Visual comparison of the reconstruction performance on the SVSR dataset. In comparison
to the SOT'A approaches, our PDA-RWSR produces more visually faithful results with less artifacts.

Table D.3: Average PSNR(dB) results of state-of-the-art methods for x4 SR on synthetic noisy LR
images. DN and SR indicates if the method has denoising and/or super-resolution capabilities,
respectively. o indicates the noise level.

Set14 |49 BSD100 |50 Urban100 |51
DN SR Method 0=15 0=25 0=50 0=15 0¢=25 =50 o0=15 0=25 0=50
v v FeMaSR |36 21.89 2141 1717 2180 2140 17.81  20.00 19.67 17.19
v v PDM-SR|57] 19.83 17.27 14.19 19.36 16.87 14.35 18.36 16.69 14.35
v v DASR |1] 24.64 23.69 20.80 24.49 23.69 21.15 22.59 21.92 19.51
X v RRDB|7 19.84 16.48 11.75 19.81 16.42 11.74 18.96 15.98 11.64
v v DAN |33 20.98 18.07 13.94 20.73 17.95 13.84 19.79 17.26 13.53
v v DASR|35 23.26 21.73 17.97 23.14 21.84 18.23 21.26 20.14 17.25
X X Bicubic 22.05 19.76 15.57 22.08 19.76 15.54 20.22 18.56 15.05
v v Real-ESRNet |3 2393 2274 2052 2390 2297 2099 2206 2124 19.38
v X 3x3Median + Bicubic 2038  19.89 1862 2156 21.05 1972 19.13 1879 17.86
v v MM-RealSRNet |11 2341 2269 21.03 2368 2304 2156 21.38 2090 19.62
v v BSRNet [2 2208 1958 1596 2214 1966 1591 20.81 1898  15.68
v v Real-SwinIR-L |10 23.61 2212 18.19 23.75 2248 18.36 21.96 20.91 17.59
v v Ours 24.07 23.12 21.30 24.10 2329 21.84 22.04 21.41 19.99

We compare our method with recent SOTA real-world SR methods. Specifi-
cally, we include one codebook based method (FeMaSR [36]), three degradation
estimation and adaptation-based methods (DASR [1], DASR [35], DAN [33]),
five methods relying on elaborate degradation modeling (Real-ESRNet [3],
MM-RealSRNet [11], BSRNet [2], PDM-SR [57]) and Transformers (SwinIR
[10]), and for completeness, one method trained on bicubicly downsampled
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Table D.4: Quantitative comparison of state-of-the-art methods for x4 SR on real noisy LR images
from the SVSR benchmarking dataset. DN and SR indicate if the method has denoising and/or
super-resolution capabilities, respectively.

DN SR Method SSIMT PSNRT LPIPS| DISTS |
v/ / TFeMaSR[36] 05914 2287 02772  0.1557
/v PDM-SRI[57] 0.6685 23.82 03047  0.1805
vV v DASRI[1] 07036 2464 02966  0.1741
X v RRDB[7| 07073 2469 03011  0.1745
v v DANJ[33| 07085 24.69 02997  0.1741
v v DASRI35] 07092 2453 02478  0.1577
X X Bicubic 07282 2484 03093  0.1717
v v  Real-ESRNet [3] 07650 2432 02063  0.1407
v X 3x3Median+Bic. 07690 2508 02953  0.1687
vV v MM-RealSRNet[11] 07708 2426 02071  0.1501
v/ v  BSRNet|[2] 07844 2513 02067  0.1401
vV v Real-SwinIR-L[10] 07853 2501  0.1956  0.1442
vV / Ours 0.7943 2516  0.1916  0.1374

images (RRDBNet [3]). For reference, we also include a filter-based method i.e.
3 x 3 Medjian filter followed by Bicubic upsampling. For all DNN-based meth-
ods, we use the pre-trained weights provided by the authors, for enhancement
of real images and optimized for PSNR rather than perceptual quality, since
our goal is to restore the original image with the highest possible fidelity.

Comparison on Synthetic Data: Table D.3 shows the results on syntheti-
cally degraded LR images. In this experiment, where the degradations are
less complex, and uniformly distributed, the global average estimation and
adaptation method of DASR [1] results in the best performance (noise levels
15 and 25), while our method performs second best. However, when the noise
is stronger (noise level 50) our method outperforms all the competing methods.

Comparison on Real Data: Table D.4 shows the results on real LR images
with complex degradations. On contrary to the experiments on synthetic
data, the SVSR dataset pose a more challenging reconstruction task, where
the assumption of spatially invariant Gaussian noise employed by most of
the SOTA methods will not hold. As such, the global degradation estimation-
based methods (DASR [1], DASR [35], DAN [33]) cannot handle such real-world
scenarios, resulting in low performance based on all Image Quality Assessment
(IQA) metrics. Furthermore, while methods based on elaborate degradation
models (Real-ESRNet [3], MM-RealSRNet [11], BSRNet [2], PDM-SR [57], Swin-
IR [10]) are trained on more complex degradations, their reconstruction quality
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is very inconsistent due to the spatially variant noise in the SVSR dataset. This
can be seen visually in Figure D.8, and from the plot in Figure D.9 where their
performance drops sharply as the ISO level increases. On the contrary, our
proposed PDA-RWSR performs better and more consistently across the range.
This is also reflected in Figure D.8, where the reconstructions by our methods
are more faithful with fewer artifacts, proving the superiority of PDA-RWSR
for dealing with real-world degradations.

0.8

0.7 -

0.6 -

SSIM

—o— Bicubic
—— DASR [35]
05| | Real-ESRNet [3|
—+— MM-RealSRNet [11|
—— BSRNet [2]
--o- Real-SwinIR-L [10]
-@- PDA-RWSR (Ours)

0.4

| | | | | | |
1600 3200 6400 12800 25600 51200 65535
ISO

Fig. D.9: Plot of how the performance (SSIM) of SOTA methods decrease as the ISO (noise levels) in
the SVSR benchmarking dataset increases. On the contrary, our PDA-RWSR has a more consistent
performance across the range.

5.3 Ablation Studies

In this section, we empirically show the importance of our main technical
contributions. As seen in Table D.5 incorporating our proposed degradation
model with spatially variant noise (C) results in 0.09dB higher PSNR compared
to using the degradation model from BSRGAN |[2] (B). Our proposed per-
pixel based degradation feature extraction and adaptation method (D) further
improves the performance, although with the cost of additional computations.
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Table D.5: Comparison of different model types. DM, and FM denotes the degradation model,
and whether the model uses feature modulation, respectively. Giga Multiply-Accumulates per
Second (GMACs) are computed for an input image of 64 x 64 pixels.

Name DM FM Paramsx10® GMACs PSNR T
A Bicubic X 26.2 12.1 24.68
B BSRGAN X 26.2 12.1 25.03
C Ours X 26.2 12.1 25.12
D Ours v 28.4 514 25.16

6 Conclusion

In this paper, we take a step towards SR of real images with complex and
spatially varying degradations. Specifically, we propose to adapt the SR re-
construction process on pixel-wise degradations. This is made possible by a
novel pixel-wise degradation feature extraction network that is used to con-
dition the SR backbone model by pixel-wise modulation blocks, and a new
degradation pipeline capable of introducing spatially variant degradations to
the LR training images. We further propose a new SR benchmarking dataset
that challenges all the existing RWSR approaches. Our experiments on both
synthetic and real LR images demonstrate that our proposed PDA-RWSR per-
forms favorably against the current SoTA methods.
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1. Introduction

Abstract

In this paper, we introduce RELLISUR, a novel dataset of real low-light low-resolution
images paired with normal-light high-resolution reference image counterparts. With
this dataset, we seek to fill the gap between low-light image enhancement and low-
resolution image enhancement (Super-Resolution (SR)) which is currently only being
addressed separately in the literature, even though the visibility of real-world images
are often limited by both low-light and low-resolution. Part of the reason for this, is the
lack of a large-scale dataset. To this end, we release a dataset with 12750 paired images
of different resolutions and degrees of low-light illumination, to facilitate learning of
deep-learning based models that can perform a direct mapping from degraded images
with low visibility to sharp and detail rich images of high resolution. Additionally,
we provide a benchmark of the existing methods for separate Low-Light Enhancement
(LLE) and SR on the proposed dataset along with experiments with joint LLE and SR.
The latter shows that joint processing results in more accurate reconstructions with
better perceptual quality compared to sequential processing of the images. With this,
we confirm that the new RELLISUR dataset can be useful for future machine learning
research aimed at solving simultaneous image LLE and SR. The dataset is available at:
https://doi.org/10.5281/zenodo. 5234969.

1 Introduction

e

-5.0 to -3.0 EV low light images Corresponding X1, X2, and X4 normal light images

Fig. E.1: Example of a sequence of aligned images with different exposure (left) and scale levels
(right) from the Real Low-Light Image Super-Resolution (RELLISUR) dataset.

Digital images can suffer from several different degradations that reduce
the visibility and level of details in the images. These degradations can occur
both due to environmental factors in the scene, and limitations of the hardware.
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Two common degradation types are under-exposure, due to poor illumination
of the scene, and low resolution, due to the limited spatial resolution of the
image sensor. However, with the recent advancements in Convolutional Neu-
ral Networks (CNNs), the performance of image processing techniques, such
as Low-Light Enhancement (LLE) and image Super-Resolution (SR), that can
counteract these degradations have been consistently improving.

Imaging in low-light conditions is very challenging due to the low photon
count, which leads to low Signal-to-Noise Ratios (SNRs). While increasing
the exposure time and ISO setting will result in brighter images, this can also
introduce unwanted motion blur and noise. As such, it is difficult to capture
high-quality recordings at typical video frame rates in low-light conditions
without using external illumination, which is not always a possibility. Simply
increasing the brightness of a Low-Light (LL) image in postprocessing, will
cause the artifacts introduced by the low SNR to be amplified as well. LLE is
an active research field that aims to convert degraded LL images to normally
exposed high-quality images. However, this is a challenging task as not only
the brightness, but also more complex degradations such as color distortion
and noise needs to be considered. While the resolution of digital cameras
has generally increased recently, many cameras are used in combination with
lenses with a wide field of view. This leaves very few pixels to resolve objects
of interest, such as faces or license plates which can be critical in forensics
applications. Hence, it is often desirable to increase the resolution of the
Low-Resolution (LR) images to reveal more details. Image SR aims at recon-
structing a High-Resolution (HR) image from its LR counterpart. However,
most SR methods are trained and evaluated on datasets with synthetically
created LR images, where the degradation is assumed to be an ideal bicu-
bic downsampling kernel. This makes these methods unsuitable for real LR
images where the degradation models are much more complex [1].

Even though the visibility of real images is often degraded simultaneously
by multiple factors, such as low illumination and low resolution, these prob-
lems have only been addressed separately in the literature by dedicated LLE
and SR methods. However, recent studies have investigated the effect of jointly
performing two image processing tasks, e.g. joint LLE and deblurring [2], joint
demosaicing and SR [3], and joint denoising and SR [4]. In all of these works,
it was found that the joint processing outperforms sequential processing. The
is mainly due to the accumulation of errors produced by the individual meth-
ods, and the possibility of early algorithms removing information that could be
valuable for subsequent processing. We believe that part of the reason for why
joint LLE and SR of real images has not yet been investigated in the literature,
is due to the lack of a large-scale dataset of paired Low-Light Low-Resolution
(LLLR) and Normal-Light High-Resolution (NLHR) images. Hence, we argue
that such a dataset is of major importance in the image processing, computer
vision, and machine learning community with the advent of deep-learning
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based methods which performance is highly dependant on data [5]. Further-
more, it is highly desired that such a dataset consists of real-world LLLR and
NLHR image pairs, as opposed to synthetic image pairs, in order to allow
algorithms to generalize to practical applications. However, constructing such
a dataset is a non-trivial task as real image pairs are difficult to obtain.
In this work, we present the REal Low-Light Image SUper-Resolution (REL-
LISUR) dataset which is the first dataset to contain real LLLR and NLHR
image pairs. The dataset is made publicly available and contains a large num-
ber of in- and outdoor scenes captured by a Digital single-lens reflex (DSLR)
camera. There are more than 12000 image-pairs of diverse content and degra-
dation strength in the dataset, which is more than sufficient to train Deep
Neural Networks (DNNs). Applications of the dataset include remote sens-
ing, surveillance, and forensics among others. Figure E.1 shows an example
of a sequence from RELLISUR containing aligned LLLR and NLHR images of
the same scene.
Our collection method is reproducible and easy to follow. We collect images
of different resolutions from the same static scene by changing the focal length
of a zoom lens. An increasing amount of details are obtained as the focal
length is increased. Along with images of different resolution, we also collect
corresponding images of different low-light levels. We obtain the low-light
images by shortening the exposure time. As the changing focal lengths natu-
rally introduce misalignment between the image pairs, mainly due to varying
lens distortion, we develop an effective post processing pipeline to align the
image pairs. LLE or SR are both ill-posed problems, and as such, simultane-
ously reconstructing images degraded by both LL and LR images is a highly
challenging problem. To analyze the effectiveness of RELLISUR in this regard,
we train and evaluate both dedicated models for each task as well as models
for joint LLE and SR. The experimental results demonstrate the value of REL-
LISUR by showing that joint processing outperforms sequential processing.
Thus, we hope that the RELLISUR can help facilitate further work in joint LLE
and SR.

The contributions of our work are summarized as follows:

* Wepresent the first large-scale dataset of paired and aligned low-light/low-
resolution and normal-light/high-resolution images of diverse content,
which closes the gap between the LLE and SR problems.

¢ We provide a comprehensive benchmark of existing methods for separate
image LLE and SR along with experiments on joint processing on the
proposed dataset.

* We show that jointimage LLE and SR leads to better results than sequen-
tial processing, which highlights the need for new machine learning
methods to handle the LLLR image enhancement problem.
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2 Related Work

2.1 Real-world super-resolution datasets

There exist several image datasets to facilitate training and evaluation of SR
methods. These include Set5 [6], Set14 [7], BSD100 [8], and DIV2K [9] among
others. However, these datasets only contain the HR image, and the corre-
sponding LR image then has to be created synthetically. The traditional way of
doing this is to downsample the HR image with bicubic interpolation. As the
real-world image degradation is much more complicated, SR models trained on
such data often show poor performance on real LR images due to the domain
difference [1, 10]. To overcome this issue, some researchers recently started to
collect real LR/HR image pairs. And overview of such datasets can be seen in
Table E.1. Qu et al. used a beam splitter and two cameras to collect 31 paired
LR/HR face images in an indoor lab environment [11]. The City100 dataset
by Chen et al. [12] consists of 100 paired images of postcards with cityscapes,
captured by DSLR and smartphone cameras. Kohler et al. relied on hardware
binning to capture image-pairs of different resolution [1]. The dataset contains
5670 HR images, but the variance and application to real-world scenarios are
limited as the dataset only depicts 14 different indoor lab scenes acquired in
grayscale. Zhang et al. collected 500 scenes of LR/HR resolution using a DSLR
camera equipped with a zoom lens, which made it possible to obtain images
with varying degrees of detail [13]. Images captured with a long focal length
contain finer details compared to an image of the same scene captured with
a short focal length. However, the images in this dataset are not pixel-wise
aligned, which complicates the learning of a mapping from LR to HR. Cai et
al. [14] proposed an image registration algorithm to align 243 LR/HR pairs
collected with two DSLR cameras and using different focal lengths of a zoom
lens. The images in the dataset depict various outdoor scenes and objects
located indoors. However, a limitation of this dataset is the number of images,
as there are only 175 pairs for the x4 scale. Most recently Wei et al. proposed
the DRealSR dataset [15] which contains a total of 2507 LR/HR image pairs

Table E.1: Overview of real-world super-resolution datasets of paired real LR and HR images.

Name Year LR/HRPairs Type HR resolution Method Content
Quetal.|11] 2016 31 RAW 2.3MPIX Beam-splitter Faces
RealSR |14 2019 595 RGB 0.48 to 5.28MPIX Zoom lens In/outdoor scenes
City100 [12 2019 100 RGB 1.06MPIX Zoom + translation  Postcards
SupER [1 2019 5,670 Grayscale 2.2MPIX Hardware binning  Indoor lab
SR-RAW [13| 2019 500 RAW 12MPIX Zoom lens In/outdoor scenes
DRealSR [15] 2020 2,507 RGB 20 to 24MPIX Zoom lens In/outdoor scenes
Ours 2021 2,250 RGB 0.39 to 6.25MPIX Zoom lens In/outdoor scenes
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collected with five different cameras using different zoom-lens focal lengths.
However, as all of the existing real SR dataset contains image pairs where the
illumination of the HR images is consistent with that of the LR images, SR
models trained on such data naturally perform poorly on low-light images.

2.2 Low/normal-light datasets

Only very few datasets of paired low/normal-light images captured in real
scenes exist. The LOL dataset [16] contains 500 low /normal-light image pairs
which are all downscaled to a resolution of 600 x 400 pixels. The images are
captured both in and outdoors at daylight, and the low-light images are created
by changing the ISO and exposure settings of the camera, which results in LL
images with low contrast, color distortion, and sensor noise due to the low SNR.
Unfortunately, the downscaling of the images reduces the natural sensor noise
and changes other real-world characteristics [17], such that the images can no
longer be considered real LL images. The SID dataset [18] contains 5094 short
exposure, and 424 long exposure RAW image pairs of either 12 and 24 MPIX
resolution. All images are captured outside at nighttime or indoors in rooms
with low illumination. The normal-light images are created by capturing
long exposure images of the same static scenes. However, this method leads
to Normal-Light (NL) images with less vibrant colors than actual daylight
images and the risk of locally overexposed areas and excessive noise. In [19]
a collection of HDR images along with their SDR counterparts are presented.
The HDR sequence contains both under- and over-exposed images.

All the existing LLE datasets contain LL and NL image pairs of the same spatial
resolution, which means that they are not feasible to use for jointly handling
the LLE and SR problem. An overview of the datasets can be seen in Table E.2.

Table E.2: Overview of low-light image datasets with LL and NL pairs.

Name Year GTimages LL/NLPairs Type Resolution Method
LOL [16] 2018 500 500 RGB  0.24MPIX Normal + under-exposure
SID [18 2018 424 5,094 RAW  12/24MPIX Under + long-exposure
SICE [19] 2018 589 4,413 RGB 6 to 24MPIX HDR
Ours 2021 2,250 12,750 RGB  0.39 to 6.25MPIX Normal + under-exposure

3 RELLISUR Dataset

This section introduces the RELLISUR dataset. We discuss in detail the
data collection process, preprocessing, statistics, and present a suggested
train/validation/test split.
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3.1 Collection method

The RELLISUR dataset is a novel collection of image sequences containing real
x1, X2, and x4 NL images, together with five real LL images. The x1 and
%2 scale levels represent the LR images while the x4 scale level represents
the high-resolution Ground-Truth (GT) reference images. The LL images are
acquired at scale X1 and are also considered low-resolution.

The dataset is collected with a Canon EOS 6D camera equipped with a Canon
70-300mm L IS USM zoom lens. Since the size of an object depicted on the
image sensor is approximately linear to the focal length [20], a doubling of the
scale level can be obtained by doubling the focal length. Hence, to capture
images of different scale levels, we used a focal length of 70mm, 140mm, and
280mm to capture the X1, X2 and x4 scale levels, respectively.
Allnormallightimages are captured using auto-exposure, auto-white-balance,
and auto-focus using the center focus point only. The exposure metering is
set to partial metering. The ISO value is set between 100 and 400 to ensure
low noise levels in the NL images. To avoid misalignment issues, we aim at
capturing static scenes and minimize camera movement due to wind, which
is essential when using a telephoto lens. To minimize camera shake, the cam-
era is mounted on a sturdy tripod, and hence the lens stabilization feature is
disabled. To obtain a high depth-of-field we use an f-stop setting of f/22. The
camera is triggered remotely to avoid movement.

In photography, the Exposure value (EV) is defined as log» NTZ, where N and ¢
are the camera lens f-stop number and exposure time in seconds, respectively.
Hence, a decrease of -1.0 EV corresponds to half as long exposure time, or
one-stop, in our case as the f-stop is kept fixed. To capture LLLR images with
different degrees of under-exposure, we used the camera’s auto bracketing
mode to obtain five successive images that are under-exposed in different lev-
els from the auto exposure setting. We used two different ranges going from
from -4.5 to -2.5 and -5.0 to -3.0 EV steps. The resulting average exposure times
for both the in- and outdoor scenes can be seen in Table E.3. This wide range
of under exposure levels can help to improve the generalization abilities of
models trained on the RELLISUR dataset.

The images in the dataset are collected in natural scenes, both in- and out-
doors, and depict architecture, signs, plants, common office items, art, etc.
The number of in- and outdoor scenes are nearly identical with a 49% and 51%
distribution, respectively. We decided not to collect images that could enable
identification of individuals, by avoiding faces, persons, license plates, or other
personally identifiable information. Likewise, we avoided capturing images
with content that could be considered offensive, insulting, or threatening. We
have manually screened the dataset to ensure that all images apply to these
requirements.

In total, the RELLISUR dataset consists of 850 distinct sequences. An exam-
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ple of a sequence can be seen in Figure E.1. With three different scale levels,
the total number of normal light LR and HR pairs is 2550. As the five under-
exposed images in a sequence corresponds to the same NL reference image, the
resulting number of LL / NL image pairs is 4250 for each of the three scale lev-
els. Hence, the total number of LL / NL images pairs in the RELLISUR is 12750.

3.2 Preprocessing

1: Distortion correction 2: Center region extraction

Remove chromatic
m

aberration and Center crop
ens distortion
Input image sequence Undistorted images HR image HR center region
3: Homography Estimation 4: Image registration
Compute Apply
homography i homography L
m =%
NLLR image HR center region Unaligned LR images A

Fig. E.2: Overview of the preprocessing pipeline.

During the collection of image sequences, multiple factors can unintention-
ally affect the images quality negatively. First, the lens characteristics change
when zooming, resulting in different levels of warping and distortion of the
image. Next, external factors, such as wind, can affect the camera causing a
slight shift in the scene or motion blur. To mitigate this, we apply a carefully
designed preprocessing scheme to the collected images.

First, we manually screen the collected sequences and discard ones that con-
tain images which are out-of-focus, incorrectly exposed, contain moving ob-
jects, or other undesired defects. Next, we apply lens correction in Adobe
Lightroom [21] using the appropriate lens and camera profiles. This removes
chromatic aberration and corrects the lens distortion. However, as the corner
regions of the images are difficult to undistort, and also less sharp than the cen-
ter part, we center crop the x4 NLHR reference images to the center 2500 %2500
pixels. Although the images are now distortion-free, the individual images in
a sequence are not guaranteed to be pixel-wise aligned due to inability to accu-
rately adjust the zoom lens at the exact desired focal lengths. Furthermore, the
optical center of the lens might shift slightly during zooming [22]. To register
all images in a sequence to match the x4 NLHR reference image, we first detect
and match SURF [23] features between the X1 and x4 NL images for a given
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sequence. To maintain the spatial resolution difference of the three scale levels
we use a downsampled version of the x4 NLHR as target. Then, we use the
matched coordinates to estimate a homography using MSAC [24]. Using the
translation parameters, we crop and align both the X1 LL and NL images to
the x4 NLHR reference image. Lastly, we use the same method to register
the x2 NL image to the x4 NLHR reference image. As such, the resolution of
the x1 and X2 images become 625 x 625 and 1250 x 1250 pixels, respectively.
An overview of the preprocessing pipeline can be seen in Figure E.2. One
limitation of RELLISUR is that the LL images are so dark that it is impossible
to verify if something undesired has entered the scene, such as a bird flying
by. Furthermore, changes in environmental lighting conditions can affect the
brightness of the images within a sequence. Considering that this does not
affect a model’s ability to learn to solve the LLE problem, we do not attempt to
match the brightness levels.

Lastly, we partition the dataset into train, validation, and test splits, with a
85%/5%/10% distribution, respectively. This results in 722 train, 43 valida-
tion, and 85 test sequences. We encourage researchers to use this split to enable
direct comparison with future works.

3.3 Analysis of dataset content

Full image, scale X1 Scale X1 Scale X2 Scale x4

Fig. E.3: Examples of the difference in image quality between the scale levels in RELLISUR. To aid
visualization we show image crops.

As seen in Figure E.3, the three different scale levels of the NL images in
RELLISUR are all properly exposed and noise free, but have a clear difference
in details and sharpness. In comparison, the LL images lacks contrast and
contains strong color distortion and sensor noise, as illustrated in Figure E.4.
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-5.0 EV Low light -3.0 EV Low light Histogram stretched Normal light

Fig. E.4: Examples of the noise and color distortion in the under-exposed images in RELLISUR.
To aid visualization, the -5.0 EV LL images have been histogram stretched to match the NL images

108 -10°
2.00 2.00
%g 1.75
125 g 132
O 0.75 V075
0.50 0.50
0.25 0.25
0.00 T T T T T 0.00
0 50 100 150 200 250 0 50 100 150 200 250
Pixel value Pixel value
Low light images. Normal light images.

Fig. E.5: Average RGB histograms of the low light and normal light reference images in RELLISUR.
The horizontal axis represents the pixel value and the vertical axis the number of occurrences.

The average pixel value of the LL and NL images is shown in Figure E.5. Here
it can be seen that most of the pixel values of the LL images are below 50, while
the ones of the NL image are more evenly distributed across the range. This is
supported by the average mean p and standard deviation ¢ values computed
on grayscaled versions of the images in the dataset. As seen in Table E.4,
the average pixel values of the LL images in RELLISUR are lower and less
spread compared to the ones in the widely used LOL dataset [16], which
indicates that the LLE task on RELLISUR is more challenging. To quantify
how the different levels of under-exposure degrades the image quality, we have
computed the average Peak Signal-to-Noise Ratio (PSNR), Structural Similarity
index (SSIM) [25] and LPIPS [26] quality scores for each of the different EV
ranges against the properly exposed images. As seen in Table E.3, both the
fidelity and perceptual quality drops significantly as the exposure time is
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decreased. Furthermore, the average exposure times for indoor scenes are
longer than the ones for outdoors scenes, mainly due to differences in available
light.

Table E.3: Average decrease in image quality and exposure

time for the different under-exposure levels in RELLISUR Table E.4: Average mean p
and standard deviation o val-

Exposure PSNR7T SSIMT LPIPS| Indoor Outdoor ues.

Auto 0 00 00 1.722s  0.095s -

25EV 1035 030 046 0505  0.025s Name LOL[16] Ours

B30EV 940 0.22 0.57 0.212s  0.013s LLL 1548 10.59

-35EV 8.82 0.16 0.67 0.152s  0.009s ' '

40EV 842 0.11 0.76 0.107s  0.006s oLL 1040 8.14

45EV 813 007 084 00775 0.004s pNL 11692 96.35

50EV 787 0.05 0.89 0.031s  0.003s o NL 45.96 47.73

4 Experiments

We conduct several experiments on the RELLISUR dataset to evaluate its use-
fulness for future research on the development of machine learning models
for end-to-end mapping from LLLR to NLHR. All experiments are done using
the splits defined in section 3.2.

Since no publicly available methods for joint LLE and SR of real images
currently exist, we first separately benchmark ten different State-of-The-Art
(SoTA) LLE and SR methods by training and evaluating them on the REL-
LISUR dataset. Next, we select the best performing LLE and SR methods, in
terms of reconstruction accuracy and perceptual quality, and combine these to
sequentially process the LLLR images to obtain NLHR images. Lastly, to verify
that the dataset can also be used to learn an end-to-end mapping from LLLR
to NLHR, we train an SR model and an LLE model with an added upscaling
module. All experiments involving SR are conducted on both scale levels in
the dataset (X2 and x4).

4.1 Baseline methods for end-to-end learning

While SR models are not aimed at enhancing LL images, the ESRGAN [27] is a
very capable model with more than 16 million parameters. Furthermore, this
model produces HR reconstructions with the best perceptual quality of all the
evaluated methods. Hence, we chose this SR model to learn the full end-to-
end mapping directly from LLLR to NLHR. As LLE methods are not capable
of increasing the resolution of the input images, these have to be modified
in order to be able to learn the end-to-end mapping. For this we choose the
MIRNet model it has the LLE performance in terms of reconstruction accuracy.
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4. Experiments

To enable the MIRNet to transform LR to HR images, we add the learnable
upsampling module from [28] to the end of the model. This module utilizes
sub-pixel convolution [29] for efficient upsampling.

4.2 Implementation details

All supervised models have been re-trained using the hyperparameter settings
described by the authors. The modified MIRNet model was trained for 1000
epochs. We used a single NVIDIA V100 card to perform the training. To
evaluate the reconstruction accuracy of the different methods, we first crop 4
border pixels to avoid boundary artifacts, and calculate the average PSNR and
SSIM [25] values on the test set using MATLAB [30]. While these metrics are
typically used in LLE and SR research to measure the similarity to GT images,
the resulting scores often correlate poorly with perceived similarity. To this
end, we also include the more recent LPIPS [26] metric which has shown to
correlate better with human judgment. We use the LPIPS implementation
provided by the authors and used the weights from the pre-trained AlexNet
[31] for evaluation.

4.3 Results

As seen in Table E.5 the best performing LLE method, according to the hand-
crafted PSNR and SSIM metrics, is the MIRNet [32], while the method resulting
in the best perceptual quality according to LPIPS [26] is the MBLLEN [33]. A
visual comparison can be seen in Figure E.6. For the SR methods, as seen in
Table E.6, the best performing models are the DBPN [34] and ESRGAN [27] in
terms of fidelity and perceptual quality, respectively. A visual comparison can
be seen in Figure E.7.

Regarding simultaneous LLE and SR, we see that sequential processing with
the respectively best performing methods, in terms of either PSNR and LPIPS
is worse than joint processing. Interestingly, the LLLR images reconstructed
with the ESRGAN [27] have the best perceptual quality even though this model
is not designed for LLE. At the same time the ESRGAN results in the lowest
PSNR value, but this is expected due to the perception distortion tradeoff [35],
since this model is optimized to produce visually pleasing images. Conversely,
the MIRNet [32] model with the added upscaling module and optimized for
low distortion with Charbonnier loss [36], results in the best PSNR and SSIM
values. The qualitative results and examples of reconstructed images can be
seen in Table F.2 and Figure E.8, respectively.
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LLLR KinD GLADNet MIRNet MBLLEN GT

Fig. E.6: LLE results on the RELLISUR test set by different methods trained on the training set.

LLLR Bicubic SRResNet DBPN ESRGAN GT

Fig. E.7: SR results (x4) on the RELLISUR test set by different methods trained on the training set.

LLLR MIRNet+DBPN MBLLEN+DBPN MIRNet ESRGAN GT

Fig. E.8: Simultaneous LLE and SR results on the RELLISUR test set by different methods trained
on the training set.
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5. Conclusion

Table E.5: LLE results for different methods trained and tested on the RELLISUR dataset.

Name PSNRT SSIMT LPIPS|
Zero-DCE [37] 1299 044 0.79
Retinex-Net [16] 1543 034 0.68
LECARM [38] 1004 025 0.53
RUAS [39] 1192 034 0.51
LIME [40] 1495 045 0.42
EnlightenGAN [41] 11.61  0.39 0.39
KinD [42] 1584 049 0.33
GLADNet [43] 21.09  0.69 0.30
MIRNet [32] 2162  0.77 0.28
MBLLEN [33] 1752 0.60 0.23

Table E.6: SR results for different methods trained and tested on the RELLISUR dataset.

Name X2 x4
PSNRT SSIMT LPIPS| PSNRT SSIMT LPIPS|

Bicubic 28.70 091 0.20 23.97 0.82 0.43
SRCNN [44] 29.92 0.92 0.16 24.90 0.83 0.35
SRFBN [45] 29.78 0.92 0.16 24.77 0.84 0.33
RDN [46] 28.48 0.92 0.17 22.96 0.84 0.33
SRResNet [47] 29.82 0.92 0.15 24.52 0.84 0.32
EDSR [48] 29.69 0.92 0.16 24.06 0.85 0.32
DBPN [34] 29.99 0.92 0.15 24.98 0.84 0.30
Real-ESRGAN [49]| 27.73 0.89 0.16 23.14 0.80 0.29
SRGAN [47] 29.42 0.90 0.11 24.29 0.80 0.22
ESRGAN [27] 29.79 0.91 0.10 24.71 0.80 0.21

Table E.7: Simultaneous LLE and SR results for different approaches trained and tested on the
RELLISUR dataset.

Type Name X2 x4
PSNRT SSIMT LPIPS| PSNRT SSIMT LPIPS|

Tg MIRNet + DBPN [32, 34 20.73 0.73 0.49 19.85 0.74 0.58
g MIRNet + ESRGAN [27, 32 20.67 0.72 0.47 19.81 0.71 0.56
= MBLLEN + DBPN |33, 34| 17.89 0.60 0.38 17.15 0.58 0.50
B MBLLEN + ESRGAN |27, 33| 17.74 0.56 0.40 17.03 0.50 0.52
£ MIRNet [32] + Upscaling module 21.33 0.75 0.41 20.62 0.75 0.53
2 ESRGAN [27] 17.67 0.68 0.35 17.28 0.66 0.39

5 Conclusion

We have argued for the need for a dataset to fill the gap between LLE and SR. To

this end, we have introduced the RELLISUR dataset to the community, a novel
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large-scale collection of paired LLLR and NLHR reference images. We offer
the dataset as free and open-source with the purpose of advancing machine
learning applications in the area of image processing. We also provided an
extensive benchmark of the existing methods for LLE and SR, and highlighted
the need for new methods to reconstruct images that are degraded by both low
light and low resolution. Additionally, we have experimentally demonstrated
that this dataset can be used to train deep-learning-based methods for joint
LLE and SR, that outperform sequential processing. As such, we believe the
RELLISUR dataset will be valuable for the community.

Broader impact As this dataset contains image data that can be used to im-
prove the performance of LLE and SR algorithms, there is a risk that malicious
parties could harness this to develop more capable surveillance systems for
monitoring and tracking of people. However, we have carefully screened the
dataset to remove any personal information, such as persons and faces, which
greatly reduce the possible negative uses of the data. On the positive side, our
dataset enables reproducible research on image restoration problems which
will aid in advancing these by consistent and reliable baselines.

Disclosure of Funding This research was funded by Milestone Systems A /S,
Brendby Denmark and the Independent Research Fund Denmark, under grant
number 8022-00360B.
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1. Introduction

Abstract

The goal of Single-Image Super-Resolution (SISR) is to reconstruct a High-Resolution
(HR) version of a degraded Low-Resolution (LR) image. Existing Super-Resolution
(SR) methods mostly assume that the LR image is a result of blurring and down-
sampling the HR image, while in reality LR images are often degraded by additional
factors such as low-light, low-contrast, noise, and color distortion. Due to this, current
State-of-The-Art (SoTA) SR methods cannot reconstruct real low-light low-resolution
images, and a straightforward strategy is, therefore, to first perform Low-Light En-
hancement (LLE), followed by SR, using dedicated methods for each task. Unfortu-
nately, this approach leads to poor performance, which motivates us to propose a method
for joint LLE and SR. However, since LLE and SR are both ill-posed and ill-conditioned
inverse problems, the joint reconstruction task becomes highly challenging, which calls
for efficient ways to leverage as much as possible of the available information in the
degraded image during reconstruction. In this paper, we propose Resolution and Light
Enhancement Transformer (RELIEF), a novel Transformer-based multi-scale hierarchi-
cal encoder-decoder network with efficient cross-shaped attention mechanisms that can
extract informative features from large training patches due to its strong long-range
dependency modeling capabilities. This in turn leads to significant improvements in
reconstruction performance on real Low-Light Low-Resolution (LLLR) images. We
evaluate our method on two publicly available datasets and present SoTA results on
both.

1 Introduction

Single-Image Super-Resolution (SISR) aims at increasing the spatial resolution
and produce High-Resolution (HR) details given a Low-Resolution (LR) input
image. Due to the many practical applications of enhancing details in images,
Super-Resolution (SR) has been an active research field for decades. However,
current State-of-The-Art (SOTA) SR methods are trained on well-illuminated
images and they are therefore not suitable for reconstruction of real LR images
captured in poor lighting conditions, e.g., by surveillance or remote sens-
ing cameras. The conventional strategy is therefore to correct the exposure
level with dedicated Low-Light Enhancement (LLE) algorithms before super-
resolving the image. However, this sequential processing scheme leads to poor
reconstruction accuracy mainly due to error accumulation. On the other hand,
it has been shown that joint processing e.g. joint SR and denoising [1], SR and
demosaicing [2], and SR and deblurring [3] leads to superior performance,
compared to sequential processing. This motivates us to jointly handle the
LLE and SR reconstruction problem.

Current SoTA SR methods are based on Convolutional Neural Networks
(CNNSs) which are typically trained on LR patches with a dimension of 64 X 64
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Real low-light Manual exposure Enhanced with RELIEF
low-resolution image correction (ours)

Fig. F.1: Our proposed Resolution and Light Enhancement Transformer (RELIEF) can produce
high-quality images from real low-light low-resolution inputs with severe noise and color
distortions.

pixels and their corresponding HR patch, typically of X2, X3, or x4 times larger
scale. As reconstruction of HR details are mostly a local problem, i.e. distant
neighbor pixels provides little information regarding the reconstruction of the
local pixel, SR models do not benefit much from using larger training patches
[4, 5]. However, for the problem of LLE, the use of more global contextual
information can provide valuable cues about the light enhancement level of
specific pixels, see Figure F.2. Yet this has not been explored in the literature,
which can possibly be explained by the ineffective long-range dependency
modeling capabilities of CNNs, which limits their ability to benefit from more
global contextual information.

In this paper, we propose to use Transformers to effectively utilize ad-
ditional global contextual information for reconstruction of Low-Light Low-
Resolution (LLLR) images, as Transformers have recently shown impressive
performance on both high- and low-level vision tasks due to their high capa-
bility in modeling long-range dependencies.
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A key component in Transformers is the
self-attention mechanism, but due to high
computational cost, and memory require-
ments, it is not feasible to apply full self-
attention on larger images. Attempts to mit-
igate this problem have been made by either
limiting the attention to fine-grained local
self-attention [7, 8] or coarse-grained global
self-attention [9, 10]. However, most ap-
proaches hinder the modeling capability of
the original self-attention mechanism. An-
other challenge with vanilla Transformers
is the lack of locality mechanisms which is

Fig. F.2: Example of different train-

. .. . ing patch sizes on an image from [6]
essential for vision tasks. To this end, we (Blue: 64 x 64 pixels, red: 256 x 256

propose a novel efficient Transformer block, pixels). With its long-range modelling
Enhanced Cross-Shaped Window (ECSWin) capabilities, Resolution and Light En-

that utilizes cross-shaped attention windows hancement Transformer (RELIEF) are
able to utilize the information available

[11] together with locality enhancement in i, the larger patch, which leads to more
the positional encoding and feed-forward accurate reconstructions.
network to effectively capture long-range
pixel dependencies while also leveraging local context. Our ECSWin Trans-
former block is used in a novel multi-scale hierarchical network, RELIEF, to
perform reconstruction of real LLLR images. RELIEF can benefit from large
training patch sizes due to its efficient local and global self-attention mecha-
nism, which is applied in multiple encoder-decoders with skip-connections at
different scales to aid the reconstruction process. As a result, our RELIEF is ca-
pable of achieving better visual quality and more accurate reconstructions that
can help reveal information previously hidden in the LLLR images (See Fig-
ure F.1). We conduct experiments on the RELLISUR [6] and SICE [12] datasets
and our empirical results show that RELIEF brings significant performance
improvements over existing methods.

The contributions of our work are twofold:

e We propose a novel Transformer-based multi-scale hierarchical encoder-
decoder network with an efficient cross-shaped attention mechanism for
accurate reconstruction of real low-light low-resolution images. To our
knowledge, RELIEF is the first method for joint LLE and SR of real LLLR
images.

* We demonstrate that increased use of global information, obtained by
efficient global self-attention and large training patches results in signif-
icant performance improvements on two benchmark datasets.

183



Paper F.

2 Background

2.1 Low-light image enhancement

Low-light image enhancement has been an active research topic in the past sev-
eral years resulting in a large number of methods for enhancing the light level
of images. Early attempts at LLE relied on histogram equalization [13, 14],
illumination map estimation [15], and Retinex theory [16, 17] to correct the
image illumination. However, as these methods fail to consider the inherent
noise in the Low-Light (LL) images, the reconstruction results are often un-
satisfactory. Recently, deep-learning has been utilized to learn an end-to-end
mapping between LL and Normal-Light (NL) images [18]. The Retinex theory
was further explored in combination with deep learning in [19, 20], where a
CNNs were used to learn decomposition and illumination enhancement, and
most recently, a self-reinforced Retinex projection model was proposed in [21].
Furthermore, Generative Adversarial Networks (GANs) [22, 23] have also been
applied to the LL image enhancement problem. Nonetheless, LLE methods do
not increase the spatial resolution of the images, but mainly aim at correcting
the brightness level. As such, these methods only recover limited additional
details in the image.

2.2 Image Super-resolution

Like LLE, image super-resolution is one of the fundamental low-level computer
vision problems [24]. From the first CNN based SR network [25], researchers
have improved the reconstruction performance of the SR models by extending
the network depth [26], utilizing residual learning [27, 28], applying dense
connections [5, 29], and attention mechanisms [30]. Research has also been
focusing on improving the perceptual quality, and not only the reconstruction
accuracy, by the use of feature losses [31, 32] and GANSs [5, 27, 33]. However,
most approaches assume that the LR images are created by an ideal bicubic
downsampling kernel, which is an oversimplification of the real-world situa-
tion [34]. Furthermore, real-world images are often degraded by additional
factors besides just downsampling, e.g. blur, low-contrast, color-distortion,
noise, and low-light to name a few. To remedy this, a research direction fo-
cused on SR methods that can handle more diverse degradations has emerged.
These methods often improve upon classical SR methods by extending the
degradation model to include more diverse degradations e.g. Gaussian noise,
blur, and compression artifacts in the LR training images [35-37]. Yet, only
very few works in the literature consider LR images degraded by low-light.
Some of the most closely related works to our goal of SR of real natural LLLR
RGB images are [38-40], which address the problem within different image-
specific domains. In [40], a GAN-based method for reconstruction of synthetic
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LLLR face images is presented. In [38] a dedicated method for SR of LL
Near-Infrared (NIR) images is presented, while a method for SR of LL images
captured by intensified charge-coupled devices is presented in [39]. Guo et
al. [40] experiments on synthetic LLLR face images created by gamma correc-
tion and downsampling which is another oversimplification of the complex
degradation in real LLLR images. Furthermore, the method is only applicable
to face images with a fixed size of 32 x 32 pixels. Likewise, since the method
proposed by Han et al. [38] relies on paired NIR and visible images to enhance
the NIR images, the method does not apply to SR or RGB images. The latter
also applies to the method proposed by Ying et al. [39] since it only applies
to image sensors with a proximity-focused image intensifier and requires a
photon image. Therefore, as discussed above, no existing SR model has been
developed for reconstructing real LLLR RGB images. Hence, with RELIEF we
provide the first method to enhance the visibility, quality, and details of such
images.

2.3 Vision Transformer

The Transformer was initially developed for natural language processing [41],
but recently Transformers has also achieved great success in high-level vision
tasks such as object detection [7, 42, 43], human pose estimation [44, 45] and
semantic segmentation [7, 46, 47]. Different from CNNs, most vision Trans-
formers decompose an image into a sequence of patches and learn long-range
dependencies between each patch. Due to their promising performance, Trans-
formers have also been studied for different low-level vision problems [48-50].
However, their potential in joint LLE and SR has not been explored in the
literature. As such, we design a novel Transformer based network that proves
to be highly effective for the task of reconstructing real LLLR images by joint
LLE and SR.

3 Method

In this section, we describe the proposed RELIEF for joint LLE and SR start-
ing with an overview of the overall pipeline, followed by descriptions of the
individual components. Figure F.3 shows the architecture of RELIEF which is
designed as a U-shaped [51] multi-scale hierarchical Transformer network.

3.1 Opverall pipeline

Given an LLLR image Ij11r € RHXWX3 where W and H are the width and
height, respectively, our goal is to restore its Normal-Light High-Resolution
(NLHR) version Inzar. To accomplish this, RELIEF first extracts low-level
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Fig. F.3: The architecture of our RELIEF for joint LLE and SR. RELIEF consists of multiple
ECSWin Transformer blocks organized in a U-shaped multi-scale hierarchical network with skip-
connections.

features Fy € REXWXC where C is the number of channels, from I;1;r. Fo is

obtained by a 3 x 3 convolutional layer with LeakyReLU. Next, deep features
F; are extracted from the low-level features Fy in K symmetrical encoder-
decoder levels. Each level contains multiple ECSWin Transformer blocks with
large attention areas to capture long-range dependencies. After each encoder
level, the features are reshaped to 2D feature maps and downsampled, while
the number of channels is increased. We perform this operation using a 4 x 4
convolutional operation with stride 2. We use K = 4 encoder levels and as such

the latent feature output at the last encoder stage is F; € R § x5 x8C given an
input feature map Fy € RTXW*C, Next, to capture even longer dependencies,
we incorporate a bottleneck stage between the encoder and decoder at the
lowest level. The output from the bottleneck stage is processed by a 2 x 2
transposed convolution operation with stride 2 to upsample the size of the
latent features and reduce the channel number before entering the first decoder
level. To improve the reconstruction process, skip connections are used to
concatenate encoder and decoder features resulting in feature maps with twice
the amount of channels. After each decoder Transformer block, the features
are upsampled with a transposed convolution operation similar to the one
used after the bottleneck stage. Then, at the last decoder level, the deep
features F; is reshaped using a 3 X 3 convolutional layer to obtain a residual
image Ig € RE*X">3_ Finally, the reconstructed HR and light-enhanced image
is obtained as In;gr = (IrLLr + Ir) Ts, where s is the scaling factor of the
upsampling operation. The latter is performed with pixel-shuffle [52] and
3 X 3 convolutional operations. We optimize RELIEF with L; pixel loss.

3.2 ECSWin Self-Attention Transformer Block

The computational complexity of the original full self-attention mechanism
grows quadratically with the input size and is therefore not feasible to use in
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combination with large training image patches. Several works have tried to
reduce the computational complexity by shifted [7], halo [53], and focal [54]
windows to perform self-attention. However, for most methods, the effective
receptive field grows slowly, which hinders the long-range modeling capabil-
ity. To reduce the computational burden, while maintaining strong long-range
modeling capability, we use a Cross-Shaped Window (CSWin) attention mech-
anism [11]. With CSWin, self-attention is calculated in horizontal and vertical
stripes by splitting the multi-heads into parallel groups to achieve efficient
global self-attention. We gradually increase the widths of the stripes through-
out the depth of the network to further enlarge the attention area and limit
the computational cost. To improve the use of local contextual information we
combine the CSWin self-attention mechanism, with Locally-enhanced Feed-
Forward (LeFF) and Locally-Enhanced Positional Encoding (LePE) and form
our ECSWin Transformer block. The different components will be described
in detail in the following sections.

Cross-Shaped
LayerNorm LayerNorm H }—{i}—)
ayerio Window Self-Attention a ayerrio LeAr

Fig. F.4: Illustration of our ECSWin Self-Attention Transformer block.

Asillustrated in Figure F.4, each ECSWin Transformer block is composed of
layer normalization (LN) layers [55], a CSWin self-attention module, residual
connections and the LeFF layer. More formally, the ECSWin Transformer block
can be defined as:

%! = CSWin-Attention (LN (XH)) + X

X! = LeFF (LN (Xl)) + X!, (E1)

where LN represents the layer normalization [55], and X' and X' are the
outputs of the CSWin and LeFF modules, respectively. We design our RELIEF
architecture to contain multiple CSWin Transformer blocks at each encoder-
decoder level. Next, we describe the locally-enhanced feed-forward network
and positional encoding in ECSWin.

3.3 Locally-enhanced Feed-Forward Network

To better utilize local context, which is essential in image restoration, we ex-
change the Multi-Layer Perceptron (MLP) based feed-forward network used
in the vanilla Transformer block with a LeFF layer [56]. In the LeFF layer, the
feature dimension of the tokens is increased with a linear projection layer and
hereafter reshaped to 2D feature maps. Next, a 3 X 3 depth-wise convolutional
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operation is applied to the reshaped feature maps. Lastly, the feature maps are
flattened to tokens, and the channels are reduced with a linear layer such that
the dimension of the enhanced tokens matches the dimension of the input. A
Gaussian Error Linear Unit (GELU) [57] activation function is used after each
linear and convolutional layer.

3.4 Locally-enhanced positional encoding

As the self-attention mechanism inherently ignores positional information in
the 2D image space, we use positional encoding to add such information back.
Different from the typical encoding mechanisms Absolute Positional Encoding
(APE) [41], Relative Positional Encoding (RPE) [58], and Conditional Positional
Encoding (CPE) [59] that adds positional information into the input tokens
before the Transformer Blocks, we use LePE [11], implemented with a depth-
wise convolution operator [60], to incorporate positional information within
each Transformer block. Hence, the self-attention computation is formulated
as:

QK™
Vi

where dj is the dimension of the queries and keys and DWC is the depth-wise
convolution operator. As seen in Figure E.5, LePE operates in parallel directly
on V from the query (Q), key (K), and value (V) pairs obtained by a linear
transformation of the input X.

Attention(Q, K, V') = SoftMax( )WV + DWC(V) (F.2)

Fig. F.5: Illustration of the LePE positional encoding mechanism.

4 Experiments and Analysis

4.1 Datasets

RELLISUR

The recent RELLISUR dataset [6], is the only publicly available dataset of
real degraded LLLR images and their high-quality NLHR counterparts. The
RELLISUR dataset contains 850 distinct sequences of LLLR images, with five
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different degrees of under-exposure in each sequence, paired with NLHR
images of three different scale levels. In our work, we experiment with x4
upscaling which is the most challenging scale factor in the dataset. We follow
the pre-defined split from [6], and as such the number of train, val, and test
images are 3610, 215, and 425, respectively.

SICE

SICE [12]is a dataset of 589 various scenes captured at different exposure levels,
ranging from under to overexposed including a correctly exposed Ground-
Truth (GT) image. We follow the train test split defined in [12], resulting in 58
test and 531 train images. We use the GT normal-light images as is, but use
only the darkest exposure of each scene as the LL image during both training
and testing. We synthetically create degraded LR versions of the LL images
to obtain paired degraded LLLR and clean NLHR images. The LL images is
degraded by convolving with an 11 X 11 Gaussian blur kernel with a standard
deviation of 1.5 before downsampling with factor x4. Next, we model sensor
noise by adding Gaussian noise with zero mean and a standard deviation of
8. Finally, we store the images in JPEG format with a quality setting of 70 to
add compression artifacts. A total of 8 images, which resolutions are less than
256 x 256 pixels after the downsampling, are discarded from the training set.
Evaluation is performed on 256 x 256 center crops.

4.2 Evaluation metrics

We use two hand-crafted (PSNR, SSIM [61]) and one learning-based (DISTS
[62]) Full-Reference Image Quality Assessment (FR-IQA) metrics for our quan-
titative comparisons. PSNR is a measure of the peak error between the recon-
structed image and the GT, while SSIM is more focused on visible structure
and texture differences. However, none of these metrics correlates well with
the perceived image quality [63]. To this end, we use DISTS [62] which better
captures the perceptual image quality as judged by human observers. More-
over, DISTS is also robust to mild geometric transformations. For all metrics,
we report scores computed on the RGB channels.

4.3 Implementation details

Our RELIEF model is trained from scratch for 5x10° iterations with a batch size
of 16 using L; loss. We use the ADAM optimizer [64] with a learning rate of
2e—4 which we decrease with a factor 0.5 at 2x10°, 4x10° and 4.5x10°. For data
augmentation, we perform rotation and horizontal and vertical flips. We use
4 encoder-decoder levels in our RELIEF implementation, with two ECSWin
Transformer blocks at each level, including the bottleneck. The number of
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attention heads and dimensions of the stripe widths in the encoder are set to
[4,8,16,32] and [1,2,8,8], respectively, which are mirrored in the decoder. In the
bottleneck, 32 heads and a stripe width of 8 are used. We use channel dimen-
sion C = 48 for the first encoder level in all experiments. As such, the resulting
number of feature channels from level-1 to level-5 becomes [48,96,192,384,768].

4.4 Comparison with existing methods

To the best of our knowledge, no existing method in the literature can han-
dle reconstruction of real LLLR RGB images. To this end, we compare our
proposed method against dedicated methods for LLE, SR, and general im-
age restoration. MIRNet [65] and ESRGAN [5] are SoTA methods for LLE
and SR, respectively. To enable upsampling together with LLE we append a
Pixel-shuffle [52] layer to MIRNet. As the VGG-discriminator in ESRGAN [5]
is not compatible with large training patches, we use the patch discrimina-
tor from [66] instead. SwinIR [48] is a SOoTA Transformer based method for
general image restoration e.g. SR, JPEG compression artifact reduction, and
denoising. We use the real-world SR configuration! and Pixel-shuffle upsam-
pling for SwinIR. We re-train all competing methods using the same training
hyper-parameters used for our RELIEF for a fair comparison. We use a LR
training patch size of 256 x 256 pixels for all methods, although the perfor-
mance of RELIEF can be further improved by using an even larger training
patch size as shown in Section 4.6. MIRNet and SwinIR are optimized with L1
loss, while ESRGAN is optimized with a combination of L1, perceptual and
adversarial loss as proposed by the authors. We emphasize that none of the
above-mentioned exiting methods are designed for joint LLE and SR, but once
trained on such data they can still serve as baselines against our proposed
method.

Table F.1: Overview of different models and the number of parameters x10° and Giga Multiply-
Accumulates per Second (GMACs).

Model Parameters GMACs
MIRNet [65] w. Pixel-shuffle [52] 31.8 51.0
ESRGAN [5] 23.2 100.0
SwinlIR [48] 11.6 47.2
RELIEF 46.3 5.7

As seen in Table F.1, our RELIEF has the highest number of parameters, but
a significantly lower computational burden than any of the compared methods,
e.g. 5.7 vs. 47.2 GMACs for SwinIR [48]. However, as proved by empirical

Thttps://github.com/cszn/KAIR/blob/master/options/swinir/train_swinir_sr_realworld_x4_
psnr. json
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4. Experiments and Analysis

evidence in Section 4.6, we can obtain comparable performance with a RELIEF
variant with less than half the parameters. The time it takes to process an input
image of 256 x 256 pixels with RELIEF using a RTX 3090 GPU is = 59 ms.

4.5 Results

Table F.2: Quantitative comparison of state-of-the-art methods for joint LLE and x4 SR on the
RELLISUR and SICE datasets. Our RELIEF sets state-of-the-art results on both datasets.

RELLISUR [6] SICE [12
Method PSNRT SSIMT DISTS[62]] PSNRT SSIMT DISTS[62] ]
MIRNet + ESRGAN |5, 65] 1981 07100 0.2017 - - -
MIRNet |65| w. Pixel-shuffle [52] 21.04  0.7619  0.1609 1802 06760  0.2749
ESRGAN [5 1749 06724 0.1518 1644 06271 02611
SwinIR |48] 1899 07478 0.1705 17.66 06867 0.2753
RELIEF 2132 07686  0.1364 18.80  0.6980  0.2606

Quantitative results

As seen in Table F.2, sequential processing with MIRNet followed by ESRGAN,
performs worse than the jointly trained MIRNet with PixelShuffle upsampling.
The best performance is obtained by RELIEF which obtains gains in PSNR of
0.28 and 0.78dB on the RELLISUR and SICE datasets, respectively. Similarly,
our RELIEF also achieves the best perceptual quality, according to the DISTS
[62] metric, even though our method is not optimized with perceptual losses
like ESRGAN.

Qualitative results

We show visual comparisons of different methods on both the RELLISUR and
SICE datasets in Figure F.6 and Figure F.7. As seen, our RELIEF also shows its
clear advantages against the other methods, by producing the most visually
pleasing reconstructions with the lowest amount of artifacts. In the RELLISUR
dataset, there are severe noise and color distortions hiding in the extremely
low-light low-resolution images, which methods like MIRNet and ESRGAN
struggle to remove. In comparison, SwinIR produces fewer artifacts, but our
RELIEF reconstructs images with the most accurate colors and the least artifacts
while preserving most of the structural content. This is especially noticeable
in Figure F.6 second and third row, where our method is the only one that
manages to reconstruct a uniform and clean background as intended, without
compromising edges and fine details. The same trend can be observed with
the visual results from the SICE dataset, where images produced by MIRNet
and ESRGAN contain severe visual defects, while our method is more faithful
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LLLR MIRNet |65] ESRGAN [5] SwinlR [48] RELIEF Ground-truth

Fig. F.6: Visual comparison for joint LLE and x4 SR on the RELLISUR [6] dataset. Compared to
the other approaches, our RELIEF produces more visually faithful results with less artifacts.

LLLR MIRNet [65] ESRGAN |5] SwinlR [48] RELIEF Ground-truth

Fig. F.7: Visual comparison for joint LLE and x4 SR on the SICE [12] dataset. Our RELIEF is better
at restoring the correct colors and removing undesirable artifacts.

to the ground-truth. The main difference between SwinIR and our method is
that the reconstructions produced by our method appear much sharper and
with less color distortions.
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4.6 Ablation Studies

In this section, we investigate the effectiveness and necessity of the components
in RELIEF. All evaluations are conducted on RELLISUR [6] using a LR training
patch size of 64 X 64 and a channel dimension C = 48, unless otherwise stated.

Training patch size

We study how the size of the LR
training patch affects the recon- Table F.3: Ablation on training patch sizes.

struction performance. As seen
in Table F.3, larger patch sizesre- ~ LRpatchsize PSNRT SSIMT DISTS [62]]

sult in increased reconstruction — 64 x 64 19.78 0.7430  0.1917
accuracy. A significant improve- ~ 128x128 2025 07491 01716
256 % 256 21.32 0.7686  0.1364

ment in reconstruction accuracy
of 2.24dB is obtained by using a
patch size of 384 x 384 pixels in-
stead of 64 X 64 pixels. The improvement can also be confirmed visually from
the results shown in Figure E.8, where it can be seen that a larger patch size
contributes to more details in the reconstructions (Figure E.8, top row), while
also ensuring that smooth regions appear more uniform and with fewer ar-
tifacts (Figure F.8, bottom row). Based on this we conclude that our RELIEF
is effective in terms of leveraging more global contextual information for joint
LLE and SR.

384 x 384 22.02 0.7790  0.1268

10 480 KES 30 480 KGS 30480 KGS
§7200 LBS 47200 LBS 47200 LBS
2130 B6S | 2130 KGS 2130 KGS

28350 RS 23.350 KG6S 28,350 KGS

LLLR (a) (b) Ground-truth

Fig. F.8: Visual effect of training RELIEF with different LR patch sizes, (a) 64 x 64 pixels and (b)
256 x 256 pixels (samples from the RELLISUR [6] dataset).
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Impact of skip connections and bottleneck layer

Table F.4 shows thee variants of our network: RELIEF, RELIEF without skip-
connections, and RELIEF without the bottleneck layer. From the table, it
can be seen that the skip connections and bottleneck layer are both important
components as the PSNR drops by 0.64 and 0.58dB by removal of these network
components, respectively.

Table F.4: Ablation on different network designs.

Design  w/o skip-conn. w/o bottleneck RELIEF
PSNR T 19.14 19.20 19.78

Attention and locality

We compare different multi-headed self-attention mechanisms, feed-forward
networks, and positional-encoding mechanisms for the Transformer blocks in
RELIEF to show the effect on the reconstruction performance. As seen in Ta-
ble E.5, the best performing configuration with cross-shaped window attention,
and enhanced locality in the feed-forward network and positional-embedding
yields 0.97dB improvement over the configuration with shifted-window at-
tention [7], MLP feed-forward network and relative-positional encoding [58]
without locality enhancement. Compared to CSWin, our ECSWin block with
locality enhanced feed-forward network results in 0.15dB PSNR gain.

Table F.5: Ablation on different multi-headed self-attention mechanisms, feed-forward networks,
and positional-encoding mechanisms. t is the result of our ECSWin Transformer block.

FFN PE
MSA MLP LeFF[56] RPE[58] LePE[11] PSNR7T
Swin v - v - 18.81
Vv - - v 19.49
CSWin - Vv - - 19.63
- v - v 19.78 +

Model parameters

We experiment with different amounts of model parameters to find a trade-off
between accuracy and complexity by varying the channel number C. Asshown
in Table F.6, we design three variants of RELIEF: RELIEFs, RELIEF,;, and
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RELIEF;. We observe that the PSNR is correlated with the number parameters,
but also that the parameters and GMACs grow quadratically. We choose a
channel number of 48 to balance performance and model size.

Table F.6: Comparison of different channel dimensions and the resulting number of model
parameters, GMACs and reconstruction accuracy.

Model C  Parameters x10°® GMACs PSNR T

RELIEFs 32 20.6 2.59 19.68
RELIEF,; 48 46.3 5.74 19.78
RELIEF;, 64 82.1 10.13 19.80

5 Conclusion

In this paper, we introduced RELIEF, a novel U-shaped multi-scale hierar-
chical Transformer network for joint LLE and SR of real LLLR images. With
its efficient ECSWin Transformer blocks, capable of capturing long-range de-
pendencies and utilizing local context, RELIEF can benefit from large training
patches which leads to better reconstruction performance. As such, RELIEF
is capable of revealing details previously hidden in the dark while also re-
moving undesired artifacts. Experimental results on two benchmark datasets
show that RELIEF outperforms the state-of-the-art methods in terms of both
reconstruction accuracy and visual quality. In the future, we plan to explore
our RELIEF architecture for other image reconstruction tasks.
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1. Introduction

Abstract

We propose a novel means to improve the accuracy of semantic segmentation based
on multi-task learning. More specifically, in our Multi-Task Semantic Segmentation
and Super-Resolution (MT-SSSR) framework, we jointly train a super-resolution and
semantic segmentation model in an end-to-end manner using the same task loss for
both models. This allows us to optimize the super-resolution model towards producing
images that are optimal for the segmentation task, rather than ones that are of high-
fidelity. Simultaneously we adapt the segmentation model to better utilize the improved
images and thereby improve the segmentation accuracy. We evaluate our approach on
multiple public benchmark datasets, and our extensive experimental results show that
our novel MT-SSSR framework outperforms other state-of-the-art approaches.

1 Introduction

Semantic Segmentation (SS) is a widely studied computer vision problem that
helps scene understanding by assigning dense labels to all pixels in an image.
SS has several applications in fields such as autonomous driving, robot sens-
ing, and similar tasks that require a semantic understanding with pixel-level
localization. The accuracy of SS is highly correlated with the spatial resolution
of the input images [1]. This is particularly prominent for segmentation of
small objects, where High-Resolution (HR) is essential to obtain a high ac-
curacy [2]. However, obtaining HR image data is not always possible. One
possible solution is therefore to upsample Low-Resolution (LR) images as a
pre-processing step. This can be done with classical interpolation-based meth-
ods, such as bicubic interpolation, or with the more recent deep-learning based
Super-Resolution (SR) methods. The latter has shown to be the most effective
in terms of restoring HR details from LR images [3, 4]. Deep-learning based
SR models are trained by minimizing the loss, typically Mean Squared Error
(MSE) loss, between the reconstructed HR image and the Ground-Truth (GT).
Hence, these methods require paired LR/HR images for training. However, in
the case of improving another computer vision task, such as SS, the objective
and subjective quality of the super-resolved image is not necessarily the best
metrics. Therefore, we hypothesize that by only using the segmentation loss, it
is possible to optimize the SR model jointly, to produce super-resolved images
that result in improved segmentation accuracy.

In this paper, we therefore propose a novel framework named Multi-Task
Semantic Segmentation and Super-Resolution (MT-SSSR), for joint learning
of SS and super-resolution as seen in Fig. G.1. We use ESRGAN [4] and
HRNet [5] respectively as SR and SS backbones, in our joint framework, and
rely on a single loss for learning both models, namely the loss of the SS task. We
evaluate our method on two different publicly available datasets, and present
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new State-of-The-Art (S0T'A) results on both. In summary, the contributions of
this paper are:

* A novel multi-task learning framework, which uses a single loss to im-
prove the segmentation performance together with SR.

* Our method does not require LR/HR training image pairs for the SR
model when jointly learning in the multi-task learning framework.

¢ We outperform SoTA SS methods on the challenging CityScapes and
IDD-Lite datasets by respectively 4.2% and 2.2%, compared to the best
existing published results.

2 Related Work

Super-resolution: ~ Dong et al. [3] proposed the first deep-learning-based
method for SR, which successfully learned to perform non-linear mapping
from LR to HR images. Since then, most successful SR methods have been
based on convolutional neural networks. One of the SoTA SR methods is
ESRGAN [4], which uses a relativistic Generative Adversarial Network (GAN)
with Residual-in-Residual Dense Blocks (RRDBs). Besides improving Signal-
to-Noise Ratio (SNR), or the perceptual quality of images, SR can also be used
to assist other computer vision tasks to achieve better accuracy [6, 7]. Recently,
it has been shown that SR can improve optical character recognition accuracy
by up to 15% [8] and object detection in satellite imagery by up to 30% [9].
Semantic Segmentation: A popular method to achieve SS is to use an
encoder-decoder architecture [10-12] which encodes the input image to dense
representational feature-maps and then decodes to regain spatial informa-
tion [13, 14]. Eff-UNet [15] utilizes Efficientnet [16] as an encoder and UNet
[11] as a decoder, to achieve SoTA performance the IDD-Lite dataset [17].
DeeplabV3 [18] uses atrous convolutions and skip-connections for decoding.
ERFNet [19] uses deconvolutional layers, combined with a non-bottleneck-1d
layer to reduce computational cost. PSPNet [20] proposes a spatial pyramid
pooling layer that gathers information by pooling over an increasingly smaller
region of the image, then fusing those feature-maps with the original feature-
map. Unlike the previously mentioned methods, HRNet [5], aims to retain as
much of the resolution of the input image, by combining a HR branch with par-
allel LR branches to achieve representational information, and subsequently
fusing the information from all branches before the final layer. Segmentation
models are often optimized using cross-entropy loss, which is a per-pixel eval-
uation. In [21], Region Mutual Information (RMI) loss is proposed, which
utilizes neighboring pixels in a statistical approach, allowing the model to ad-
just the loss based on how difficult the prediction is, resulting in an overall
improvement in accuracy [21].
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3. The Proposed Framework

Multi-Task Learning:  Multi-task learning has proven to be effective for
different computer vision problems, when multiple tasks need to be solved at
once. By jointly learning multiple related tasks, the performance of the indi-
vidual tasks can be further improved, compared to learning them separately.
In [22], multi-task learning is used to jointly learn image segmentation and
depth estimation. In [23] it is proposed to use two GANSs for joint de-noising
and SR. In [24] a network that can perform a selection of tasks with the same
weights is proposed. This is done with task-specific feature modulation, and
residual adapters to adjust the forward pass. The work most closely related to
ours is DSRL proposed in [1], where multi-task learning is used to jointly learn
SR and SS. As the main purpose of multi-task learning in [1] is to improve the
encoder of the segmentation model, the SR is considered an auxiliary task that
is removed at test time. A key difference in our approach is that we use our SR
model to upsample the input images during both training and testing. Addi-
tionally, we use the segmentation loss for optimizing our SR model, while [1]
uses MSE, which requires a HR ground truth version of the input images for
supervised learning.

3 The Proposed Framework

While the use of SR has shown to improve the performance of other vision
tasks, experiments show that traditional SR metrics cannot be used as full
proxies to recover all the lost details [6]. We postulate that using traditional
SR metrics as auxiliary loss for multi-task learning, serves to optimize the
model on some implicit assumptions rather than a global optimum for the
entire system. We therefore propose using the segmentation task’s loss for
improving the performance of the SR task as well.

The block diagram of our proposed method, MT-SSSR, is shown in Fig. G.1.
By jointly training both models using the segmentation loss, we remove the
need for LR/HR image pairs during training. This makes our method ap-
plicable to real-world applications where such data are not available. The
SR backbone in our framework is built upon the RRDB generator from ESR-
GAN [4]. Hence, we do not perform traditional GAN training with ESRGAN,
and instead replace all pixel and feature-based loss functions with our task loss.
For SS it is vital to have a high spatial resolution to accurately segment the con-
tents of an image. Hence, we chose HRNet [5] as the backbone architecture.
Other than replacing the Online Hard Example Mining (OHEM) cross-entropy
loss [25] with RMI loss, we do not modify the HRNet architecture further.
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Fig. G.1: Our proposed framework, MT-SSSR. Dashed and full lines represent training and testing
phases, respectively. The SR model learns to upsample and enhance the input image based on the
segmentation task loss. The segmentation model uses the same loss to improve the accuracy of its
prediction.

4 Experiments and Results

4.1 Datasets

The IDD dataset [26] contains driving scenes in unstructured environments,
including both urban and rural scenes. In our experiments we use the IDD-Lite
dataset [17] which is a sub-sampled version of the IDD dataset. The IDD-Lite
dataset contains pixel annotations for 1404 training, 204 validation, and 408
test images, respectively. The dataset has a resolution of 320 x 227 pixels and
contains 7 classes. Ground truth labels are only publicly available for the
training and validation images.

The CityScapes dataset [27] contains driving scenes from 50 different cities
recorded across several months. The dataset contains finely annotated seman-
tic maps for 2975 training, 500 validation, and 1525 test images, respectively,
which have a resolution of 2048 x 1024 pixels. Following [1], we sub-sample the
CityScapes dataset to 1024 x 512 pixels. There are 19 classes to be segmented.
We report our results on the test set, based on submission to the CityScapes
Online Server.

4.2 Implementation Details

For both our experiments on CityScapes and IDD-Lite, we initialize the seg-
mentation backbone with weights pre-trained on CityScapes training data. For
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the SR backbone, we use transfer-learning by pre-training the model on generic
LR/HR image pairs before the model is used in the multi-task framework. For
this, we use the DF2K dataset, which is a merge of DIV2K [28] and Flickr2K [4],
and use bicubic interpolation to downsample the HR images. We denote the
pre-trained SR model as SRst (Super-Resolutions;gre-Task)-

For our experiments on CityScapes, we use the sub-sampled images, but
test against the full-resolution labels by upsampling our predictions with bi-
linear interpolation. For our experiments on IDD-Lite we train at the native
resolution training images and labels, and test against 256 x 128 pixel labels
according to [17]. We experiment with both X2 and x4 upsampling in our
MT-SSSR framework.

Training Setup: Due to memory constraints, we use a cyclic approach for
training our MT-SSSR framework, where we alternate between training on
patches and the full image. For patch training, we randomly crop 128 x 128
pixel LR patches from the training images and update both the weights of the
SR and the SS model. When training on the full image, we only update the
weights of the SS model.

We train all our models using gradient-descent with a mini-batch size of
12 on four V100 GPUs using a learning rate of 0.001 with an exponential decay

tora, 090 . ) .
(Ir x 1’:;% ) trained until convergence. For the segmentation models we

additionally use momentum (0.9) and weight decay (0.0005).

4.3 Results

i TR

Input Zoomed Input X2 SRy Ground truth HRNet |5] Ours

Fig. G.2: Comparison of segmentation results on CityScapes (rows 1,2) and IDD-Lite (row 3). The
three first columns show the input image together with a zoomed-in crop of the input and super-
resolved image respectively. The last three columns show the differences between the ground
truth, HRNet [5] (baseline), and our best performing model respectively. Noticeable differences
include; distant streetlights, poles and signs in row 1, traffic poles, and people in row 2, and distant
poles and people in row 3.
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Results on CityScapes: Table G.1 shows the segmentation accuracy on
CityScapes. We include results for experiments with 1024 x 512 resolution
input images and X2 upsampling of these. Most noticeably, our MT-SSSR
framework provides 4.2% improvement over the current SoTA [1] and 3.6%
improvement over the HRNet baseline [5] on the test set. As seen in the quali-
tative comparison in Fig. G.2, our jointly trained SR model enhances sharpness
and details of the input images, which in turn helps the segmentation model
to better segment smaller distant objects, compared to the baseline.

Method Scale Factor Val. (%) Test (%)
DeepLabV3+ [18] Native 70.0 67.1
PSPNet [20] Native 715 69.1
HRNet [5] Native 77.3 75.4
DSRL [1] X2 SRyt 75.7 74.8
MT-SSSR (ours) X2 SRyt 80.3 79.0

Table G.1: Quantitative segmentation results on CityScapes.

Results on IDD-Lite: The
segmentation accuracy on

IDD-Lite reported in Ta-  Method Scale Factor  Val. (%)

ble G.2 shows that the per- :

formance increases with the ~ DeepLabV3+[18] Nat?"e 64.3

upsampling factor in our ERFNet [19] Naqve 66.1

MT-SSSR. In particular, our ~ TIRINet [5] Native 69.4
Eff-UNet [15] Native 73.8

method with X4 upsampling
provides 2.5% improvement
compared to the current
SoTA [15] and 6.9% improve-
ment over the baseline HR-
Net [5]. In the qualita-
tive segmentation results in
Fig. G.2, it can be seen that our method more accurately segments fine details
in the image, compared to the baseline. This is also reflected in the per-class
performance in Table G.3. An interesting example can be seen for the triangu-
lar part of the pole in the upper left corner (row three), where our method can
label the sky correctly, even though this is mislabeled in the GT.

MT-SSSR (ours) X2 SRpyt 74.1
MT-SSSR (ours) x4 SRy 76.3

Table G.2: Quantitative segmentation results on IDD-Lite.

4.4 Ablation Study

Effect of Upsampling and RMI-loss:  We investigate the effect of SR and
RMI-loss on the CityScapes and IDD-Lite datasets. As seen in Table G.4, RMI-
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Method Drivable Non Drivable Living Things Vehicles Roadside Objects Far Objects Sky

HRNet + RMI 94.78 43.16 51.10 77.80 51.93 75.97 94.72
Eff-UNet |15 94.86 50.12 61.96 81.31 54.99 77.54 95.55
MT-SSSR (ours best)  95.07 47.69 68.50 85.97 59.01 80.91 96.66

Table G.3: Per-class accuracy on IDD-Lite. Compared to the baseline and Eff-UNet our method
improves significantly on small objects such as living things and roadside objects.

loss improves slightly over using OHEM-loss in the baseline HRNet on both
datasets. Furthermore, naively upsampling the input images with X2 bicubic
interpolation also improves the performance slightly. However, when using
x4 upsampling with bicubic interpolation on the IDD-Lite dataset, the accu-
racy drops 2.3% below baseline. Using images upsampled in a pre-processing
step with the pre-trained single-task SR model, SRgsg, together with HRNet +
RMI, provides 0.7 and 1.3% improvement over the baseline on CityScapes and
IDD-Lite, respectively. When combining RMI-loss and SR in our multi-task
framework we improve the performance by 3.6% and 6.9% for the CityScapes
and IDD-Lite datasets, respectively.

Method Scale Factor Val. (%)
HRNet [5] Native 69.4
HRNet + RMI Native 69.9

HRNet + RMI X2 Bicubic  70.9
HRNet + RMI x4 Bicubic 67.1
HRNet + RMI X2 SRgr 71.2
MT-SSSR (ours) X2 SRyt 74.1
MT-SSSR (ours) x4 SRyt 76.3

Table G.4: The effect of RMI-loss and SR on segmentation accuracy on the IDD-Lite dataset. p7
and st denote multi-task and single-task, respectively.

Inference Time: We compare our method in terms of inference time against
the baseline model on the CityScapes dataset, on a V100 GPU. The inference
time is 101ms and 1888ms per image for the baseline HRNet and MT-SSSR,
respectively. The inference time of HRNet at the increased resolution alone
is 592ms per image. This means that the increased performance comes at a
significant computational cost. However, no particular efforts has been made
in order to optimize the inference time.
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5 Conclusion

In this paper, we propose a novel framework for SS based on multi-task learn-
ing with super-resolution. The super-resolution model learns to enhance the
input images such that they become more suitable for the SS model, while
the segmentation model jointly learns to predict more accurate segmentation
maps. Our experimental results show that our proposed system outperforms
existing SOoTA SS methods significantly on the challenging CityScapes and
IDD-Lite datasets.
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