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Abstract: LoRa is one of the most popular low-power wireless network technologies for imple-
mentation of the Internet of Things, with the advantage of providing long-range communication,
but lower data rates, when compared with technologies such as Zigbee or Bluetooth. LoRa is a
single-channel physical layer technology on top of which LoRaWAN implements a more complex
multi-channel network with enhanced functionalities, such as adaptive data rate. However, Lo-
RaWAN relies on expensive hardware to support these functionalities. This paper proposes a LoRa
data-link-layer architecture based on a multi-layer star network topology that adapts relevant LoRa
parameters for each end node dynamically taking into account its link distance and quality in order
to balance communication range and energy consumption. The developed solution is comprised
of multiple components, including a LoRa parameter calculator to help the user to configure the
network parameters, a contention-free MAC protocol to avoid collisions, and an adaptive spreading
factor and transmission power mechanism. These components work together to ensure a more
efficient use of the chosen ISM band and end node resources, but with low-cost implementation and
operation requirements.

Keywords: LoRa; data link layer; spreading factor; transmission power; MAC protocol

1. Introduction

Low-power wide-area networks (LPWANs) play a key role in the implementation of
the IoT (Internet of Things) concept, and LoRa (which stands for “long range”) is among
the most popular of these technologies [1]. LoRa defines a spread spectrum modulation
technique based on the chirp spread spectrum (CSS) [2]. Covering the physical layer of the
OSI (open systems interconnection) model, it makes use of the sub-gigahertz ISM (industrial,
scientific, and medical) bands to enable low-power and long-range communication that
can reach up to 10 km in rural areas.

The LoRaWAN open specification [3] is built over the LoRa physical layer, providing
upper-layer protocols and the means to connect the LoRa devices (end nodes) to the Inter-
net. It defines the device-to-infrastructure LoRa parameters and the LoRaWAN protocol,
allowing for interoperability between devices. LoRaWAN has established itself as one of
the main IoT communication stacks for low-power and lossy networks (LLNs).

The LoRaWAN network architecture consists of a star-of-stars topology (see Figure 8
in [2]), where gateways forward packets from end nodes (usually, data collected from
sensors) to a network server and vice versa. The network server manages the network by
performing functions such as deduplicating received packets and controlling the data rate.
The data can then be accessed by the user through the Internet on application servers and
cloud services.

While LoRa is a single-channel point-to-point (P2P) technology, LoRaWAN is a more
complex multi-channel network where several low-cost end nodes may communicate
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simultaneously with high-cost LoRaWAN gateways using different channels and spread-
ing factors (SFs). The LoRaWAN protocol controls the LoRa physical layer through the
implementation of useful functionalities such as adaptive data rate (ADR), which manages
the transmission power and spreading factor according to the received packet SNR (signal-
to-noise ratio). However, it relies on expensive hardware to support these functionalities.

A functional LLN can be implemented on top of LoRa, instead of relying on LoRaWAN,
and this may be a reasonable approach for simple network topologies (such as star) in
low-power applications. By following this method, one can detach the network from
a specific LoRaWAN infrastructure, which leads to lower costs. However, most works
that pursue this approach do not consider adopting a mechanism similar to ADR from
LoRaWAN, relying instead on a fixed physical layer parameter set. This leads to inefficient
use of networks and end node resources, such as bandwidth and energy, which may be
critical for the lifetime of end nodes, since they are typically battery-operated in many
application scenarios.

Implementing an efficient LLN on top of LoRA requires a deep knowledge of the
physical layer parameters and the development of a data-link-layer protocol. Transmission
power (TxP), spreading factor (SF) and bandwidth (Bw) are three important and intrinsi-
cally related LoRa parameters because they have impact on range, data rate, and energy
consumption. For example, a high TxP provides a long communication range but increases
the energy consumption, and a higher SF increases the range but reduces the data rate
(which can impact throughput), whereas increasing the used Bw increases the data rate but
reduces range.

Our contribution in this paper is the proposal and evaluation of a LoRa data-link-
layer architecture based on a multi-layer star network topology that dynamically adjusts
the LoRa parameters of each end node taking into account the SNR in order to balance
its communication range and energy consumption. The designed architecture takes into
account that the end nodes usually are placed at different distances from the gateways
and, therefore, require different parameter configurations to achieve a satisfactory link
quality. The proposed architecture ensures efficient use of the chosen ISM band and low-
cost implementation and operation, i.e., without requiring the use of third-party LoRaWAN
services or infrastructure.

The rest of this paper is organized as follows: Section 2 identifies the related work,
whereas Section 3 provides the background regarding the relevant LoRa parameters. Section 4
describes the proposed link layer architecture and each of its components, whereas Section 5
presents the results and discussion. Finally, Section 6 outlines the conclusions and suggestions
of future developments.

2. Related Work

The efficient implementation of LLNs and other IoT networks and technologies re-
quires the contribution of several research topics. Among them, data aggregation mech-
anisms are important to avoid data duplication and increase the sensors’ measurement
precision, especially when they are vulnerable to environmental factors (e.g., radiation,
temperature, pressure variations, potential mobility, etc.) [4]. Likewise, security mecha-
nisms are important to mitigate different types of attacks (e.g., eavesdropping, denial of
service, data integrity attacks, etc.) [5]. Although these aspects are highly relevant, they are
out of the scope of this paper.

Several works have addressed the application scenarios of LLNs [6,7]. Among the
works making contributions to LoRa, some propose alternative implementations [8] and
improvements [9,10] to the physical layer. Other works step up in the protocol stack and
propose improvements to the LoRaWAN architecture [11,12]. Many works have explored
the LoRa physical layer as a means to communicate. However, unlike our paper, most of
these works merely apply the technology with fixed parameters for each end node [13,14],
trying to maximize the range of communication while maintaining a reasonable throughput.
These and other more closely related works are analyzed next.
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In [13], an agricultural field monitoring application with irrigation control was de-
veloped. It consists of a network of end nodes for sensing or irrigation and a gateway
node to connect the application to the Internet. Both the end nodes and gateway employ
the LoRa physical layer to communicate by using the same single-channel link. Each
sensor node sends its data every five minutes, and every data packet receives a downlink
acknowledgment (ACK).

In [14], a wireless sensor network (WSN) is used to collect environmental data used
to optimize irrigation timings. The network uses the LoRa physical layer between sensor
nodes and an aggregating node with a single-channel transceiver. The sensor nodes send
environmental data every 10 min. The aggregator node is capable of sustaining a network
of up to 250 nodes, configuring them automatically at boot, and all messages are encrypted.
Since there are no ACK packets, there is no way of easily detecting a lossy link. Like in the
previous work, the LoRa parameters are fixed, so the use of the resources from the network
and nodes is not optimized.

In [15] the capabilities of a LoRa single-channel device are enhanced by enabling it to
receive packets coming with different and unknown spreading factors. This is achieved
by performing channel activity detection (CAD) on each SF and detecting the preamble of
incoming packets, taking into consideration the probability of adjacent SF detection. The
developed adaptive spreading factor selection (ASFS) algorithm can serve as a basis for
having end nodes with different SF configurations in the same network. Although there
is no mention of how the preamble length is calculated for each SF, it is indicated that it
should be long enough so that the receiver can successfully receive the packets. Since there
are no ACKs, a similar version to the ADR algorithm cannot be applied, so in this work,
the SF is kept fixed for each node.

In [16], the authors propose a data-link-layer protocol to improve the communication
reliability (packet delivery ratio) and energy efficiency for indoor LoRaWAN networks.
The approach is the introduction of booster nodes, which may be a subset of the LoRA
end nodes. These nodes perform two tasks: (i) repeat the same physical layer frame that
was not acknowledged by the gateway in synchronization (within time constraints) with
the transmitting nodes and, on the same channel, improving the RSSI (received signal
strength indicator) at the gateway and (ii) re-send downlink ACKs that were not received
(originated by a retransmission) by the recipient end node. This approach increases the
energy efficiency of LoRaWAN networks since it reduces the number of possible packet
retransmissions. It is specifically suited to indoor environments, since the synchronization
is much more difficult to achieve for larger outdoor distances. This work uses LoRaWAN
instead of LoRa and does not control the transceiver transmission power to optimize node
range and energy efficiency.

In [17], a mechanism to improve the packet delivery ratio is proposed by adapting the
utilization of the channels according to estimated interference. The amount of interference
in a network is estimated by gateways, from the number of packets received on each channel.
From it, the probability of channel usage per node (or geographical area) is computed
and this information is broadcast to end nodes, which in turn change normal channel
allocation scheme according to the usage probabilities. Simulation results with different
geographical distribution of nodes and packet loss scenarios show improvements over a
uniform allocation of channels. This work does not consider node energy consumption and
range or the medium utilization over time.

In [18], the LoRA CAD is used to add controlled access to the medium and distribute
communication load between different channels/spreading factors. Three incremental
algorithms are proposed, the base one avoiding collisions using an interframe spacing
mechanism with a fixed number of detections and random backoff. In the second algorithm,
end nodes use the results of the CADs to determine which channels are less occupied and
use them for sending messages. The third algorithm is applied by the gateway, which has
a complete view of the network and broadcasts the global channels load to end nodes,
avoiding local biased load perceptions. Laboratory tests show that those algorithms
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improve goodput and radio energy consumption comparatively to LoRaWAN’s ALOHA
protocol. This work’s priority is to improve goodput and not energy consumption and
it does not consider the optimization of node range and the usage of available medium
time availability.

3. LoRa Parameter Background

To develop an efficient LoRa data-link-layer protocol, it is necessary to control SF, Bw,
and other main LoRa parameters. This is performed by LoRaWAN to implement useful
functionalities, such as ADR, which manages the TxP and SF according to the received
packet SNR.

LoRaWAN allows the selection of bandwidths in the range between 125 and 500 kHz
for uplink packets. On the other hand, the range of available bandwidths for LoRa networks
is larger, with values that can go as low as 7.8 kHz. The TxP impacts the link budget directly,
and its value depends on the hardware implementation and the regional limitations, where
its maximum value may range from 14 to 20 dBm. The spreading factor (SF), which can
vary from 7 to 12, defines the number of chips per symbol, and each step up doubles the
symbol period, as shown by Equation (1), where Bw is in Hz [19].

Symbol period =
2SF

Bw
(s) (1)

For a LoRa node to receive a packet, it must perform CAD using the same SF and Bw
of the sending node. This operation takes a time expressed in the transceiver datasheet [20]
as a multiple of the LoRa symbol period.

These parameters have impact on communication throughput, range, and energy
consumption. As shown by Equation (1), using a higher Bw decreases the symbol period
(and, consequently, increases the data rate), which allows us to increase the network
throughput. A higher data rate decreases the time on air (ToA) for the packets, which
means that less energy is spent to transmit them. On the other hand, the communication
range decreases when Bw increases.

A higher TxP provides a longer communication range but increases energy consump-
tion. Therefore, this parameter should be controlled to adequately balance communication
range and energy consumption.

Increasing the SF increases the symbol period (Equation (1)), so the data rate is reduced.
Equation (2), derived from [19], shows that a higher SF increases the processing gain of the
receiver, and thus communication range is also increased. However, as seen in Equation (3),
each step up of SF divides the bit rate approximately by half and, consequently, the ToA of
each packet is roughly doubled. This means that more energy is required to send packets
with higher spreading factors. Therefore, the SF is another LoRa parameter that can be
used to balance the range and the energy consumption.

Processing gain = 10× log10

(
2SF

SF

)
(dB) (2)

Bit Rate = SF× BW
2SF × CR (bps) (3)

Other relevant LoRa parameters are the coding rate (CR) and header mode, which is
largely application dependent. The CR improves communication robustness by performing
forward error correction (FEC); its possible values in Equation (3) range from 4/8 (higher
robustness) to 4/5 (lower robustness). The header mode can be implicit, implying a fixed
payload length, or explicit, giving the freedom of arbitrary payload sizes.

4. Data Link Layer Design

The link layer architecture proposed in this paper comprises multiple interrelated
components: network topology, ASFS algorithm, LoRa parameters calculator, MAC proto-
col, and the adaptive data link (ADL) mechanism. These components are described with
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more detail in the respective subsections. Figure 1 shows where the components that are
executed inside the end nodes and/or the packet forwarders are located.

End Node Packet Forwarder

LoRa PHY LoRa PHY

MAC Protocol ADL Configuration MAC Protocol ADL Algorithm

Figure 1. Components of the proposed data-link-layer architecture.

4.1. Network Topology

The designed link layer architecture uses single-channel LoRa devices as packet
forwarders, as observed in Figure 2, instead of more complex multi-channel LoRaWAN
gateways, in order to reduce the overall network cost.

The proposed solution is based on a two-level multi-layer topology where each set of
end nodes ENPFp sends the collected data to their respective packet forwarder PFp using a
LoRa network based on the star topology. The packet forwarder relays the data received
from its end nodes to a web server using any available connection to the Internet, such
as Wi-Fi, cellular or Ethernet. In the developed prototype, a Wi-Fi connection was used.
Through the use of multiple packet forwarders in range of the respective end nodes, the
coverage area of the system can be increased.

End Node EN11

LoRa
Transceiver

End Node EN1N

LoRa
Transceiver

End Node ENP1

LoRa
Transceiver

End Node ENPM

LoRa
Transceiver

Packet Forwarder PF1

LoRa
Transceiver

Wi-Fi / Cellular
Communication

Packet Forwarder PFP

LoRa
Transceiver

Wi-Fi / Cellular
Communication

Web Server

...

...

...

Figure 2. Network topology of the proposed link layer architecture.

In the following sections, for simplicity, the term “network” is used to refer to a single
LoRa subnetwork composed of a packet forwarder and its associated end nodes instead of
the larger network composed of all LoRa subnetworks.
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4.2. Adaptive SF Algorithm

The solution proposed in this paper implements the ASFS algorithm, described in [15],
to make it possible for the packet forwarders to correctly detect and decode packets
transmitted by its end nodes using unknown spreading factors. Through this algorithm, if
a preamble is not detected through CAD, the packet forwarder switches the SF until one is
detected. If a preamble is detected, then it uses the same spreading factor and performs
CAD again. At the third consecutive successful detection, it either prepares to receive the
LoRa packet or performs CAD detection on an adjacent SF until the current SF is not able
to find a valid preamble. This step is necessary for some spreading factors, because of the
imperfect orthogonality between adjacent spreading factors. In the latter case, the SF is
decreased by one, since it is the last valid candidate, and the LoRa transceiver is placed
in reception mode. By adopting this algorithm, false SF selection is mitigated, solving the
orthogonality problem stated before. The ASFS algorithm described in [15] was converted
into the flowchart shown in Figure 3 and implemented in the developed prototype.

Figure 3. Flowchart of the version of the ASFS algorithm implemented in the developed prototype.

One improvement made to this algorithm is the introduction of a fixed preamble
length for each SF, which has to be high enough so that the minimum amount of packets is
missed. This can be calculated by analyzing the worst-case scenarios for packet detection
with the ASFS algorithm, for the spreading factors that do not suffer from orthogonality
(SF = 7) and for those that do (SF = 10). The preamble length needs to correspond to an
entire cycle of cumulative CAD detection periods until it successfully detects the right SF.
This process still has to take into account the necessary time to process the CAD detection
interrupt service routine (ISR), which may include the reading of a register through SPI
(serial peripheral interface) or an input GPIO (general purpose input/output) pin, along
with the clearing of the necessary flags, for every CAD detection cycle. The maximum
values (Tmax) for SF = 7 and SF = 12 are shown in Equations (4) and (5), respectively,
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where TCADs f (obtained from the transceiver datasheet [20]) is the time taken by the CAD
detection period for the given SF and TISR is the period taken to process the interrupts to
control the ASFS algorithm.

Tmax(7) = 3TCAD7 + TCAD8 + TCAD9 + TCAD10 + TCAD11 + TCAD12 + 8TISR (s) (4)

Tmax(12) = TCAD7 + TCAD8 + 3TCAD9 + 3TCAD10 + 2TCAD11 + TCAD12 + 11TISR (s) (5)

The communication parameters of the end nodes are calculated by the packet for-
warder, similarly to the ADR mechanism of LoRaWAN, by defining a default SNR margin
and relating the maximum SNR of the received packets to the SNR limit for each SF, as
shown in Equation (6).

margin = max (SNRpacket)− SNRlimit(SF)−marginde f ault (dB) (6)

4.3. LoRa Parameter Calculator

The developed calculator is a tool that aids its users (i.e., network administrators) in
the selection of the values for LoRa parameters to be used in the initial configuration and
deployment of the LoRa devices.

The calculator takes a set of LoRa parameters as input, namely the maximum ToA,
the payload lengt and the coding rate (CR), as well as the estimated processing time
for execution of the ASFS algorithm by the packet forwarder microcontroller and the
transceiver power consumption (which are device dependent). Since the CR provides
recovery from packet errors, it is eminently application-dependant. For example, in an
application scenario that is loss tolerant, then CR can have the highest value (4/5), which
corresponds to the minimum level of redundancy. On the other hand, in applications where
it is critical to minimize the data loss, then the CR should have the minimum value (4/8).

Based on these input values, many important metrics are calculated and displayed by
this tool: the energy consumption per packet, the effective ToA, the maximum link budget
(difference between the transmitter output power and the sensitivity of the receiver), the
maximum receiver (Rx) sensitivity (which determines the minimum strength of a signal
that the packet forwarder can detect), the maximum time necessary for the ASFS algorithm
to execute an iteration (used by the packet forwarder to detect incoming packets), the
minimum time (Tmin) between messages (a restriction imposed by fair use of the ISM
bands) and the maximum number of packets that can be sent in a day. It also calculates the
Bw and the preamble length to be used in the transceiver configuration. The inputs and
outputs of the calculator can be observed in Figure 4.

Communication MetricsTransceiver Configuration

LoRa Physical Parameters Calculator

Max ToA
Payload
Length CR

BW Preamble
Lengths

Max
packets/day

Tmin
between

messages

Max ASFS
execution

period

Max Rx
Sensitivity

Max Link
Budget

ToA

Processing
Time

Transceiver Power
Consumption

Energy
Consumption

per Packet

Figure 4. Inputs and outputs of the LoRa parameters calculator.

For the development of the LoRa parameter calculator, as a starting point, a LoRa
air-time calculator was used [21], as it already contains many of the necessary parameters.
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Then, it was adapted to receive the necessary inputs and calculate the output parameters
iteratively, taking the ASFS algorithm requirements into consideration. The maximum time
it takes for the ASFS algorithm to run an iteration can be defined as the cumulative CAD
detection periods (Tmax), as described in the previous section.

The calculator algorithm is depicted in Figure 5. It iterates over all possible bandwidths
and returns the lowest Bw that fulfills the Max ToA requirement. To verify this, the
calculator considers a maximum SF (12), the maximum TxP, and the application-specific
payload and CR. Along with the Bw, the calculator outputs the calculated preamble lengths
for each spreading factor and the important metrics related to the set of parameters in
Figure 4.

Figure 5. LoRa parameter calculator flowchart.

The user configures the node with the Bw output with the calculator, an SF, and a
TxP of choice. It should be noted that the output Bw offers the highest possible range.
The initial SF and TxP are not very important since they will be dynamically minimized
according to the link quality by the proposed ADL mechanism. However, starting with the
highest SF and TxP values ensures the node will work from the first moment.

4.4. MAC Protocol

This section describes the implemented medium access control (MAC) protocol, which
controls the insertion of end nodes into the star LoRa network controlled by a given packet
forwarder, defines the uplink data transmission time from each end node to the packet
forwarder, and provides the transmission of downlink acknowledgments (ACKs) that allow
the end nodes to adapt their SF and transmission power dynamically (according to the
ADL mechanism described in the next section).

Most of the energy required by a wireless node is consumed by its MAC protocol [22],
so its optimization is fundamental. This energy consumption is high when the node is in
the active mode (either transmitting, receiving or idle) and very low in the sleep mode;
therefore, the MAC protocol should ensure that the node stays in active mode only for
short periods.
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The main potential sources of energy waste in a MAC protocol are collisions, protocol
overhead, and idle listening. A collision is a superposition (either total or partial) of the
transmissions of different nodes. In this case, the energy is wasted because the receiver
normally is unable to decode the packets, resulting in packet loss. The distributed ALOHA
protocol has low overhead but is very vulnerable to collisions. Distributed contention-
based MAC protocols, such as carrier sense multiple access (CSMA), are less vulnerable to
collisions but at the cost of higher protocol overhead (carrier sense and random bakeoff
periods), and they are not able to avoid all collisions.

On the other hand, the proposed centralized reservation-based MAC protocol is
collision-free since each slot is reserved to a single end node. It also has low protocol
overhead, since it does not perform carrier sense or backoffs. With this protocol, after the
initial slot allocation, an end node only needs to wake up periodically to sample its sensors,
transmit its data packet and, sporadically (as explained in the next section), receive an ACK
packet, which means that it can sleep the rest of the time to save energy.

The third main source of energy waste, idle listening, occurs when a node stays active
waiting to receive data packets destined for it. This may be the case, for example, when
some end nodes are actuator nodes instead of sensor nodes. In this case, with conventional
ALOHA or CSMA protocols, the node would need to be active all the time waiting for new
data, whereas with our MAC protocol, the node would only need to be active during its
slot at the superframe, sleeping the rest of the time.

As referred above, most of the energy of an end node is spent when the node is in
active mode. Since the proposed MAC protocol minimizes the protocol overhead and
eliminates collisions and idle listening, the active mode is used almost exclusively for the
transmission of data packets during the steady-state operation of the end node, which
means that its energy consumption becomes proportional to the ToA.

The proposed MAC protocol is divided into two key parts: slot allocation and data
transmission. The first part starts with an allocation request from the end node, which is
followed by an allocation response from the packet forwarder. After that, the node may
send data periodically at the start of its allocated slot in every superframe.

The superframe period (Ts) of the MAC protocol is set by the network administrator
taking into account the requirements of the application. With homogeneous end nodes,
it corresponds to the data transmission interval required by the end nodes, whereas with
heterogeneous nodes it can be set to the minimum data transmission interval required
among all end nodes, and those with less demanding timing requirements may use their
allocated slots only when necessary.

Considering that each node sends data at a predefined slot of the superframe, by
limiting the number of nodes per LoRa network, a suitable scheduling can be defined. The
method used to allocate slots to the end nodes is exemplified in Figure 6. This method
starts by spreading the transmissions as much as possible, and new slot allocations are
intercalated between the previous ones. The admission control mechanism of the MAC
protocol prevents the allocation of slots to new end nodes in the LoRa network when
its maximum capacity is reached, i.e., when it would not be possible for an end node
to make a transmission with the maximum ToA without overlapping with a new end
node’s allocation.

Figure 6. Timing for the configuration of end nodes.

A short end-node address (n) is attributed to each new node by the packet forwarder.
The value starts from 1 and is increased at each new slot allocation request the packet
forwarder receives. This address serves two purposes: it reduces the size of the data packets
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in comparison to the long end node address, and it identifies the position of the allocated
slot inside the superframe according to Equation (7), where Tslot is the start of the slot
(relative to the start of the superframe) and Ts is the superframe period. The exception for
this equation is the value of Tslot for the first node (1), which is zero (i.e., the start of the
superframe). The maximum value of n (i.e., the maximum number of end nodes supported
by the network) is not restricted by Equation (7) but is limited by the admission control
mechanism of the MAC protocol, as explained before.

Tslot(n) =
(

n− 0.5
2 f loor(log2(n−1))

− 1
)
∗ Ts (s) (7)

Before the deployment of the network nodes, the application-specific parameter values
obtained with the LoRa parameter calculator are configured into both the end nodes and
the packet forwarders. Then, when the end nodes are turned on at their installation sites,
they start by sending a slot allocation request in order to join the network.

The developed MAC protocol defines two sets of uplink and downlink packets, one
for the initial slot allocation and the other for the periodic data transmission and for the
ACK packet feedback. The format of these packets can be observed in Figure 7.

Long End Node Address

Slot Allocation Request (Uplink)

Slot Allocation Response (Downlink)

Data (Uplink)

Acknowledgement (Downlink)

Packet Type (Slot
Allocation Request)

Network Address Short End
Node Address

Superframe
Period

Superframe
Synchronization Field

Packet Type
(Data)

Packet Forwarder
Address Data Options

Packet Forwarder
Address

End Node Network
Address

Resynchronization
Field

Transmission
Power

Packet Type (Slot
Allocation Response)

Network Address Short End Node
Address

Packet Type
(ACK) Network Address Short End Node

Address
Spreading

Factor

Figure 7. High-level description of the developed protocol.

The allocation request packet is composed of two fields: packet type (slot allocation
request) and the long end node address, which is unique for each device. The allocation
response includes the following five fields: packet type (slot allocation response), the
network address (each packet forwarder has one), the short end node address (attributed
to the node by the packet forwarder, as described before), the superframe period, and the
superframe synchronization field.

The data packet contains the packet type (data), the network address, the short end-
node address, the data (samples from its sensors), and an options field (used by the end
nodes to request a response packet from the packet forwarder), whereas the ACK packet
contains the packet type (ACK), the network address, the short end-node address, the
superframe resynchronization field, and the updated parameter values (spreading factor
and transmission power) calculated by the ADL mechanism.

The superframe synchronization field of the allocation packet contains an offset value
(time elapsed since the start of the superframe). Using this offset value, the time of reception
of the allocation response and the short end-node address, the end node can determine the
precise time to transmit each of its data packets using Equation (7). In a similar manner, the
purpose of the superframe resynchronization field of the ACK packets is to prevent the end
node from losing synchronization over extended periods due to clock drift.
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4.5. ADL Mechanism

The adaptive data link (ADL) mechanism is performed by both sides of each link
between an end node and the packet forwarder and uses the MAC protocol described in
the previous section for communication. The ADL mechanism adjusts the SF and the TxP
dynamically for each end node according to the link quality conditions observed by the
packet forwarder since the last ACK, namely the number of data packets lost and the stored
SNR from the received packets. The feedback from the packet forwarder to the end node is
inserted in the ACK packet, which is transmitted only after Np data packets are sent by the
end nodes in order to reduce the protocol overhead (ToA and energy consumption) and
to give time to collect a sufficient number of link quality observations. The value of Np is
configurable by the network administrator.

As observed in Figure 8, where T is the end node’s data transmission interval, based
on the link quality observations, the packet forwarder sends the new calculated values
for the spreading factor (SF) and transmission power in the ACK packet, which allows
adapting these parameters in order to reduce the energy consumption of the end nodes
without compromising data reception. A timeout mechanism was also implemented at the
end nodes, which increases these parameters to the maximum in case the ACK is missed,
aiming to restore the link between the end node and the packet forwarder.

Figure 8. Activity diagram for the ADL mechanism.

Since the SF is the parameter that has more impact on the ToA (and energy consump-
tion), the algorithm starts decreasing the SF. If SF = 7 is achieved and the link quality
remains satisfactory, the TxP is also decreased. If the link quality deteriorates for any
reason, the values of these parameters are increased again to restore the reliability of the
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link. The Bw also has an effect on the ToA and range and, consequently, on the energy
consumption and measured link quality, but less than the SF, so its adjustment was not
included in the current version of the ADL mechanism.

5. Results and Discussion

For evaluation of the proposed solution in a real-world scenario, the end node func-
tionalities were implemented in a printed circuit board (PCB) based on the STM32L0
microcontroller, with an RFM95W LoRa module and a soil moisture sensor connected to it,
while the packet forwarder used the same LoRa module but was connected to a Raspberry
Pi Zero W and resorted to Wi-Fi to send the received packets to the web server using the
CoAP (constrained application protocol) application layer protocol. Figure 9 shows the
hardware implemented for these two LoRa devices.

Figure 9. Hardware of the end node (on the left) and the packet forwarder (on the right).

The Raspberry Pi Zero W module is compatible with the IEEE 802.11 b/g/n wireless LAN
standards. The maximum bit rate supported by the IEEE 802.11g standard is 54 Mbps, and
the IEEE 802.11n allows even higher bit rates. According to Equation (3), the maximum LoRa
bit rate is less than 22 kbps. That means that the Wi-Fi bit rate is several orders of magnitude
higher than the necessary to forward the packets to the Web server. This is expected, since
Wi-Fi is a wireless network optimized for performance, whereas LoRa is optimized for low
resource requirements (such as energy consumption, since the LoRa-based end nodes are
normally designed to operate with batteries). On the other hand, the packet forwarders are
designed to be connected to the power grid, so they do not have the same restrictions.

Regarding the implementation of the MAC protocol, it supports up to 65,535 packet
forwarders, where each network was configured to support up to 254 end nodes. Notice
that this limitation is due to the use of a 8-bit short end node address and the reservation of
two addresses. In terms of network scalability, the number of supported end nodes may
be higher, as explained in the next paragraph. The data consists of a fixed 4-byte payload
(implicit header mode) that contains soil moisture information, and the superframe period
and data packet interval were set to the same value (1 h). Table 1 shows an example of the
values of relevant fields of the packets presented in Figure 7 for this application scenario.

The maximum number of end nodes supported by a network in the proposed solution
is application-dependent. It will depend on several parameters configured by the network
administrators with the help of the LoRa parameter calculator. Each end node reserves a
superframe slot in the proposed MAC protocol. According to Equation (7), the number of
slots generated by the MAC protocol increases in powers of two (2, 4, 8, and so on). There-
fore, as an example, with a maximum ToA of 4000 ms (4 s) and the MAC superframe period
(and data packet interval) of 1 h (3600 s), which is the value adopted in the implemented
prototype, the maximum number of end nodes supported by the network would be 512
(the highest power of two below 900).
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Table 1. Protocol applied to a real-world scenario.

Field Name Length (bits) Value

Slot Allocation Request
(Uplink) 4 0 × 0

Slot Allocation Response
(Downlink) 4 0 × 1

Data (Uplink) 4 0 × 2
ACK (Downlink) 4 0 × 3
Long End Node Address 32 0 × 00000000–0 × FFFFFFFF
Network Address 16 0 × 0001–0 × FFFF
Short End Node Address 8 0 × 01–0 × FF
Superframe Period (s) 16 0–65,535
Superframe Synchronization
Field (s) 16 0–65,535

Data (Payload) 32 Application-specific
Options 4 0–1

The network parameters were obtained by feeding the LoRa parameter calculator
the maximum ToA of 1000 and 4000 ms, packet size of 8 bytes, coding rate of 4/5, and
processing time needed to perform an iteration of the ASFS algorithm by the gateway of
10 µs. During each iteration, the algorithm finds the available options and selects those that
fit the criteria, providing them to the user in a CSV file. The user may then decide if they
want a lower link budget that provides a faster and more energy efficient option, allowing
also more messages to be sent per superframe, or the opposite option, which maximizes
the range at the cost of lower data rate and energy efficiency. These two options can be
observed in Table 2.

Table 2. Results obtained with the LoRa parameter calculator.

Metrics T = 1000 ms T = 4000 ms

Time on Air (ToA)—min|max (ms) 97.5|925.7 406.5|3964.9
Spreading Factor (SF)—min|max 7|12 7|12
Coding Rate (CR) 4/5 4/5
Bandwidth (Bw)—kHz 125 31.25
Tpreamble—min|max (ms) 68.9|335.9 275.5|1343.5
Npreamble—min|max 6|63 6|63
Sensitivity—min|max (dB) −121|−134 −127|−140
Max. Link Budget (dB) −107|−120 −113|−126
Max. ASFS period (dB) 132.1 528.4
Min. time between messages—min|max (mm:ss) 00:09|01:32 00:39|06:10
Max. packets/day—min|max 933|8857 217|2125

By observing Table 2, we can also note how the proposed ADL mechanism is able
to provide a more efficient use of the medium and a smaller end node’s energy expense,
in comparison to approaches that do not adjust the SF dynamically and, especially those
that used the same fixed SF value for all the end nodes. In many cases, the end nodes are
located in close enough proximity to the gateway, enabling them to communicate with a
smaller SF while sustaining a reliable link to the gateway. By comparing the ToA of the
lowest SF to the highest, we can see that an adaptive approach may decrease the ToA up to
around nine times, resulting in much smaller energy consumption and use of the ISM band.
On the other hand, if a fixed small SF value is used, we are not taking advantage of a larger
link budget to support longer communication ranges when necessary or to overcome link
quality fluctuations.

In Figures 10 and 11, we can observe the relation between the sensitivity (where a
lower value means more sensitive) and ToA for different spreading factors and CR fixed
at 4/5. The four points of each curve/SF correspond to bandwidths of 125, 62.5, 41.7, and
31.25 kHz, respectively, from the top left to the bottom right of the graphs. The graphs
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clearly show that both sensitivity and ToA increase as SF also increases, with the former
increasing 2 to 3 dBm for each SF step up, while the latter increases very strongly as
SF increases. Consequently, having smaller spreading factors when possible can heavily
decrease ToA and, consequently, energy consumption. In case smaller values of CR are
used (4/6 through 4/8), ToA increases (as is shown in Figures 12 and 13), but the sensitivity
is not affected.
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Figure 10. Relation between sensitivity and ToA for SFs 7 through 9, with CR = 4/5 and
Bw ∈ {125, 62.5, 41.7 and 31.25} kHz.
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Figure 11. Relation between sensitivity and ToA for SFs 10 through 12, with CR = 4/5 and
Bw ∈ {125, 62.5, 41.7 and 31.25} kHz.

Figures 12 and 13 show the relation between the coding rate and ToA for different
spreading factors, where Bw is fixed at 125 kHz, where we can conclude the ToA increases
proportionally with each increase in CR and that the extra error correction provided by the
coding rate might be worth the extra ToA and power consumption.
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Figure 12. Relation between coding rate and ToA for SFs 7 through 9 (with Bw = 125 kHz).
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Figure 13. Relation between coding rate and ToA for SFs 10 through 12 (with Bw = 125 kHz).

6. Conclusions

In this work, the design and implementation of a data-link-layer architecture based
on the LoRa physical layer was presented. The proposed solution is able to manage the
spreading factor and transmission power dynamically according to the measured link
quality, ensuring efficient utilization of the device and ISM band resources. Along with it,
a LoRa parameter calculator was developed to aid the user to configure the physical layer
parameters in accordance with the necessities of the target application.

The developed architecture poses itself as a viable and low-cost alternative to the
LoRaWAN stack, where some of its important features are replicated, such as the ability to
efficiently manage the network and end node resources. It also upgrades the P2P LoRa link
by controlling the end nodes’ link budget dynamically and individually, enhancing network
robustness by adding downlink ACK packets and allocating resources for contention-free
data transmission, so that network performance is not degraded with an increasing number
of nodes while complying with the ISM band restrictions.

Even though the developed work is promising, some improvements can be made, such
as the adaptation of the proposed architecture to a mesh network topology for increased
network coverage and robustness. The integration of the packet forwarder into the Lo-
RaWAN stack may also provide some advantages, such as easing the interoperability with
already-developed applications that use this stack and extending the network coverage.
The integration of security mechanisms in the data link protocol should also be a relevant
step to improve its usefulness.
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