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Abstract— Breast cancer is the most frequent cancer 

caused death among women. An attempt to reduce death 

cases caused by breast cancer, was to detect cancer cells 

when it still in early stage. MicroRNA is one of the 

biomarkers for cancer that can be used to detect cancer cell 

even in its early stage. However, MicroRNA data tends to 

have thousand types of expression which required a lot of 

costs if it examined one by one thoroughly. Feature selection 

method can be used to extract important MicroRNAs that 

support classification process between normal people and 

people with breast cancer. Support Vector Recursive 

Feature Elimination (SVM-RFE) is one of the feature 

selection method that can be used to select MicroRNA data. 

This research aims to produce the best smallest subset that 

contains selected MicroRNA expressions using the SVM-

RFE as feature selection method. This experiment result 

showed that the best selected subset was able to provide 

99% classification accuracy with only 3 MicroRNA 

expressions, where 2 from 3 selected MicroRNA hold 

potential as a biomarker of breast cancer. 

 
Index Terms— Breast Cancer, Feature Selection, 

MicroRNA, SVM-RFE.  

 
Abstrak–- Kanker payudara merupakan kanker 

penyebab kematian terbanyak pada wanita. Salah satu 

upaya untuk mengurangi jumlah kasus kematian akibat 

kanker payudara yaitu dengan mendeteksi sel kanker pada 

saat stadium awal. MicroRNA merupakan salah satu 

biomarker kanker yang dapat digunakan untuk 

mendeteksi sel kanker bahkan pada kanker stadium awal. 

Namun, data MicroRNA cenderung memiliki ribuan jenis 

ekspresi sehingga membutuhkan biaya yang banyak 

apabila ditelusuri satu persatu.  Metode seleksi fitur dapat 

digunakan untuk mengekstrak MicroRNA penting yang 

dapat membantu proses klasifikasi antara orang normal 

dan orang yang menderita kanker payudara. Support 

Vector Machine Recursive Feature Elimination (SVM-

RFE) merupakan salah satu metode seleksi fitur yang dapat 

digunakan untuk menyeleksi data MicroRNA. Penelitian 

ini bertujuan untuk menghasilkan subset kecil terbaik 

ekspresi MicroRNA yang sudah terseleksi dengan metode 

seleksi fitur SVM-RFE. Hasil penelitian menunjukkan 

subset MicroRNA terbaik hasil seleksi mampu memberikan 

akurasi klasifikasi sebesar 99% dengan hanya 3 ekspresi 

MicroRNA saja, di mana 2 dari 3 ekspresi MicroRNA 

tersebut memiliki potensi sebagai biomarker penyakit 

kanker payudara. 

 
Kata Kunci— Kanker Payudara, Seleksi Fitur, 

MicroRNA, SVM-RFE.  

I. INTRODUCTION 

Breast cancer is one of the most common cancer 

among women. Every year, there is 2.1 million women 

affected by this disease. Breast cancer is also included in 

the greatest number of cancer-caused deaths among 

women [1]. One of the attempts to suppress death rates 

caused by breast cancer is to identify early staged cancer 

cells. This is due to the most critical point for best 

prognosis is to detect cancer cells when it still in early 

stage [2]. 

Many studies were developed to detect early staged 

cancer cells. One of the studies used MicroRNA 

expressions as a tool to diagnose early-stage breast 

cancer [3]. Since its discovery, MicroRNA have proven 

to be an important and essential layer in gene regulation, 

especially in post transcriptional regulation. MicroRNAs 

carry information about patho-physiological state of a 

human, and so can be employed as biomarkers [4]. 

Numerous studies have demonstrated that MicroRNAs 

are not only found intracellularly, but also can easily 

found in outside cells, including various body fluids as 

example: serum, plasma, saliva, urine, breast milk, and 

tears [5]. However, amongst the benefit of MicroRNA as 

a promising candidate for biomarker, MicroRNA has a 

downside which is it has a thousand of expressions so it 

will cost a lot if it is examined thoroughly. 

Feature Selection (FS) is a systematical process to 

reduce the dimensionality of dataset thus can produce an 

optimal subset for classification purpose [6]. In cancer 

classification, Feature Selection can be used to extract 

important MicroRNAs (called MicroRNA marker) that 

effectively have the impact on classification accuracy. 

Irrelevant or redundant MicroRNA expressions will be 

eliminated by Feature Selection thus increase the 

performance of classification model [7]. 

In 2002, [8] exploit Support Vector Machine (SVM) 

method to select genes which would be used to classify 

cancer. The developed method uses ranking criterion 

from SVM coefficient to evaluate gene expressions and 

recursively eliminate genes that is not satisfying the 

criterion. Later, this method is called Support Vector 

Machine Recursive Feature Elimination (SVM-RFE). In 

this research we applied Support Vector Machine - 

Recursive Feature Elimination (SVM-RFE) for selecting 

MicroRNA expressions which is used in breast cancer 

classification. 
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II. METHODS 

A. Min-Max Normalization 

Variables tend to have a diverse range. Some of the 

variables even have big gap ranges from each other. Such 

big differences in the ranges might cause a problem for 

some classification algorithms. It will lead to a tendency 

for the variable with greater range to have undue 

influence on the results [9]. Therefore, researchers should 

normalize their numerical variables, to standardize the 

scale of effect each variable has on the results [9]. There 

are several techniques for normalization, and one of the 

most widely used is Min Max Normalizations. The said 

normalization techniques preserves the relationship 

among the original data values [10].  In this research we 

used [0,1] as interval value, so min max normalization is 

calculated by the following formula [10]:  

  𝑋′ =  
𝑋−𝑚𝑖𝑛 (𝑋)

𝑚𝑎𝑥(𝑋)−𝑚𝑖𝑛(𝑋)
  

where: 

X’ = normalized value 

X = original value 

min(X) = the fewest value in original range 

max(X) = the largest value in original range 

B. Sequential Support Vector Machine (Sequential 

SVM) 

Solving Quadratic Programming (QP) problem in 

SVM tend to get very complex, time consuming, and 

prone to numerical instabilities. In 1999, [11] propose a 

sequential learning method for SVM. [11] modifies the 

formulation of the bias from SVM to generate a fast and 

simple implementation of SVM which optimize margin 

for QP problem in high-dimensional feature space.  This 

method will be referred as Sequential SVM in the future 

discussion. Steps for Sequential SVM can be done as 

follows [11]: 

1) Initialize values for learning rate (γ), lambda (λ), cost 

constant (C), error target (ε), and maximum epoch 

(max epoch). 

2) Initialize 𝛼𝑖 = 0 for i = [ 1,2, 3,,.. l ]; 

3) Compute matrix Dij: 

𝐷𝑖𝑗 = 𝑦𝑖𝑦𝑗(𝐾(𝑥𝑖 , 𝑥𝑗) + 𝜆2); 

4) Do step (a), step (b), and step (c) in a row: 

a) 𝐸𝑖 = ∑ 𝛼𝑗𝐷𝑖𝑗
𝑙
𝑗=1 ; 

b) 𝛿𝛼𝑖 = min(max(𝛾(1 − 𝐸𝑖), −𝛼𝑖) , 𝐶 − 𝛼𝑖); 

c) 𝛼𝑖 = 𝛼𝑖 + 𝛿𝛼𝑖; 

5) If the training has converged which is achieved when 

max (𝛿𝛼𝑖) < ε or when epoch = max epoch, then stop 

else go back to step 4. 

Notes: 

y = target data 

x = training data 

K(xi,x) = kernel function  

α = Lagrange multiplier 

l = the total amount of data 

Testing process is done subsequently after training 

process is complete. The classifier function for 

Sequential SVM as bellow [11]: 

 𝑓(𝑥) =  𝑠𝑖𝑔𝑛(∑ 𝛼𝑖𝑦𝑖𝑖∈𝑆𝑉 𝐾(𝑥𝑖 , 𝑥) + 𝛼𝑖𝑦𝑖𝜆
2) 

where: 

xi = training data 

x = testing data 

SV = the total amount of support vector 

C. Support Vector Machine - Recursive Feature 

Elimination (SVM-RFE) 

SVM-RFE is one of the examples for backward 

elimination procedure implementation.  A subset consist 

of features will be selected by removing one feature 

variable that least important at a time [8]. At each step, 

the coefficients of the weight vector of SVM are used to 

compute the feature ranking score. The fewest feature 

ranking score 𝑐 = (𝑤𝑖)2, where 𝑤𝑖 represents the 

corresponding component in the weight vector w, will be 

eliminated. More clearly, steps for SVM-RFE can be 

done as follows [12]:  

1) Start: ranked feature 𝑙𝑖𝑠𝑡 𝑟 = [ ]; and 𝑙𝑖𝑠𝑡 𝑠 =
[1, … , 𝑑]; 

2) Repeat until all features are ranked or list s = []: 

a) Train a linear SVM with features in list s as input 

variables 𝛼𝑖 = 𝑆𝑉𝑀𝑇𝑟𝑎𝑖𝑛(𝑥);  

b) Compute the weight vector w 

w = ∑ 𝛼𝑘𝑦𝑘 
𝑛
𝑘=1 𝑥𝑘;     

c) Compute the ranking scores for features in list s 

𝑐 =  (𝑤𝑖)
2;        

d) Find the feature with the smallest ranking score 

𝑓 = 𝑎𝑟𝑔𝑚𝑖𝑛(𝒄);     

e) Update list r 

𝑟 = [𝑠(𝑓),  𝑟];      

f) Eliminate feature with the smallest ranking score 

from list s 

𝑠 = 𝑠 − [𝑠(𝑓)];     

3. Output: ranked feature list r. 

Notes: 

x = data with adjusted feature from list s  

d    = the original total amount of feature in the dataset 

D. K-Fold Cross-Validation  

K-Fold Cross-Validation is the basic form of Cross-

Validation. Cross-Validation is a statistical method used 

to evaluate learning algorithms. Cross-Validation divides 

dataset into two sections, one used to train a model and 

the other used to validate the model [13]. The training 

and validation sets must cross-over in successive rounds 

such that each data point has a chance of being the test 

set [13].  In K-Fold Cross-Validation, the dataset divided 

into K equally (or nearly equally) sized subset or folds. 

Then K iterations of training and validation are 

performed by treating the Kth fold as the validation set 

on the Kth iteration while the remaining folds are played 

as training set.  

In data mining and machine learning 5-fold cross-

validation (k = 5) and 10-fold cross-validation (k = 10) is 

the most common [14]. Figure 1 demonstrates an 

example with k = 10. The stripes blocks are subset data 

used for testing while the solid blocks are used for 

training.  
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E. Confusion Matrix and ROC Curve 

Confusion matrix can be used to evaluate the 

correctness of classification. Confusion matrix for binary 

case shown in Table I is constructed by True Positives 

(TP), True Negatives (TN), False Positives (FP), False 

Negatives (FN). True Positives is the number of correctly 

recognized examples from positive class while True 

Negatives is the number of correctly recognized 

examples from negative class. False Positives is the 

number of incorrectly assigned examples to the positive 

class (where it should be assigned to the negative class) 

and False Negatives is the number of incorrectly assigned 

example to the negative class (where it should be 

assigned to the positive class) [15]. 

Accuracy, Sensitivity, and Specificity are some 

measurement that can be derived from the confusion 

matrix: 

 Accuracy=
TP+TN

TP+TN+FP+FN
 x 100%  

 Sensitivity=
TP

TP+FN
 𝑥 100%       

 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 𝑥 100%    

 Area Under the Curve (AUC) and Receiver Operating 

Characteristic (ROC) curve is a performance 

measurement for classification problem at various 

thresholds settings [16]. It tells how much model is 

capable of distinguishing between classes. Higher the 

AUC means better the model is at predicting Xs as Xs and 

Ys as Ys [15].  

III. RESULT AND DISCUSSION 

 The dataset used in this paper are gathered from 

National Cancer Institute Genomic Data Commons that 

can be accessed from URL http://gdc.cancer.gov/. The 

dataset consists of MicroRNA expression quantification 

from normal solid tissue and primary tumor sample in a 

breast cancer case. There are 1881 feature profiles of 248 

samples divided into two classes namely cancer and 

normal tissue. Because of the large amounts of 

MicroRNA data, it would take a lot of time and cost to 

detect the most important expression. Feature selection 

can remove MicroRNA expression that are not too 

important, to improve the accuracy and reduce the 

complexity of the model. 

A. Experiment 

Scenario 1 

 This scenario aims to get optimal parameter values 

which will be used in feature selection process. The 

parameters that will be tested include learning rate (γ), 

lambda (λ), and C. Each test was performed by using 

classification method, Sequential SVM, and K- fold 

Cross Validation method to calculate the model’s 

accuracy with error target (ε) = 0.000001, epoch 

maximum = 500, and K = 10. Testing process is done by 

using a range of values which is 0.0005, 0.005, 0.05, and 

0.5. Based on the range of values and the number of 

parameters used, this scenario will have total 64 

combination of values. In each value tested on each 

parameter will has 16 combinations. For example, to 

evaluate learning rate (γ) parameter at the value of 0.5, it 

will have learning rate (γ) = 0.5, lambda (λ) with the 

range of value [0.0005, 0.005, 0.05, 0.5], and C with the 

range of values [0.0005, 0.005, 0.05, 0.5]. To determine 

the accuracy of learning rate (γ) at the value of 0.5, it 

would take the average value of the 16-accuracy 

generated in any combination. The average accuracy of 

each value in each parameter showed in Table II, Table 

III and Table IV. 
TABLE II 

AVERAGE ACCURACY RESULTS FOR LEARNING RATE 

No Learning Rate (γ) Mean Accuracy 

1 0.5 60.75% 

2 0.05 60.75% 

3 0.005 60.75% 

4 0.0005 61.81% 

TABLE III 

AVERAGE ACCURACY RESULTS FOR LAMBDA 

No Lambda (λ) Mean Accuracy 

1 0.5 60.875% 

2 0.05 61.063% 

3 0.005 61.063% 

4 0.0005 61.063% 

TABLE IV 

AVERAGE ACCURACY RESULTS FOR C 

No C Mean Accuracy 

1 0.5 50.063% 

2 0.05 51.094% 

3 0.005 50.000% 

4 0.0005 92.500% 

 

 Based on the results shown in Table II, Table III and 

Table IV, the best accuracy was gained when parameter 

C at the value of 0.0005. Parameter C plays a role in the 

update of alpha (α), thus giving a significant effect on the 

accuracy rate. C is the parameter that controls tradeoff 

between margins and the classification error [17]. For 

large values of C, the optimization will choose 

hyperplane that does an excellent job of getting all the 

training data classified correctly, even if that hyperplane 

has relatively smaller margin. Conversely, a very small 

value of C will cause the optimizer to look for a larger-

margin hyperplane even though the selected hyperplane 

misclassified some training data. 

TABLE I 

CONFUSION MATRIX FOR BINARY CASE 

Actual 
Prediction / Classification 

Positive Negative 

Positif TP FN 

Negatif FP TN 

 

 

Fig. 1. Illustration for K-Fold Cross Validation with k = 10 
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 Table II implies the best accuracy for learning rate at 

the value of 61.81% when γ = 0.0005. Meanwhile it can 

be seen from Table III the best accuracy in lambda is 61 

063% which gained in several value that is λ = 0.05, λ = 

0.005, and λ = 0.0005. Study by [11] observed the 

influence of lambda’s magnitude toward hyperplane 

quality. In the study, it was found that the larger value of 

lambda the better hyperplane quality produced, however 

too large value of lambda will normally lead to slower 

convergence speeds and instability in the learning 

process [11]. Thus, in this research we will select λ = 0.05 

as the considered appropriate value for the learning 

process. 

 From the explanation we can conclude a value for 

each parameter that is γ = 0.0005, λ= 0.05, and C = 

0.0005. The values of these parameters will be used in 

further scenarios. 

Scenario 2 

 This scenario aims to get the best smallest subset 

from MicroRNA dataset using SVM-RFE feature 

selection method. Scenario 2 used the original dataset 

from MicroRNA with 1881 expression. SVM-RFE 

method will be performed with parameter values from 

previous scenario that is: γ = 0.0005, λ = 0.05, C = 

0.0005, ε = 0.000001, and max epoch = 500. The 

outcome from SVM-RFE is a list of ranked expressions. 

After feature selection process, the outcome will be 

evaluated. The first evaluation step is to make new 

subsets in accordance with the ranked expression. As 

example, the first subset will be filled with data from 1st 

rank only. Subsequently, the second subset will be filled 

with data from 1st and 2nd rank. This procedure will be 

continued until the last subset which includes data from 

all ranks. The new subsets then will be processed one by 

one to obtain its accuracy rate by using Sequential SVM. 

Each process will be using the same parameter values as 

mentioned early with addition k = 10 for K-Fold Cross-

Validation. Table V contains evaluation results from 

subset with the best accuracy which in this scenario is 

99%. 
TABLE V 

BEST EVALUATION RESULTS FROM SCENARIO 2 

Subset Accuracy Sensitivity Specificities 

3 99% 99% 99% 

45 99% 100% 98% 

46 99% 100% 98% 

47 99% 100% 98% 

48 99% 100% 98% 

 As shown in Table V, we know there is a difference 

at sensitivity and specificity rate at subset 3. This 

difference caused a confusion to which result is the 

subset, thus we converted evaluation results from Table 

V to ROC curves as shown in Figure 2. ROC curves for 

subset 46, 47, and 48 was represented by subset 45 

because they have the similar shape towards each other. 

 Based on ROC curves we can calculate AUC for each 

subset. The AUCs is used to compare the performance of 

model’s classification. The best model will have the 

highest AUC value. We applied this concept to determine 

the best subset in our research. The AUC value for subset 

3 is 0,9891 while subset 45, 46, 47, 48 has the same AUC 

that is 0,98. Regardless the AUCs from all subsets, 

Subset 3 concluded as the best subset from scenario 2. 

Scenario 3 

 Much of the microarray data contains missing values 

[18] so does in our original MicroRNA dataset. In 

MicroRNA dataset, zero (0) value is considered as a 

missing value [19]. To be useful for classification 

purposes, the dataset needs to undergo preprocessing, in 

the form of data cleaning and data transformation.  

A common data cleaning method of handling missing 

values is simply to omit the records or fields with missing 

values from the analysis [20]. Our data cleaning 

procedure is done by calculating the average of each 

MicroRNA expression then eliminate expression with 

the average value that is less than 10. Through data 

cleaning procedure we obtained a new MicroRNA 

dataset with only 315 expression. 

Afterwards, this new dataset was processed in the same 

feature selection & evaluation procedure with the exact 

same parameter values as in Scenario 2. In Table VI 

contains best evaluation results from Scenario 3. 
TABLE VI 

BEST EVALUATION RESULTS FROM SCENARIO 3  

Subset Accuracy Sensitivity Specificities 

115 99% 100% 98% 

147 99% 100% 98% 

148 99% 100% 98% 

149 99% 100% 98% 

150 99% 100% 98% 

151 99% 100% 98% 

152 99% 100% 98% 

153 99% 100% 98% 

155 99% 100% 98% 

156 99% 100% 98% 

157 99% 100% 98% 

158 99% 100% 98% 

165 99% 100% 98% 

166 99% 100% 98% 

 As shown in Table VI each subset has the same 

accuracy, sensitivity, and specificity rate. Therefore, for 

this scenario the best subset would be chosen according 

to the amount of expression contained in each subset, the 

lesser the better. Subset with fewest expression was 

announced as the best subset which in this scenario was 

subset 115. 

B. Experiments Discussions  

 Either scenario 2 or scenario 3 give their own best 

result, scenario 2 with subset 3 and scenario 3 with subset 

115. Each result is constructed by different expressions. 

Judging by the number of expressions, subset 115 

resulted in scenario 3 is considered still too large 

compared to scenario 2. So, we excluded subset 115 from 

future discussion. Scenario 2 gave its best result with 

 

Fig. 2. ROC Curves for Best Subsets in Scenario 2 
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subset constructed by only 3 expression that is miR-7705, 

miR-21, and miR-10b. 

 Many papers have considered miR-21 and miR-10b 

as a promising biomarker for breast cancer. A research 

by [21] found the levels of circulating miR-155, miR-21, 

and miR-10b were significantly up-regulated in Breast 

Cancer patients compared with healthy participants. [21] 

further evaluated 3 selected expressions with ROC 

curves and AUC values and figured miR-21 had the 

highest sensitivity of 77.4% meanwhile miR-10b had the 

highest specificity of 75.5%.  

 MiR-21 has been identified as one of the most 

protruding oncogenic microRNAs and has been proved 

upregulated in various human cancers [22]. MiR-21 

regulates the expression of several cancer-correlated 

genes [number]. It is hypothesized that up-regulated 

miR-21 could be used as a potential biomarker for human 

cancer diagnosis [22]. 

 MiR-10b was highly expressed in metastatic breast 

cancer cells and positively regulated cell migration and 

invasion [number]. MiR-10b inhibits translation of the 

mRNA encoding homeobox D10, leading to increased 

expression of RHOC (a well-characterized premetastatic 

gene. Therefore, in [number] was hypothesized that 

increased expression of miR-10b might be correlated 

with metastasis of breast cancer [23]. In another research 

found that the level of miR-10b expression was 

correlated with the patient survival status, stage of breast 

cancer tumor, and tumor size [24]. 

 In the contrary of mir-21 and mir-10b, up until recent 

date there are still no published journals regarding the 

influence of miR-7705 towards breast cancer. Meanwhile 

in another papers, miR-7705 was reported has a 

correlation with Lung adenocarcinoma [25] and bladder 

cancer [26]. Mir-7705 still need further exploration 

regarding to its possibility as a potential biomarker for 

breast cancer. 

IV. CONCLUSION 

 Our research was carried out by performing several 

scenarios. Scenario 1 aims to get the optimal values that 

would be used for classification and feature selection 

processes in further scenarios. Scenario 1 gave the final 

optimal parameter values that is γ = 0.0005, λ= 0.05, and 

C = 0.0005. From scenario 1 we learned that parameter 

C gave a significant effect on the accuracy rate cause its 

role on the update of alpha (α) and parameter C controls 

the tradeoff between margins and the classification error. 

Scenario 2 and 3 aimed to obtain their best smallest 

subset that later would be compared. 

 Selected MicroRNA subset obtained from scenario 2 

gives a better result with only 3 expression that is miR-

7705, miR-21, and miR-10b. MiR-21 and miR-10b have 

considered as a promising biomarker for breast cancer by 

many papers. While miR-7705 was discovered has a 

correlation with Lung Adenocarcinoma and bladder 

cancer but the said miRNA still need to be explored as a 

potential biomarker for breast cancer. 
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