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A Non-Invasive  Follicular Thyroid Cancer Risk 
Prediction System Based on Deep Hybrid Multi-
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Objective: A non-invasive assessment of the risk of benign and malignant follicular thyroid cancer is invaluable in the choice of 
treatment options. The extraction and fusion of multidimensional features from ultrasound images of follicular thyroid cancer 
is decisive in improving the accuracy of identifying benign and malignant thyroid cancer. This paper presents a non-invasive 
preoperative benign and malignant risk assessment system for follicular thyroid cancer, based on the proposed deep feature 
extraction and fusion of ultrasound images of follicular thyroid cancer. 

Methods: First, this study uses a convolution neural network (CNN) to obtain a global feature map of the image, and the fusion 
of global features cropped to local features to identify tumor images. Secondly, this tumour image is also extracted by googleNet 
and ResNet respectively to extract features and recognize the image. Finally, we employ an averaging algorithm to obtain the 
final recognition results.

Results: The experimental results show that the method proposed in this study achieved 89.95% accuracy, 88.46% sensitivity, 
91.30% specificity and an AUC value of 96.69% in the local dataset obtained from Peking University Shenzhen Hospital, all of 
which are far superior to other models.

Conclusion: In this study, a non-invasive risk prediction system is proposed for ultrasound images of thyroid follicular tumours. 
We solve the problem of unbalanced sample distribution by means of an image enhancement algorithm. In order to obtain 
enough features to differentiate ultrasound images, a three-branched feature extraction network was designed in this study, and a 
balance of sensitivity and specificity is ensured by an averaging algorithm.

Key words: Follicular thyroid cancer; Ultrasound image; Risk prediction system; Hybrid multi-feature fusion; Convolutional 
neural network
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Follicular thyroid carcinoma (FTC) is the second 
mos t  common thyro id  mal ignancy,  wi th 
approximately 10%-15% of the total incidence of 

thyroid cancer [1,2]. However, while FTC is relatively 
rare compared to papillary thyroid carcinoma (PTC), 
the most common type of thyroid cancer, it is prone 
to hematogenous metastases to the lung and bone in 

the early stages of the disease, and some patients are 
not diagnosed until after the tumour has metastasised, 
resulting in a higher mortality rate compared to PTC [3].

Ultrasound is the imaging method of choice for 
thyroid disease with significant implications for the 
preoperative determination of benign and malignant 
thyroid nodules. Due to the fact that follicular thyroid 
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tumours include FTC and benign follicular thyroid 
adenoma (FTA), however, FTC and FTA are not easily 
distinguished by ultrasound sonography alone [4,5]. 
In addition, ultrasound-guided fine needle aspiration 
biopsy (FNAB) is currently the “gold standard” for the 
preoperative diagnosis of benign and malignant thyroid 
nodules. However, since both FTC and FTA originate 
from thyroid follicular cells and therefore have very 
similar cytomorphological features, the differential 
value of fine needle aspiration pathology is limited [6,7]. 
Follicular thyroid tumours that do not show obvious 
signs of malignancy currently still require surgical 
excision and are judged to be benign or malignant 
based on the presence of envelope, vascularity, extra-
thyroidal tissue invasion and distant metastases [8]. 
However, studies have shown that only about 20%-30% 
of follicular thyroid tumours are proven to be malignant 
after surgery [9,10], meaning that most patients undergo 
diagnostic thyroid lobectomy despite the benign nature of 
the tumour, causing heavy emotional stress and financial 
burden to the patient. For this reason, it is urgent to have 
a non-invasive and effective method to predict the risk of 
benign and malignant thyroid follicular tumours and to 
guide the clinical diagnosis and treatment process.

Ultrasound images are an important branch of 
medical imaging, which like CT and MRI images also 
take the content of the images as an important basis for 
diagnosis. Given that ultrasound images contain much 
critical information beyond the human eye's perception 
of the underlying physiology of a tumour [11,12], the 
application of machine learning to the recognition of 
ultrasound images and the development of a powerful, 
non-invasive automated tumour risk prediction system 
has become a research hotspot in ultrasound-based 
precision oncology [13]. Extraction of features from 
ultrasound images, construction of classifiers based 
on the extracted features and their application to the 
prediction of benign and malignant thyroid nodules have 
yielded some interesting results. In general, there are 
two main types of feature extraction methods for images, 
namely automatic feature extraction and manual feature 
extraction [13,14]. Currently, the two approaches [13,14] 
are applied to feature extraction and identification 

of ultrasound images of follicular thyroid tumours 
often give conflicting results compared to experienced 
radiologists [15,16]. The reasons are as follows: similarity 
of benign and malignant image features requiring deeper 
feature extraction; insufficient sample size; and highly 
unbalanced distribution of benign and malignant. 

In order to solve the problems and to obtain reliable 
results that can be used in clinical applications, the deep 
hybrid multi-feature fusion network (DHMFN) has 
proposed in this study. The proposed DHMFN uses a 
convolutional neural network (CNN) to obtain a global 
feature map of the image, and the fusion of global 
features cropped to local features to identify tumor 
images. The tumour image is also extracted by googleNet 
and ResNet respectively to extract features and recognize 
the image. we employ an averaging algorithm algorithm 
to obtain the final recognition results. 

The rest of this paper is organized as follows: In 
Section 2, several classical feature extraction algorithms 
are presented.Then, we describe our proposed DHMFN in 
Section 3 which includes image collection, preprocessing, 
feature extraction and classification. Experiments have 
been carried out on the proposed scheme and the results 
are discussed in Section 4. Section 5 concludes the paper 
with summary and future research directions.

Related Work
Selected image feature extraction methods relevant to 

this study are presented in Section 2.

Convolutional neural network (CNN)
One neural network specifically designed for the 

image recognition problem is the CNN [17,18]. The 
CNN mimics the human process of recognising images 
in its many layers: ingestion of pixels by the pupil; 
rudimentary processing by certain cells in the cerebral 
cortex to find shape edges and orientation; as well as 
abstractly determining shapes (e.g. circles and squares) 
and further abstracting decisions (e.g. judging objects as 
balloons.) CNNs typically contain five layers: an input 
layer, a convolutional layer, an ensemble layer, a fully 
connected layer and an output layer (Fig. 1).

Figure 1 CNN model.

Advanced Ultrasound in Diagnosis and Therapy 2023;04:373–380
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Inception v3
In 2014, Google proposed an improved CNN model, 

which is called the GoogLeNet network. Compared 
to traditional CNNs, GoogLeNet networks with the 
Inception network structure not only reduce the number 
of network parameters, but also increase the network 
depth. A module of Inception [19,20] generally involves 
three different sizes of convolution and a maximum 
pooling. A module of Inception generally involves 
three different sizes of convolution and a maximum 
pooling. The output of the network for the previous 
layer, following the convolution operation, the channels 
are aggregated and the fusion is then performed non-
linearly. Through this the expressiveness of the network 
and its adaptability to different scales is improved and 
over-fitting in this way can be prevented. By 2016, the 
GoogLeNet network already had been developed with 
Inception v1 (2014), Inception v2 (2015), Inception 
v3 (2015), Inception v4 (2016) and Inception-ResNe 
(2016). The Inception v3 network structure uses a small 
convolutional kernel which has a 3 × 3 convolution split 
into 3 × 1 and 1 × 3 convolutions using a grid of 35 × 35, 
17 × 17 and 8 × 8 regions (Fig. 2).

ResNet-50
ResNet is an abbreviated form of Residual Network, 

which is a special form of CNN similar to the GoogLeNet 
network [21]. ResNet can be considered to be stripped 
down from the VGG neural network, which has less 
filters and a simpler structure than the VGG neural 
network. The ResNet is initially made up of 34 
weighted layers which use an algorithm called “shortcut 
connection” which converts a normal network into a 
residual network, thus solving the problem of gradient 
disappearance in normal CNNs. Currently, the more 
popular network structure for ResNet is ResNet-50, 
ResNet-50 has an architecture based on the model 
depicted above, but with one important difference. 
The 50-layer ResNet uses a bottleneck design for the 

building block. A bottleneck residual block uses 1 × 1 
convolutions, known as a “bottleneck”, which reduces 
the number of parameters and matrix multiplications. 
This enables much faster training of each layer. It uses a 
stack of three layers rather than two layers (Fig. 3) .

Figure 2 Inception module.
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Figure 3 ResNet-50 module.

Proposed Method
The main steps in machine learning include the 

following: data collection, data pre-processing, feature 
extraction, model training and evaluation [22,23]. 

Data collection
This study retrospectively collected preoperative 

ultrasound sonograms and general clinical data of 
thyroidectomy cases with postoperative pathologically 
confirmed FTC or FTA performed at Peking University 
Shenzhen Hospital from January 1, 2015 to December 31, 
2020 and followed up the nodules in the FTA group until 
December 31, 2022. Also, this study excludes unsuitable 
data based on the following criteria: (1) Pre-operative 

Wu et al. A NIPS based on DHMFN for TFC

AUDT 2023;04:373–380



376

ultrasound images are not available or the quality of the 
pre-operative ultrasound images acquired is poor and 
cannot be utilised, for example: poor clarity, containing 
numbers, measurement lines, and so on. (2) Nodes in the 
FTA group that metastasised during follow-up.

The Ethics Committee (EC) of Peking University 
Shenzhen Hospital approved the retrospective study and 
waived the informed consent requirement for the study 
population.

A total of 269 nodules are eventually included in 263 
patients, 57 males and 212 females, aged 13 to 77 years, 
with a mean age of (38.4 ± 11.9) years. 229 cases of 230 
lesions in FTA and 34 cases of 39 lesions in FTC were 
included in the 263 patients. A total of 493 preoperative 
ultrasound images of follicular thyroid tumours were 
included, with a total of 417 images in the FTA group 

and 77 images in the FTC group (Fig. 4).

Image pre-processing
The impact of image pre-processing on the generalisation 

of neural networks is very important. Image pre-processing 
can help the model to better capture image features and 
thus better generalise to new images [22]. In particular, the 
ratio of benign to malignant samples was extremely uneven 
in this study, with malignant samples accounting for only 
16% of the entire sample. In order to solve the problem 
of unbalanced sample distribution, this study incorporates 
image augmentation algorithm processing in the image pre-
processing stage. In the image augmentation strategy, each 
malignant image is processed in this study by ‘Rotating’, 
‘Flipping’, ‘Adding Gaussian Noise’, ‘Brighing’ and ‘Adding 
Gaussian Blur’, respectively (Fig. 5).

Figure 4 Inclusion diagram of patient population.

Figure 5 Image augmentation strategy.

Cases of thyroidectomy with postoperative 
pathological confirmation of FTC or FTA were 
retrospectively collected from 1 January 2015 
to . 31 December 2020 at Peking University 
Shenzhen Hospital. 

1. Exclusion of images lacking thousands of 
ultrasound detections of poor quality.
2. Exclusion of nodules that metastasize during 
follow-up.
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7 ul trasound images 
enrolled.
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eventual ly included, wi th 494 ul t rasound  
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Deep hybrid multi-feature extraction
The contribution of feature extraction to the overall 

machine learning process is crucial and can even affect 
the performance of the entire risk prediction system. The 
ultrasound images of benign and malignant follicular 
thyroid tumours are very similar (Fig. 6) and the 
practitioners having difficulty distinguishing between 
them by the naked eye. As seen in many previous studies 
[14,15], conventional machine algorithms have also been 
ineffective in distinguishing between benign and malignant 
ultrasound images of follicular thyroid tumours. An 
explanation for the problem is that the feature similarity 
between benign and malignant ultrasound images obtained 
by current feature extraction algorithms is extremely high 
and is not sufficient to distinguish between the classes of 
images.

This study proposes a deep hybrid multi-feature 
extraction method in order to obtain features that are 
sufficient to allow the images to be correctly classified. 

The proposed feature extraction scheme is composed 
of three branches: transfer learning features, cropped 
features and residual network features (Fig. 7).

Inception V1 is used in this study to obtain transfer 
learning features and to derive predictions of benign 
and malignant thyroid follicular tumours (Fig. 8). And 
ResNet-50 has taken on the acquisition of the residual 
features and the prediction of the results.

Figure 7 Proposed deep hybrid multi-feature extraction.

Figure 8 Proposed Inception V1 module.

Figure 6 Ultrasound images of follicular tumours of the thyroid.
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Among the traditional manual image feature extraction 
algorithms, local feature extraction schemes have been 
emerging as research hotspots. Local features for images 
retain more information about the image, and this 
research uses the concept of image local features to form 
the proposed cropped feature strategy. A feature map is 
acquired by a CNN, and then the feature map is divided 
into N parts more Equation 1.

( ) ( )1 1
1 * 1 1

h w

a h a w
N

N N
− −   

= + + +   
   

 (1)

where h and w are the height and width of the feature 
map respectively. a as a variable that dynamically 
determines the scale of the cropped feature map, in this 
study a has the value of 0.5. Nh and Nw are equal to 1 (1-α)  
h and 1 (1-α) w. And are the size of the crop window. 
An example of feature cropping for a of 0.5 (Fig. 9). The 
5 cropped sub-features are extracted separately and the 
predicted values are derived, and finally the average of 
these 5 predicted values is taken as the final prediction 
result of the branch. The final predicted value for the 
whole system is calculated according to Equation 2.

Figure 9 Example of feature cropping.

3
p p p

p

T C R
F

+ +
=  (2)

where Fp is the final predicted value. Fp, Cp, Rp are the 
predictions of each of the transfer, clipping and residual 
feature branches respectively.

Experiments and Discussion
In this section, in order to validate the performance 

of the proposed frameworks for ultrasound images of 
follicular tumours of the thyroid, we have carried out 
experiments on the ultrasound image database at Peking 
University Shenzhen Hospital and compared with other 
state-of-the-art methods which are LeNet, AlexNet, 
ZFNet, VGGNet, Inception v1, ResNet-50, SENet, 

CroppingNet. The hardware system platform adopted 
for the experiments in this study was a DELL G15 5520 
laptop with a 12th Gen Intel(R) Core (TM) i7–12700H 
(20 CPUs), 2.3 GHz, 16384 MB RAM, and three 
graphics cards: two discrete graphics cards (NVIDIA 
GeForce RTX 3060 Laptop GPU 6023 MB, NVIDIA 
GeForce RTX 3080 Ti, 12108 MB) and one integrated 
graphics card (Intel(R) Iris(R) Xe Graphics, 128 MB). 
The development system used for this study was Python 
3.9.12, with Jupyter Notebook as the editor and Windows 
10 Professional 64-bit as the operating system. The 
training set and test sets are divided according to the 
following criteria (Fig. 10). 

The evaluation criteria for this study are accuracy, 
sensitivity, specificity and AUC. Our proposed method 

Advanced Ultrasound in Diagnosis and Therapy 2023;04:373–380
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obtains the optimal AUC of 96.69% and also shows a 
good balance in terms of sensitivity and specificity(Table 
1 and Fig. 11). Although the ZFNet obtained 100% 
specificity, its sensitivity was only about 3% accurate, 
due to the small sample size of positives. Furthermore, 

the results of Inception V1 are good, but the sensitivity 
and AUC are not as good as the proposed method. 
Sensitivity performance is very important in practical 
clinical applications.

Figure 10  Division of the training and test sets.

benign: 417

Dataset

data augmentation

benign: 417

training set: 313

test set: 104

training set: 346

test set: 116

malignant: 77 malignant: 462

Table 1 Performance comparison results

Method Accuracy(%) Sensitivity(%) Specificity(%) AUC(%)

LeNet 72.60 70.19 74.78 80.99

AlexNet 76.71 75.96 77.39 86.36

ZFNet 53.88 2.88 100.00 70.61

VGGNet 72.60 60.58 83.48 80.14

Inception v1 90.41 86.54 93.91 94.38

ResNet 84.93 83.65 86.09 91.30

SENet 56.62 98.08 19.13 72.03

Cropping 84.93 88.46 81.74 92.07

Proposed method 89.95 88.46 91.30 96.69

Conclusion and Future Work
In this study, a non-invasive risk prediction system 

is proposed for ultrasound images of thyroid follicular 
tumours. The core of the system is a proposed deep 
hybrid multi-feature Fusion Network to address the 
problems of similar image features, low sample size 
and unbalanced distribution. We solve the problem of 
unbalanced sample distribution by means of an image 
augmentation algorithm. In order to obtain enough 
features to differentiate ultrasound images, a three-
branched feature extraction network was designed in 
this study, and a balance of sensitivity and specificity is 
ensured by an averaging algorithm.

In future,we will merge the three branches of features 
and optimise the parameters to reduce the excessive 
consumption of resources by the risk prediction system.
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