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A long wire with large current source transient electromagnetic (TEM) monitoring,
with a large detection depth, low cost, safety, and environmental protection, has
unique advantages in the testing and identification of unconventional reservoir
fluid and the evaluation of stimulated reservoir volume. So, the TEM 3D forward
modeling method has become a research hotspot. Although the finite-element
method (FEM) is a type of numerical algorithm that has been widely applied in
three-dimensional (3D) electromagnetic field forward modeling, the efficiency
and accuracy of FEM require further improvement in order tomeet the demand of
fast 3D inversion. By increasing the order of the basis function and adjusting the
principle of mesh discretization, the precision of the mixed-order spectral-
element (SEM) result will be increased. The backward Euler scheme is an
unconditionally stable technique which can ignore the impact of the scale of
the time step. To achieve a better description of the nonlinear electromagnetic
(EM) response of the grounded source TEMmethod and to optimize the efficiency
and accuracy/precision of the 3D TEM forward modeling method significantly, we
proposed the use of 3D TEM forward modeling based on the mixed-order SEM
and the backward Euler scheme, which can obtain more accurate EM results with
fewer degrees of freedom. To check its accuracy and efficiency, the 1D and 3D
layered models are applied to compare the SEM results with the semi-analytical
and FEM solutions. In addition, we analyzed the accuracy and efficiency of the SEM
method for different types of order basis functions. Finally, we calculated the long-
wire source TEM response for a practical 3D earth model of a shale gas reservoir
for fracturing monitoring and tested the feasibility of the TEM method in a
hydraulic fracturing monitoring area to further demonstrate the flexibility of the
SEM method.
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Highlights

This paper achieved long-wire source TEM-efficient and high-
precision forward modeling for a practical 3D earth model of a
shale gas reservoir for fracturing monitoring based on the SEM
method, which verified the feasibility of the long-wire source
TEM method in a hydraulic fracturing monitoring area, and
further demonstrated the flexibility of SEM.
This paper proposed the use of 3D grounded source TEM
forward modeling based on SEM and the backward Euler
scheme, which can obtain more accurate EM results with
fewer degrees of freedom.
This paper verified the accuracy and efficiency of the 3D long-
wire source grounded source TEM via SEM, in which the lower-
order spectral-element method with a detailed mesh and the
higher-order spectral-element method with a coarse mesh have
similar precision levels.

Introduction

Due to the rise and development in the field of hydraulic
fracturing key technologies, significant progress has been made in
the exploration and development of unconventional reservoir
resources. Hydraulic fracturing technology injects fracturing fluid
and proppants into the wellbore, which generates an artificial dense
fractured network, and improves fluid transport channels, fracture
development modes, and properties of unconventional reservoirs,
thereby realizing the stimulated reservoir volume (SRV)
modification. Hydraulic fracturing is an essential technical
method in unconventional oil and gas development, and
hydraulic fracturing monitoring is the key technique for
accurately evaluating the effect of hydraulic fracturing and
reservoir transformation. SRV is crucial for optimizing the well
completion strategy, resource utilization, and reservoir productivity
prediction. The reservoir physical property is a critical technology
for SRV prediction and evaluation, and it has significant
implications for optimizing fracturing construction and reducing
costs. Time-lapse seismicity is the primary means of monitoring
fracturing (Ahmadian et al., 2018). However, the micro-seismic
method infers the location of fracturing by recording seismic events
caused by rock fractures or sliding in the reservoir, including the
positions of fracturing failure, in which effective support is not
achieved after pressure loss. Thus, it may limit the development of
fine-grained fracturing monitoring technologies. Fortunately, a low-
resistance, high-polarization electromagnetic (EM) anomaly is
formed in the reservoir regions with the fracturing fluid injected,
which differs significantly from the surrounding rocks in electrical
properties. Thus, EM monitoring has unique advantages in
identifying fluid characteristics compared to the micro-seismic
method (Strack, 2014). With the improvement of instrument
equipment and data acquisition technology, the time-lapse EM
monitoring technology is becoming increasingly mature and has
become a research hotspot for unconventional reservoir monitoring.
EM exploration methods, such as magnetotelluric (MT) and
controlled-source electromagnetic (CSEM) methods, have been
widely applied in the field of fracturing monitoring (Streich,
2016). Subsequently, the MT method has received more attention

in deep geothermal hydraulic fracturing monitoring (Peacock et al.,
2012; Peacock et al., 2013; Abdallah et al., 2020). The MT method is
more suitable for monitoring hydraulic fracturing in large-scale and
deep reservoirs. The CSEM method has a high sensitivity to thin
layers, which promotes the application of the CSEM method in
unconventional reservoir identification (Tietze et al., 2015; Liu R.
et al., 2020).

It must be admitted that a large part of the unconventional oil
and gas reservoirs are located in areas with complicated topography
and geological conditions, which pose higher requirements on the
resolution, exploration depth, and data processing and
interpretation of EM hydraulic fracturing monitoring. The high-
power and long-wire source transient electromagnetic method
(TEM) has obvious advantages, such as a high signal-to-noise
ratio, large exploration depth, and low cost. It is considered one
of the most effective methods for monitoring hydraulic fracturing in
unconventional reservoirs for complicated topography and
geological conditions, especially compared to the conventional
reservoir EM method (such as MT and CSEM) with time-lapse
monitoring (Hördt et al., 1992; Schamper et al., 2011; Yan et al.,
2018; Di et al., 2019; Liu Y. et al., 2020). The 3D forward modeling of
time-domain EM induction is aimed at calculating the EM responses
and variations at different stages of hydraulic fracturing, which is an
important basis for the feasibility analysis and scheme design of
dynamic monitoring (Orange et al., 2009). Ceia et al. (2007)
demonstrated the effectiveness of long wire with large current
TEM monitoring through 1D simulation. However, 1D modeling
is based on the assumption of horizontally extended layered models,
which is seriously inconsistent with the limited horizontal variation
in the hydraulic fracturing area. Therefore, in order to obtain
accurate responses to dynamic hydraulic fracturing changes, it is
necessary to develop 3D forward modeling for complex models
(Peacock et al., 2013; Didana et al., 2017).

There are two types of 3D TEM forward modeling schemes:
indirect and direct methods. The indirect method utilizes the inverse
Fourier transform method and 3D frequency-domain
electromagnetic (EM) modeling simultaneously, which applies a
numerical method, such as the integral equation method, finite-
difference method (FDM), and finite-element method (FEM), to
calculate the frequency-domain EM response. Then, the frequency
domain can be converted to the time-domain response by the
inverse Fourier transform (Mulder et al., 2008). Cox et al. (2012)
calculated the time-domain EM response and sensitivity matrix by
the integral equation method and the cosine transform. Sasaki et al.
(2015) proposed a time-domain EM data inversion method on the
strength of the inverse Fourier transform and frequency-domain
FDM forward modeling, and they tested the inversion efficiency for
practical data. Regarding the direct algorithm, it is derived from the
time-domain governing equations, and space and time
discretizations are conducted directly via a numerical method,
including explicit and implicit schemes. The explicit scheme
generally utilizes the central difference for time discretization.
Commer and Newman (2004) used the finite-difference time-
domain (FDTD) method based on a staggered grid and the
modified Dufort–Frankel method to obtain a parallel algorithm
for electrical source 3D TEM forward modeling, which effectively
improved the modeling efficiency. Based on this, Commer et al.
(2015) carried out the 3D TEM forward modeling of a drill steel
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casing method and developed a time-dependent function in the
Dufort–Frankel method, which reduces the computation cost by
using a larger time step. The implicit scheme adopts the backward
difference method for time discretization. Um et al. (2010) realized
electrical source 3D TME forward modeling based on unstructured
grid FEM and the backward Euler technique and improved the
modeling accuracy by the adaptive time-step method, which
significantly promoted the application of the implicit method in
3D TEM modeling. Liu R. et al. (2020) combined the finite volume
method and the backward Euler technique with second order to
realize 3D long offset TEM forward modeling of arbitrary
anisotropic media and analyzed the anisotropic anomaly response
characteristics for typical geological models. Li et al. (2020)
discussed the characteristics of the semi-airborne electrical source
TEM response based on FEM and analyzed the impact of fluctuating
terrain on the EM response using practical geological models. Based
on unstructured grid FEM and the implicit scheme, Wang et al.
(2021) achieved surface-to-borehole 3D TEM forwardmodeling and
studied the resolution of surface-to-borehole TEM for anomalous
targets. Lu et al. (2021) developed 3D TEM forward modeling codes
using the unstructured grid finite volume method and the implicit
scheme, proposed a trial-and-error modeling approach, and tested
the practicability.

However, their methodology requires the EM response of a large
number of frequency points be calculated for the indirect method,
which limits the calculation efficiency and accuracy. The time and
spatial step sizes have serious impacts on the precision and
computational efficiency of the explicit method. The implicit
method has the significant advantage of unconditional stability.
However, the implicit method requires that large linear equations be
solved in each time step, and this inherent property limited the
application of the implicit method in early 3D forward modeling
applications. With the rapid development of large, sparse direct
solvers, the implicit method has become widely used for 3D TEM
forward modeling. In particular, the combination of FEM and the
backward Euler scheme, which has the advantages of flexible
modeling and unconditional stability, is now broadly applied in
3D TEM forward modeling. However, the distribution of the EM
field in a discrete element is normally assumed as a linear function or
constant, which is inconsistent with real EM response
characteristics. Therefore, it is an essential factor in 3D forward
modeling to obtain a balance between accuracy and efficiency.

As a combination of the spectral method and traditional first-
order FEM, the spectral-element method (SEM) has the
characteristics of exponential convergence of the spectral method
and flexible modeling of FEM. Thus, it can fit more complex models
and has the advantage of synchronized optimization of the accuracy
and efficiency for the targets. Compared with FEM, SEM introduces
high-order polynomials as the interpolation basis function, which
can enhance the interpolation accuracy and effectively improves the
modeling efficiency and accuracy. Patera (1984) first proposed to
utilize the Gauss–Lobatto–Chebyshev (GLC) polynomial as the basis
function of SEM, and then, this method was applied to the numerical
simulation of fluid mechanics. Later, Røquist and Patera (1987)
proposed an alternative type of SEM, in which the basis function was
formed by Gauss–Lobatto–Legendre (GLL) polynomials. The
aforementioned basis functions have become the two most
common types of SEMs. Since then, SEM has been developing

rapidly and is widely used in seismic exploration (Komatitsch
et al., 1999; Boaga et al., 2012; Liu et al., 2014; Gharti et al.,
2019; Khan et al., 2020). In the 21st century, SEM is gradually
applied in the field of computational EM and has been applied in
micro-wave and circuit simulation research (Cohen, 2003; Lee and
Liu, 2004; Lu and Li, 2007). Referring to the application of SEM in
computational EM, researchers are trying to apply SEM to
geophysical EM forward modeling. Zhou et al. (2016); Zhou
et al. (2017) introduced SEM for the forward modeling of 3D
frequency-domain CSEM. Based on the GLL basis function,
Huang et al. (2017); Huang et al. (2019) realized the forward
modeling of 3D airborne EM infrequency domain and time
domain separately. Based on the GLC basis function, Zhu et al.
(2020), 2022) applied the unstructured tetrahedral grid SEM to 3D
direct current resistivity and frequency-domain airborne EM
forward modeling and analyzed the modeling accuracy and
efficiency of this method. Therefore, the efficiency and accuracy
of SEM in geophysical EM modeling have been continuously
verified. However, few studies have been conducted on 3D long-
wire source TEM forward modeling using SEM. Therefore, we
conduct research to realize 3D TEM forward modeling by SEM.

Based on theGLL interpolation basis function, in order to discretize
the time-domain electric field diffusion equation, the Galerkin weighted
residual method was introduced. Using an electric dipole to
approximate the grounding of a long conductor source, combined
with the second-order backward Euler technique and parallel direct
solution technology, the high-efficiency and high-precision 3D forward
modeling of electrical source TEM was realized, and the application
effect of SEM in this field was tested. The stability of the algorithm was
tested on 1D and 3D models, and then, the feasibility of applying the
electrical source transient electromagnetic method in shale gas reservoir
fracturing dynamic monitoring was analyzed. First, we derived the
discretization formula from the time-domain Maxwell equation. We
used the GLL basis function to discretize the EM field and the Galerkin
weighted residual method to establish spatial discretization equations.
Then, the implicit backward Euler scheme was introduced for temporal
dispersion. In addition, to obtain a fast and accurate EM response, we
applied the rational piecewise functional type of the electrical dipole to
approximate the long-wire source, and we applied the direct parallel
solver to accelerate the solution. Next, we verified the accuracy of SEM
for layer-earth and 3D earth models and compared the results with
those of the semi-analytical solution and FEM.We also investigated the
influence of the basis function order on the modeling results. Finally, to
further test the flexibility and adaptability of our method for complex
earth models, we set a practical hydraulic fracturing monitoring earth
model with small-scale targets and a large burial depth, and we analyzed
the feasibility of applying long-wire source TEM to shale gas reservoir
fracturing monitoring.

Over the last decade, forward modeling tests and EM techniques
have been gradually introduced for hydraulic fracturing monitoring
(Tietze et al., 2019). For frequency-domain EM methods, Bhuyian
et al. (2012) and Zhdanov et al. (2013) first applied magnetotelluric
(MT) and controlled-source electromagnetic (CSEM) data for
hydraulic fracturing monitoring and proved the applicability of
the reservoirs within a depth of 2 km. Tietze et al. (2015) studied
the sensitivity of the CSEMmethod and concluded that by borehole-
to-surface configuration, the EM signal changes caused by the
hydraulic fracturing reservoir at the depth of 1200 m can be
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captured. Strack (2010) compared the detection capability between
the MT and time-domain CSEM methods, and proposed that the
time-domain CSEM method has a better resolution for reservoir
monitoring. In the field study of a petroleum field in Brazil, Ceia
et al. (2007) used 1D forward modeling and inversion to interpret
the TEM signals of the long-wire source EMmethod and proved that
this method can monitor fluid dynamic changes at a depth of 1 km.

In this paper, we proposed the use of 3D TEM forward modeling
based on the mixed-order SEM and the backward Euler scheme.
First, we derived the theoretical equations for the grounded source
TEM 3D forward modeling with spatial discretization based on SEM
and temporal discretization based on the backward Euler scheme. In
addition, to effectively suppress the singularity caused by the source,
we applied the rational piecewise functional type of the electrical
dipole to approximate the long-wire source. Then, we adopted a
direct solver to accelerate the solution of the SEM discrete equations.
Moreover, to check its accuracy and efficiency, the 1D and 3D
layered models are applied to compare the SEM results with the
semi-analytical and FEM solutions. In addition, we analyzed the
accuracy and efficiency of the SEM method for different types of
order basis functions. Finally, we calculated the long-wire source
TEM response for a practical 3D earth model of a shale gas reservoir
for fracturing monitoring and tested the feasibility of the TEM
method in a hydraulic fracturing monitoring area to further
demonstrate the flexibility of the SEM method.

Methodology

Governing equations and initial–boundary
conditions

Without considering the displacement current, we can derive
the following electric field diffusion equation of time domain easily.

∇×
1
μ
∇× E[ ] + σ

∂E
∂t

+ ∂Js
∂t

� 0. (1)

To avoid multi-solutions of the EM field, the boundary and
initial conditions are needed for solving the EM diffusion problem.
For the boundary condition, we adopt a finite and large-scale 3D

region with a boundary surface Γ to replace the infinite 3Dmodeling
region. Hence, on the boundary, the tangential component of the
electrical field will be reduced to zero, and thus, the following
Dirichlet boundary condition will hold.

n × E( )|Γ � 0, (2)
where n is the out normal direction of the outer boundary.
Moreover, the initial electric field is set as 0 for a full waveform
current source. As for a step-off source, a stable direct current
electric field is set as the initial electric field, which can be obtained
by solving the Poisson equation (Commer and Newman, 2004).

Space discretization for SEM

We use the hexahedral element to discretize the geoelectrical
underground model and apply the mixed-order SEM to conduct
spatial discretization. Then, the interpolated electric field can be
expressed as follows (Huang et al., 2019):

E x, y, z, t( ) � ∑Nz

k�0
∑Ny

s�0
∑Nx−1

r�0
Ex xr, ys, zk, t( ) ~Φx

rsk

+∑Nz

k�0
∑Ny−1

s�0
∑Nx

r�0
Ey xr, ys, zk, t( ) ~Φy

rsk

+ ∑Nz−1

k�0
∑Ny

s�0
∑Nx

r�0
Ez xr, ys, zk, t( ) ~Φz

rsk

� ∑Ne

i�0
Ei xr, ys, zk, t( ) ~Φi,

(3)

where ~Φ � [ ~Φx
, ~Φ

y
, ~Φ

z] is the physical domain basis function, and
Nx, Ny, and Nz are separately the basis function orders along each
axis. Ne � Nx(Ny + 1)(Nz + 1) +Ny(Nx + 1)(Nz + 1) +
Nz(Nx + 1)(Ny + 1) is the number of total edges for the
physical elements, and Ei(xr, ys, zk, t) and ~Φi are the tangential
electric field and basis function on the ith total edge, respectively.
Figure 1 presents a schematic diagram of a third-order SEM element
(Nx � 3, Ny � 3 , and Nz � 3).

We apply the Galerkinmethod to minimize the weak form of Eq.
1, and we introduce the first vector Green’s theorem and Dirichlet
boundary conditions. For all of the discrete elements,

FIGURE 1
Schematic diagram of a third-order SEM element (Nx � 3,Ny � 3, andNz � 3): (A) edge elements along the x-axis; (B) edge elements along the y-axis;
and (C) edge elements along the z-axis.
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∑K
e�1

∑Ne

i,j�1
Ej

1
μ
∫∫∫

Ωe
∇× ~Φi( )T · ∇× ~Φj( )dV +∑K

e�1
∑Ne

i,j�1

dEj

dt
σ∫∫∫

Ωe

~Φi
T · ~ΦjdV

� −∑K
e�1

∑Ne

i�1
∫∫∫

Ωe

~Φi
T · ∂Js

∂t
dV, (4)

where K represents the number of elements. Through element
matrix analysis of SEM, we obtain

AE + B
dE
dt

+ S � 0, (5)

where A is the total stiffness matrix, B is the total mass matrix, S is
the imposed source vector, and E is the electric field vector to be
solved on the discrete edges.

Gauss–Lobatto–Chebyshev (GLC) and Gauss–Lobatto–Legendre
(GLL) polynomials are generally introduced to form the basis function
of SEM. The GLL-type basis function is more widely applied in EM
simulation applications, and the 1D GLL-type basis function is
expressed as follows:

φ N( )
j ξ( ) � −1

N N + 1( )LN ξj( )
1 − ξ2( )
ξ − ξj( )L′

N ξ( ) j � 1,/, N, (6)

where LN(ξ) and L′N(ξ) are the Nth order Legendre orthogonal
polynomial and its derivative, respectively, and ξj is the jth
interpolation node of the GLL polynomial, which can be solved
using (1 − ξ2)L′N(ξ) � 0. Thus, the definition domain of the GLL
polynomial is [−1,1]. Moreover, for mixed-order SEM, the 3D GLL
basis function Φ � [Φξ ,Φη,Φζ ] can be derived by the 1D GLL
polynomials in three orthogonal directions (ξ, η, and ζ directions) as
follows:

Φξ
rsk ξ( ) � φ

Nξ−1( )
r ξ( )φ Nη( )

s η( )φ Nζ( )
k ζ( ) · �ξ, (7)

Φη
rsk η( ) � φ

Nξ( )
r ξ( )φ Nη−1( )

s η( )φ Nζ( )
k ζ( ) · �η, (8)

Φζ
rsk ζ( ) � φ

Nξ( )
r ξ( )φ Nη( )

s η( )φ Nζ−1( )
k ζ( ) · �ζ , (9)

where �ξ, �η, and �ζ represent the corresponding unit vectors. The
definition domain of the GLL-type 3D basis function is
(ξ, η, ζ) ∈ [−1, 1] × [−1, 1] × [−1, 1]. Similar to the basis function
of vector FEM, the order of the polynomial in the tangential

direction of the basis function of the mixed-order SEM is one
order less than those in the normal direction. Thus, for the
interface between two adjacent elements, the mixed-order basis
function can ensure that the passed tangential field components
are continued.

However, the definition domain of our physical discrete
element is not limited to [−1, 1] × [−1, 1] × [−1, 1] for the 3D
model. Here, the reference domain is defined as the domain of the
basis function, and the physical domain is defined as the domain
of the model. Then, establishing the mapping relationship
between these two domains is required. We assume that the
range of the definition domain in the physical coordinates of the
eth element is (x, y, z) ∈ [xe, xe+1] × [ye, ye+1] × [ze, ze+1], and
the range of its corresponding reference domain is
(ξ, η, ζ) ∈ [−1, 1] × [−1, 1] × [−1, 1]. The mapping relationship
is as follows (Lee et al., 2006):

~Φ x, y, z( ) � J−1Φ ξ, η, ζ( ), (10)
∇× ~Φ x, y, z( ) � 1

J| |J
T∇× Φ ξ, η, ζ( ). (11)

J is the Jacobian matrix:

J �

∂x
∂ξ

∂y
∂ξ

∂z
∂ξ

∂x
∂η

∂y
∂η

∂z
∂η

∂x
∂ζ

∂y
∂ζ

∂z
∂ζ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (12)

Therefore, the element stiffness matrix Ae
i,j, the element mass

matrix Be
i,j, and the imposed source vector of an element Sej can be

expressed as follows:

Ae
i,j �

1
μ
∫1

−1
∫1

−1
∫1

−1
∇× Φi( )TJJT ∇× Φj( ) 1

J| | dξdηdζ , (13)

Be
i,j � σ∫1

−1
∫1

−1
∫1

−1
ΦT

i · J−T · J−1 ·Φj · J| |dξdηdζ , (14)

FIGURE 2
Three-layer earth model (A) and discrete time step distribution (B).
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Sej � −∫1

−1
∫1

−1
∫1

−1
∂Js
∂t

· J−T ·ΦT
j · J| |dξdηdζ . (15)

Here, we can calculate Ae
i,j, B

e
i,j, and Sej via reduced-order GLL

numerical integration, which can effectively increase the sparsity of
the mass and stiffness matrices. Then, the element matrix analysis
will be sped up (Lee et al., 2006).

To effectively suppress the singularity caused by the current
source, we introduce the rational piecewise functional type of the
electrical dipole to approximate the long-wire source. The detailed
process is as follows. First, we divide the long-wire source into
several electric dipole segments with finite lengths and place them
on the edge of the elements. The current density direction is set
parallel to the edge of the element. Second, we introduce the delta
function to describe the tangential component of the current
density for each element. The current density of the electric
dipole can be written as

Js � δ r − rs( )pI t( )dl, (16)
where δ is the delta function, rs and dl are the spatial location and
length of the electric dipole, respectively, p represents the current
direction, and I(t) represents current intensity at time t.
Furthermore, the imposed source can be rewritten as

S � ~Φi · p dI t( )
dt

dl. (17)

To promote the forward modeling accuracy, the unconditional
stable backward Euler scheme with second order is introduced to
deal with time discretization:

dE k( )

dt
� 1
2Δt 3E k( ) − 4E k−1( ) + E k−2( )( ), (18)

where E(k) is the electric field solution vector in the kth time step and
Δt is t in the kth time step. Then, once dE(k)

dt in Eq. 4 is replaced by Eq.
18, we obtain

3B + 2ΔtA( )E k( ) � B 4E k−1( ) − E k−2( )[ ] − 2ΔtS k( ). (19)

Through the coupled relationship between the common edges,
we can create the total matrix and obtain a large-scale linear
equation system (Eq. 19). Then, the direct solver PARDISO is
used. For time-domain EM forward modeling, when (3B + 2ΔtA)
is unchanged, the left side coefficient matrix (3B + 2ΔtA) is the same
for the adjacent time channel, and the LU decomposition is only
needed when the time step changes. Thus, with the application of
“PARDISO,” the speed of TEM forward modeling can be
significantly improved.

TABLE 1 Statistics of mesh discretization and time consumption for the different numerical methods.

Number of total
elements

Numerical
method

DoF Maximum relative
error (%)

Minimum relative
error (%)

Minimum relative
error (%)

Time
consumption (s)

967,494 FEM 967,494 2.34 0.91 1.47 67

6,480 SEM (N=3) 543,840 2.69 0.13 0.73 34

6,480 SEM (N=4) 1,277,792 2.66 0.09 0.55 154

3,150 SEM (N=4) 625,616 2.979 0.08 0.57 45

FIGURE 3
Ex responses and relative error corresponding to themodel shown in Figure 2, Ex responses of the FEM and SEM (A), and the relative errors compared
to the 1D semi-analytical solution (B).
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In this study, the forward modeling cases were conducted using
a workstation with an AMD Ryzen 9-5950 processor and 96 GB of
memory space.

Numerical experiments

Accuracy verification and efficiency analysis

To verify the efficiency and precision of our SEM algorithm, the
three-layered earth model shown in Figure 2 is used, and the results
are compared with the conventional method―FEM (Wang et al.,
2021) and 1D semi-analytical solutions. The detailed parameters
were as follows: the thicknesses of the upper two layers were 500 m
and 100 m, and the resistivities were separately Ex, Ex, and Ex. We
imposed a square waveform with a maximum transmitting current
of 1 A and a 4 ms on-time duration. The transmitting long-wire
source extended 200 m along the x-direction, with the location of the
mid-point of the long-wire source at (0 m, −400 m, 0 m). The
receiver location was set as (0 m, 0 m, 0 m). Moreover, to study
the influences of mesh subdivision and SEM orders, we selected two
types of physical mesh subdivision scale: a coarse mesh with 14 ×
15 × 15 elements based on the 100 m × 100 m × 100 m minimum
size element and a detailed mesh with 18 × 18 × 20 elements based
on the 50 m × 50 m × 50 m minimum size element. To model the
detailed mesh, we used the third- and fourth-order SEM. To model
the coarse mesh, we used fourth-order SEM. In addition, we
discretized the time into 1,373 time channels (Figure 2), defined
the beginning off-time as the initial time (t = 0), and calculated the
Ex responses from 10–4 s to 1 s.

We conducted a comparison between the conventional
unstructured tetrahedral FEM and SEM for accuracy and
efficiency analyses. Meanwhile, we selected two types of mesh
subdivisions (detailed and coarse mesh discretization) and
combined the third- and fourth-order SEM basis functions for
the accuracy verification. Table 1 shows the mesh discretization
information and the time consumption values for the different

numerical methods. For the model shown in Figure 2, Figure 3
shows the TEM responses and relative error of Ex components.
Table 1 shows the mesh discretization information and the time
consumption values of the multiple-time channel TEM response for
the different numerical methods. By analyzing Table 1 and Figure 3,
we found that 1) the maximum relative errors for the four cases
(unstructured tetrahedral FEM, third-order SEM with detailed
mesh, fourth-order SEM with detailed mesh, and fourth-order
SEM with coarse mesh) are less than 3.00%. The relative errors
of FEM and SEM with most time channels are separately larger than
1.00% and less than 1.00%, respectively. This indicates that the SEM
basis function can better describe the nonlinear EM fields. 2) For
SEM, with the increase in the order of the basis function, the
modeling accuracy increases significantly. 3) The third-order
SEM with a detailed mesh and the fourth-order SEM with a
coarse mesh have similar precision levels.

As for the analysis in terms of efficiency, based on the
comparisons of the time consumptions of the different methods
in Table 1, the sorting order for the numerical methods from
minimum to maximum computational time is as follows: third-
order SEM with a detailed mesh, fourth-order SEM with a coarse
mesh, unstructured tetrahedral FEM, and fourth-order SEM with a
detailed mesh. Among them, the modeling of third-order SEM with
a detailed mesh has the shortest computational time, the fewest
degrees of freedom, and the lowest accuracy. The modeling of the
fourth-order SEM with a detailed mesh has the longest
computational time, maximum degrees of freedom, and the
highest accuracy. It is worth noting that the fourth-order SEM
with a coarse mesh, under the condition of fewer degrees of freedom,
exhibits better computational efficiency and accuracy compared to
the conventional FEM. In addition, the fourth-order SEM with
coarse detailed meshes has the same accuracy level, which means
that in situations with high-accuracy modeling, increasing the grid
density may not contribute significantly to improving the accuracy
but significantly affect computational efficiency. Therefore, in some
cases, further increasing the mesh density may not significantly
enhance the accuracy of the results but rather increase the
computational complexity and cost.

It is important to strike a balance between the accuracy
requirements, computational efficiency, and associated costs. By
comparing with conventional FEM, SEM can provide higher
accuracy results while maintaining a relatively lower
computational cost. For FEM, it uses the first-order vector basis
function for the interpolation and requires that a refined mesh
subdivision be generated to guarantee the modeling accuracy, which
leads to a sharp increase in the degrees of freedom (DoF) and affects
the modeling efficiency. Therefore, SEM can offer a good balance
between accuracy and computational efficiency, making it a suitable
choice for various applications. Because the high-order GLL basis
function with spectral convergence is used in SEM, which only
slightly depends on the mesh subdivision, it can obtain more
accurate modeling results. In summary, using SEM for the
forward modeling of 3D TEM has a higher accuracy and efficiency.

For long-wire source TEM response, the accuracy of SEM is also
further studied. First, we set a 3D model with a high resistance
background and a conductive anomalous cuboid embedded
(Figure 4), and we compared the results of SEM with those of
the unstructured tetrahedral FEM. The detailed parameters were as

FIGURE 4
Schematic diagram of the yz-profile of the 3D earth model (the
length of the source).

Frontiers in Earth Science frontiersin.org07

Huang et al. 10.3389/feart.2023.1279966

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2023.1279966


follows: the conductive cuboid size is 200 m × 400 m × 400 m, and
the top surface is 400 m; the resistivities of the anomaly and
background were Ex and Ex, respectively; and the coordinates of
the center of the anomalous body were (0 m, 1,000 m, 600 m). We
set a long-wire source extending 100 m in the x-direction. The center
coordinate is (0 m, 0 m, 0 m), and the transmitting current intensity
is 100 A. The survey points were laid out within a 600 m × 800 m
area located directly above the anomalous body, with a survey point
spacing of 25 m and 825 survey points. We applied the same
waveform as the three-layer model used. To further investigate
the modeling capability of SEM, the third-order SEM was
applied, and an element scale of 50 m × 50 m × 50 m was used
to discretize the target modeling area. The total number of discrete
elements was 8,360, and the DoF were 699,672. DoF for the FEM
were 1,141,968.

Figure 5 shows the Ex contour distribution for different time
channels for SEM and FEM. Figures 5A–E present the FEM results,
and Figures 5F–J present the SEM results. Figure 6 shows a
comparison of the Ex responses at the survey point of (0 m,
1,000 m, 0 m) for FEM and SEM. As can be seen from Figures 5,
6, the results of the two methods are consistent, and the difference of

the relative errors is under 3.00%. These results indicate that SEM is
efficient and applicable to 3D long-wire source TEM forward
modeling.

To investigate the characteristics of the underground current
density distribution, we calculated the underground current density
of the 3D model in Figure 4 for the channels of [0, 1, 3, 5] ms.
The modeling area is (x, y, z) ∈ [−1000m, 1000 m] × 1000m ×
[0m, 2000m]. Figure 7 shows the current density distribution. It
can be seen that the underground material produces an eddy current
field, which is opposite to the direction of the current density for the
on-time interval, and decays and propagates downward over time.

Geoelectric model for shale gas reservoir
fracturing monitoring

Hydraulic fracturing technology is a core technique used in the
development of unconventional oil and gas resources, as well as
enhanced geothermal systems. Its purpose is to modify the reservoir
by creating effective artificial fracture zones and maintaining
sustainable production. The dynamic monitoring of the reservoir

FIGURE 5
Ex contour distribution for different time channels for SEM and FEM. (A–E) Results for FEM and (F–J) results for SEM.
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FIGURE 6
Ex responses and relative difference of SEM and FEM for the survey point of (0 m, 1,000 m, 0 m). Ex response (A), B is relative errors (B).

FIGURE 7
Distribution of the current density in the y=1,000 m profile for different time channels. The blue arrow indicates the direction and magnitude of the
underground current density. Current density at time channel 0 ms (A), current density at time channel 1 ms (B), current density at time channel 3 ms (C),
current density at time channel 5 ms (D).
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physical property changes during the hydraulic fracturing process is
a key technology for predicting and evaluating the volume
modification of the fracturing treatment. It plays a significant
role in optimizing fracturing operations and increasing
production while reducing costs. After the injection of fracturing
fluid into the reservoir, a low-resistivity anomaly is formed, which
exhibits significant electrical contrast with the surrounding rocks.
Therefore, EMmethods have unique advantages over microseismic-
based methods in identifying fluid characteristics. With the
improvement of instrument equipment and data acquisition
techniques, EM monitoring technology has been continuously
maturing and has become a research hotspot for unconventional
reservoir monitoring. In recent years, since the high-power long-
wire TEM method, which has the outstanding advantage of deep
detection at a low cost, researchers have been paying much attention
to applying this in the field of hydraulic fracturing monitoring.
However, the target area of hydraulic fracturing is mainly composed
of fractured media with a large burial depth and small scale, so
developing a method of extracting the effective signal (the variations
in the TEM response between the pre-fracturing and post-
fracturing) caused by the hydraulic fracturing is a key step in
TEM. Yan et al. (2018) carried out continuous TEM
investigations of monitoring shale hydraulic fracturing in the
Jiaoshiba National Shale Gas Development Zone and successfully
captured the EM signal changes caused by fracturing of the target
layer at a depth of 3 km. In addition, Hoversten et al. (2015);
Hoversten and Schwarzbach (2021) proved that the long-wire

TEM has the capability of detection with a 3 km depth using the
3D forward modeling tests, which further indicates the detection
validity of TEM for the hydraulic fracturing reservoirs.

To explore the feasibility of using long-wire source TEM for
monitoring hydraulic fracturing in a practical region, we designed a
practical shale gas reservoir model (Figure 8) with a scale of 300 m ×
1,000 m × 300 m based on the well-logging and petrophysical
information for the Jiaoshiba National Shale Gas Development
Zone in China. The geoelectrical resistivity model based on
JIAOYE 1# well-logs is shown in Table 2 (referred to Yan et al.,
2018). According to the resistivity model of JIAOYE 1#, the practical
geoelectric model is set up in Figure 8. The length of each fracturing
stage was 500 m along the y-direction, and the resistivity of the

FIGURE 8
3D earth model for the shale gas reservoir fracturing monitoring. 2D yz cross-section (A), 3D model diagram (B).

TABLE 2 Geoelectrical resistivity model based on Jiaoye 1# well logs.

Lithology Depth (m) Thickness (m) Resistivity (Ω·m)

Limestone 0–1,430 1,430 >2000

Mudstone 1,430–2,290 860 30–40

Sandstone 2,290–2,330 40 244

Gas-bearing shale 2,330–2,410 80 42

Limestone 2,410~ >1,000

FIGURE 9
Residual voltage between the pre-fracturing and post-fracturing
periods at the survey point of (0 m, 5,000 m, 0 m).
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formation before and after fracturing were separately 50Ω·m and
5Ω·m, respectively. We calculated the variations in the TEM
responses for two fracturing stages. Referring to Yan et al. (2018),
the long-wire transmitting source with the current intensity of 100 A
extends 5000 m along the x-direction. The coordinate of the central
point was (0 m, 0 m, 0 m). The survey points with a spacing of 100 m
were laid out over [−500 m, 500 m] × [3,500 m, 6,500 m]. The
waveform of the transmitting current we applied was a bipolar
square with a 4-s period. We used an 80 m × 80 m × 80 m
element scale to discretize the target modeling area and adopted
the third-order SEM to calculate the TEM responses.

Figure 9 shows the residual voltage variations of a single
surveying point (0 m, 5,000 m, 0 m) at different time channels
during the two fracturing stages. Figure 10 shows the residual
voltage contour surface between the pre-fracturing and post-
fracturing periods for time channels of 1 ms, 10 ms, and

100 ms. It can be seen from Figure 10 that 1) based on the
residual voltage contour surface, the fracturing range in the xy-
plane differs for the different time channels, and a reverse voltage
occurs at 100 ms. Compared with the residual voltage at the three
time channels, the fracturing area delineated by the residual
voltage at 10 ms is more accurate. This may be because the EM
signals decay with depth and time, so the detection depth of the EM
signals at 1 ms is less than the depth of the fracturing formation,
while that at 100 ms is too large to exceed the fracturing target
layer. 2) Regarding the voltage differences of the two fracturing
stages, as the number of fracturing stages increases, the voltage
differences increase significantly. For the instrument, limited by
resolution and signal-to-noise ratio, the voltage differences of less
than 10 μV cannot be distinguished by the sensor. Based on our
modeling results, our method can capture the EM signal changes
caused by two-stage fracturing. Therefore, the distribution of the

FIGURE 10
Residual voltage contour surface between the pre-fracturing and post-fracturing periods. (A–C) Residual voltage in the first stage and (D–F) residual
voltage in the second stage; the areas denoted by the dotted line are the fracturing range in the xy-plane.
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shale gas fracturing can be easily delineated with high-power and
long-wire source TEM, even when the fracturing area has a large
burial depth and small scale. This demonstrates that the long-wire
source TEM has a good prospect for use in shale gas fracturing
monitoring.

To further explore the variation mechanism of the physical
field between pre-fracturing and post-fracturing, the
characteristics of current density are analyzed and shown in
Figure 11. As shown, the EM wave propagates in the lossy
medium, and Ex and current density decay continuously.
Moreover, it produced a significant current channel effect in
the shale low-resistance layer of the fracturing area. Based on the
normal continuity of current density, the amplitudes of Ex for the
shale layer are significantly smaller than those of the surrounding
medium. It is worth noting that with the passage of time, the

distribution of Ex and current density in Figure 11 occurred in
the reverse amplitude. With the analysis in Figure 7, in the early
time channel, the eddy current center is mainly concentrated in
the shallow underground layer, the fracturing area is at the lower
part of the eddy current center, and the current density points to
the negative direction of x-axis; with the eddy current
propagating, the fracturing area changes to the upper part of
the eddy current center, and the direction of the current density
points to x-axis. Thus, the distribution of Ex and current density
are reversed. Thus, the distribution characteristics of current
density show that the process of hydraulic fracturing can lead to
EM field variation, which is the essential reason why the long-
wire source TEM method can monitor shale gas fracturing.

Therefore, by calculating the TEM response of a relatively
simple model for electrical resistivity with isotropy, we can

FIGURE 11
Distributions of Ex and the current density in profile y = 5,000 for different time channels; the white arrow indicates the direction and magnitude of
the underground current density. Before shale gas fracturing at time channel 1 ms (A1), after 1st shale gas fracturing at time channel 1 ms (A2), after 2nd
shale gas fracturing at time channel 1 ms (A3), before shale gas fracturing at time channel 10 ms (B1), after 1st shale gas fracturing at time channel 10 ms
(B2), after 2nd shale gas fracturing at time channel 10 ms (B3), before shale gas fracturing at time channel 1 ms (C1), after 1st shale gas fracturing at
time channel 100 ms (C2), after 2nd shale gas fracturing at time channel 100 ms (C3).
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confirm that by analyzing the changes in EM signals collected
during multiple segmented fracturing processes, it is possible to
identify anomalies in the target zone of the fracturing fluid.
However, when a large amount of water or fracturing fluid is
injected into reservoir layers, the fluid flows along microfractures
and continuously expands the fractures. This process may lead to
an increase in the porosity and permeability of the reservoir and
causes anisotropy (Kirkby et al., 2016). Therefore, it is essential to
study the characteristics of TEM responses in anisotropic media
during fracturing monitoring processes. In the future, we will
focus on the TEM response forward modeling of anisotropic
electrical models.

Conclusion

We successfully introduced SEM into 3D long-wire source TEM
forward modeling. With the comparison of the SEM, FEM and 1D
semi-analytical solution on 1D and 3Dmodels, the high accuracy and
efficiency of SEM are verified. In addition, the impact of mesh
subdivision and the basis function order on accuracy and
efficiency are analyzed. It is proved that the modeling accuracy can
be improved by mesh refinement and increasing basis function order.
In addition, we applied SEM to modeling the TEM response in the
application of shale gas fracturing monitoring, and confirmed that we
can capture the EM signal variation caused by the conductivity change
of the thin-bed reservoir. Via analyzing the current density of yz-
profiles for pre-fracturing, first post-fracturing, and second post-
fracturing, we further confirmed that the long-wire source TEM
method can be used for fracturing monitoring.

In future research, we will continue to optimize SEM
algorithms and use deformed meshes to adapt to more
complex electrical models. We will also introduce parallel
computing techniques to further improve the computational
efficiency. In addition, we will delve into the application of
TEM forward modeling with SEM in hydraulic fracturing
monitoring. By incorporating rock physics information and
considering more realistic geological conditions, we will
introduce anisotropic electrical models and explore the
characteristics of segmented TEM responses in the presence of
electrical anisotropy for hydraulic pressure monitoring, which
can lay the foundation for the development of techniques for
identifying and extracting anisotropic signals in the target area of
hydraulic fracturing, and serve as a theoretical basis for the
analysis of measured TEM data in the hydraulic fracturing
monitoring area.
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