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We develope the framework of transitional conditional independence. For
this we introduce transition probability spaces and transitional random vari-
ables. These constructions will generalize, strengthen and unify previous
notions of (conditional) random variables and non-stochastic variables, (ex-
tended) stochastic conditional independence and some form of functional con-
ditional independence. Transitional conditional independence is asymmetric
in general and it will be shown that it satisfies all desired relevance relations
in terms of left and right versions of the separoid rules, except symmetry,
on standard, analytic and universal measurable spaces. As a preparation we
prove a disintegration theorem for transition probabilities, i.e. the existence
and essential uniqueness of (regular) conditional Markov kernels, on those
spaces.
Transitional conditional independence will be able to express classical statis-
tical concepts like sufficiency, adequacy and ancillarity.
As an application, we will then show how transitional conditional indepen-
dence can be used to prove a directed global Markov property for causal
graphical models that allow for non-stochastic input variables in strong gen-
erality. This will then also allow us to show the main rules of causal/do-
calculus, relating observational and interventional distributions, in such mea-
sure theoretic generality.
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1. Introduction

1. Introduction

Conditional independence nowadays is a widely used concept in statistics, probability
theory and machine learning, e.g. see [Bis06, Mur12], especially in the areas of prob-
abilistic graphical models and causality, see [DL93, Lau96, SGS00, Pea09,KF09, PJS17,
Daw02, RS02, Ric03, ARS09, CMKR12, ER14, Eva16, Eva18, MMC20, BFPM21, GVP90]
and many more. Already in its invention paper, see [Daw79a], a strong motivation
for (further) developing conditional independence was the ability to express statistical
concepts like sufficiency, adequacy and ancillarity, etc., in terms of conditional indepen-
dence. For example, an ancillary statistic, see [Fis25,Bas64], is a function of the data
that has the same probability distribution under any chosen model parameters. In the
non-Bayesian setting the parameters of the model are not considered random variables,
and thus stochastic conditional independence cannot express such concepts in its vanilla
form. Since then the search for extensions of the definition of conditional independence
started and several versions have been proposed and their characteristics been studied,
e.g. see [Daw79a,Daw79b,Daw80,Daw98,Daw01a,GR01,CD17a,RERS17,FM20]. It is
desirable that a definition of conditional independence satisfies many meaningful prop-
erties. Arguably, it should: (i) be related to functional and/or variation conditional
independence and stochastic conditional independence, (ii) be able to express classical
statistical concepts like sufficiency, adequacy, ancillarity, etc., (iii) work for large classes
of measurable spaces, (iv) work for large classes of random variables and non-stochastic
variables, or even combinations of those, (v) embrace and anticipate the inherent asym-
metry in the dependency between the stochastic (output) and non-stochastic (input)
parts of such variables, (vi) work for “conditional” (random) variables (which also need
a proper definition first), (vii) work for large classes of (transition) probability distri-
butions, e.g. for non-discrete variables that don’t even have densities or are mixtures
of discrete and absolute continuous probability distributions, etc., (viii) satisfy reason-
able relevance relations and rules, e.g. as many of the separoid rules, see [Daw01a], as
possible, (iix) give rise to meaningful factorizations of the used (transition) probability
distributions, (ix) lead to global Markov properties for conditional probabilistic (causal)
graphical models, (x) be as simple as possible.

All mentioned extensions of conditional independence, see [CD17a,RERS17, FM20],
lack on some of those points. We will discuss this in Appendix L.

Contributions Instead of giving an ad hoc definition of extended conditional inde-
pendence we go back to the roots of measure theoretic probability and first provide
the proper framework of “conditional” versions of random variables, probability spaces,
null sets, etc., which we will call transitional random variables and transition probability
spaces, etc.. We prefer the word transitional over conditional to stress that it is related
to transition probabilities (Markov kernels) and that there is no conditioning operation
involved that would come from some joint probability space with a joint probability
distribution. Also those construction will be defined for all points and not just up to
some null sets.

Transitional probability spaces are products W ˆT of measurable spaces that contain
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1. Introduction

the domain T and codomain W of a fixed transition probability/Markov kernel, which
we will suggestively write similarly to conditional distributions: PpW |T q or KpW |T q,
etc.

Transitional random variables X are then measurable functions X : W ˆ T Ñ X on
such transition probability spaces. In fact, we will allow, more generally, for probabilistic
maps X : W ˆ T 99K X . Transitional random variables X can be thought of as “condi-
tional” random variables, stochastic processes or random fields pXtqtPT where we are not
interested in their joint distribution like PppXtqtPT q, but in the functional dependence of
their (push-forward) transition probability PpXt|T “ tq on their (“parameter”) inputs t.
They will already generalize and unify the notion of random variables and deterministic,
non-stochastic variables and formalize “conditional” random variables.

We will then define that the transitional random variable X is transitionally condition-
ally independent from the transitional random variable Y given the transitional random
variable Z w.r.t. PpW |T q if there exists a Markov kernel QpX|Zq such that:

PpX, Y, Z|T q “ QpX|Zq b PpY, Z|T q,

where PpY, Z|T q is the marginal Markov kernel of the joint push-forward Markov kernel
PpX, Y, Z|T q of PpW |T q and where b denotes the product of Markov kernels. In symbols
we will write:

X KK
PpW |T q

Y |Z.

This asymmetric notion of conditional independence will resolve all mentioned points
above: It is arguably simple, comes with a meaningful factorization, can be defined for all
measurable spaces and satisfies left and right versions of the separoid rules, see [Daw01a],
except symmetry, as long as the transitional random variables have as codomains stan-
dard, analytic or just universal measurable spaces. Note that the full set of separoid
rules was not possible to prove with the technically more involved definition of extended
conditional independence from [CD17a] even for standard measurable spaces.

As a required step to prove the (asymmetric) separoid rules we will first need to
prove the disintegration of transition probabilities/Markov kernels KpX, Y |T q in two
transitional random variables that have as codomains standard, analytic or universally
measurable spaces. In other words, we will show that there exists a (regular) conditional
Markov kernel KpX|Y, T q such that:

KpX, Y |T q “ KpX|Y, T q b KpY |T q,

where KpY |T q is the marginal Markov kernel of KpX, Y |T q and b denotes the product
of Markov kernels. The difficulty is to arrive at a conditional Markov kernel that is a
probability measure in X for each value of Y and T and that, at the same time, is jointly
measurable in pY, T q, and not just measurable in one variable when the other variable
is fixed. This is the reason that we need to restrict ourselves to measurable spaces that
come with some topological underpinning and built-in countability properties, like the
mentioned standard, analytic and universal measurable spaces.

6



1. Introduction

One can also argue that one can push the disintegration of Markov kernels (a bit, but)
not much further than universal measurable spaces. Already the theory of regular con-
ditional probability distributions was shown to quickly run into the foundations and ax-
iomization of set theory, e.g. if the continuum hypothesis holds or not, see [Fad85,Fre15].
Also one of the most general disintegration result for probability distributions requires
(countably) compact approximating classes, see [Pac78, Fre15] 452I. Furthermore, to
achive measurablity usually a countability assumption for the used σ-algebra is needed,
like countably generated and/or countably separated, see [Fad85,BD75,BRN63,Fre15]
452. This shows that if one does not want to specialize to specific probability measures
or make strong topological assumptions one cannot go much further than universal mea-
surable spaces for the disintegration of probability measures let alone Markov kernels.

Transitional conditional independence will imply the usual notion of conditional inde-
pendence for random variables (via the corner case where T “ t˚u, the one-point space),
but also the other notions of extended conditional independence, see [CD17a,RERS17,
FM20].

Transitional conditional independence can express the statistical concepts of ancillary,
sufficient and adequate statistic, see [Fis22,Fis25], SpXq for statistical model PpW |Θq
and transitional random variables X (and Y ) via:

1. Ancillarity: SpXq KK
PpW |Θq

Θ.

2. Sufficiency: X KK
PpW |Θq

Θ |SpXq.

3. Adequacy: X KK
PpW |Θq

Θ, Y |SpXq.

Transitional conditional independence can also encode deterministic functional rela-
tions. For example, if F is a function on a product space, F : T1 ˆ T2 Ñ F , with
pt1, t2q ÞÑ F pt1, t2q. Then F is a function of t1 alone, if and only if:

F KK
PpW |T1,T2q

T2 |T1,

where Ti are the canonical projections onto factors Ti, i “ 1, 2, and F is viewed as
transitional random variable on W ˆ T1 ˆ T2.

As an application of transitional conditional independence and its separoid rules we
show that “conditional”/transitional graphical models like causal Bayesian networks or
structural causal models (with latent and input variables) will follow a directed global
Markov property, i.e. they entail transitional conditional independence relations that are
graphically encoded via σ-separation, a generalization of d-separation and m-separation,
see [Pea09,Ric03,FM17,FM18,FM20]. The proof relies on the fact that both σ-separation
and transitional conditional independence follow analogous asymmetric separoid rules.

We will formalize the notion of asymmetric separoids and study when we recover the
usual notion of (symmetric) separoids.

7



1. Introduction

Finally, we can use the global Markov property and apply it to an extended causal
Bayesian network that also contains soft intervention variables to gain a graphical cri-
terion about when one can remove hard interventions or replace them with condition-
ing operations, see [Pea09]. Transitional conditional independence then automatically
presents us with meaningful factorizations and Markov kernels. Such rules are of im-
portance for the identification of causal effects, see [Pea09]. In practice such rules can
give us guidelines about when one can replace costly randomized control trials with
observational studies and also how to estimate the corresponding causal effects.

v1 v2 v3

v4

v5 v6 v7 v8

Figure 1: Causal Bayesian network with input nodes v1, v2 and output nodes v3, . . . , v8.
The graph allows us to read off the transitional conditional independencies:
X7 KKX1 |X2 and X7 KKX1, X5 |X2, X4, X6, etc.

Overview In Section 2 we will develop transitional probability theory built on the
notion of Markov kernels/transition probabilities. We introduce the notions of transition
probability spaces, transitional random variables and null-sets, etc. We also go over
typical constructions for Markov kernels like marginalization, product, composition, etc.
Our main Theorem of this section will be concerned with the existence of (regular)
conditional Markov kernels.

In Section 3 we will define transitional conditional independence for general transi-
tional random variables. We then demonstrate its meaning in the two corner cases:
random variables and deterministic maps. Our main result of this section will be to
show that transitional conditional independence satisfies all left and right versions of
the separoid rules.

In Section 4 we will show how transitional conditional independence can express clas-
sical statistical concepts like ancillarity, sufficiency, adequacy, etc. We also demonstrate
what it can say about propensity scores, likelihoods and Bayesian statistics.

In Section 5 we will review some graph theory, which is needed for the section after.
The main result will be the introduction of the notion of σ-separation and that it also
satisfies all the asymmetric separoid rules in total analogy to transitional conditional
independence.

In Section 6, as a the most striking application of transitional conditional indepen-
dence, we will introduce the notion of causal Bayesian networks that allow for (non-
stochastic) input variables. The main theorem will be that such causal Bayesian networks

8



1. Introduction

will satisfy a directed global Markov property, relating its graphical structure to tran-
sitional conditional independence relations. Since the notion of transitional conditional
independence is stronger than any other notion of (extended) conditional independence,
our result is thus the strongest form of a global Markov property for such graphical
models proven so far, while using the same assumptions.

Finally, in Section 7 we will discuss our findings and also indicate how to extend all
concepts from this paper to universal measurable spaces, which generalize standard and
analytic measurable spaces, where all the proofs can be found in the Appendix.

All of the proofs of the above can be found in the corresponding Appendices.

Of own interest is Appendix A, where we introduce and formalize the notion of τ -
κ-separoids, an asymmetric version of separoids. In two theorems we will show how
τ -κ-separoids can be constructed from symmetric ones and vice versa, demonstrating
the close relationship between these two concepts.

In Appendix K we will extend the theory of causal Bayesian networks and relax its
definition to also allow for latent veriables. Then we introduce hard interventions, soft
interventions and marginization for them. We also show how to extend the global Markov
property to more general probabilistic graphical models. Finally, we demonstrate how
the global Markov property can be used to get a measure theoretic clean proof of the 3
rules of do-calculus and the most important adjustment formulas.

In Appendix L we have a more detailed comparison of transitional conditional indepen-
dence to other notions of conditional independence. In particular, we compare to “the”
extendend conditional independence, to symmetric extendend conditional independence,
to extendend conditional independence based on families of probability distributions and
also to variation conditional independence.

Notations We will use curly letters like W, T , X , Y , Z to indicate measurable spaces.
We implicitly assume that they are endowed with a fixed σ-algebra, which we will denote
by BW , BT , etc., if needed. If we say that D Ď W is a measurable subset we will mean
D P BW . We will, unless stated otherwise, always assume that topological spaces like
RD, r0, 1s, R̄ :“ r´8,`8s, etc., are endowed with their Borel σ-algebra. Similarly,
we will assume that product spaces like W ˆ T carry the product σ-algebra. For the
space of probability measures PpWq on W we will use the smallest σ-algebra such that
all evaluations maps jD : PpWq Ñ r0, 1s given by jDpPq :“ PpDq for D P BW are
measurable. Maps will usually be denoted by capital letters X, Y , Z in correspondence
to their codomains X , Y , Z, resp. We use bold font letters K, P, X, etc., to indicate
probability distributions or Markov kernels. Later we will use G to denote graphs. If
we say that X : W Ñ X is a measurable map we implicitely assume that W and X are
measurable spaces and that BW Ě f˚BX :“ tf´1pAq |A P BX u. A standard measurable
space (standard Borel space) is a measurable space X whose measurable sets B P BX

are the Borel sets of a complete separable metric d on X , e.g. RD or Z. We call X (or
BX ) countably generated if BX “ σpEq for a countable subset E Ď BX . We will also treat

9



2. Transitional Probability Theory

analytic and universal measurable spaces. For simplicity of presentation we will treat
only (standard) measurable spaces in the main paper and refer for the corresponding
but technically more demanding results for analytic and universal measurable spaces to
the Appendix B.

2. Transitional Probability Theory

2.1. Transition Probabilities/Markov Kernels

Here we will review the notion of transitional probabilities, also known as Markov ker-
nels. We mainly introduce our suggestive notations, which make the later theory more
intuitive.

Definition 2.1 (Markov kernel). Let T , W be measurable spaces. A Markov kernel or
transition probability from T to W is - per definition - a map:

K : BW ˆ T Ñ r0, 1s, pD, tq ÞÑ KpD|tq,

such that:

1. For each t P T the mapping:

BW Ñ r0, 1s, D ÞÑ KpD|tq

is a probability measure (i.e. normalized and countably additive).

2. For each D P BW the mapping:

T Ñ r0, 1s, t ÞÑ KpD|tq

is measurable.

Notation 2.2 (Markov kernel). We will most of the time use the dashed arrow 99K to
W instead of a usual arrow Ñ on other spaces to indicate Markov kernels:

K : T 99K W, pD, tq ÞÑ KpD|tq.

Furthermore, we will often use suggestive notations as follows:

KpW |T q : T 99K W, pD, tq ÞÑ KpW P D|T “ tq :“ KpD|tq.

We also use the following notations. For fixed D P BW the map:

KpW P D|T q : T Ñ r0, 1s, t ÞÑ KpW P D|T “ tq,

and for fixed t P T the map:

KpW |T “ tq : BW Ñ r0, 1s, D ÞÑ KpW P D|T “ tq.

10



2. Transitional Probability Theory

We might also use the same notation as above to represent the Markov kernel as a
measurable probabilistic map:

KpW |T q : T Ñ PpWq, t ÞÑ KpW |T “ tq.

Here W and T are considered suggestive symbols only, but one could give W the meaning
of the (identity or) projection map prW onto W. From the point on we also have a map
T mapping to T the notation becomes ambiguous: KpW |T q could also mean KpW |T q
where we plugged in T for t in “T “ t”, similar to conditional expectations ErW |T s, but
the meaning should become clear from the context.

Remark 2.3 (Markov kernels generalize probability distributions).

1. Every probability distribution PpW q P PpWq can be considered as a constant
Markov kernel from T to W via:

KpW |T q : T 99K W, pD, tq ÞÑ KpW P D|T “ tq :“ PpW P Dq.

2. Every Markov kernel from the one-point space: T “ ˚ :“ t˚u to W:

KpW |T q : ˚ 99K W, pD, ˚q ÞÑ KpW P D|T “ ˚q,

defines a unique probability distribution PpW q P PpWq given via:

PpW P Dq :“ KpW P D|T “ ˚q.

So we can identify probability distributions on W with Markov kernels ˚ 99K W.

Remark 2.4 (Markov kernels generalize deterministic maps). Consider a measurable
map X̃ : T Ñ X . Then we can turn X̃ into a Markov kernel δX̃pX|T q via:

δX̃pX|T q : T 99K X , pA, tq ÞÑ δX̃pX P A|T “ tq :“ 1ApX̃ptqq,

which puts 100% We will often also use the notation without the dummy variable X:
δpX̃|T q :“ δX̃pX|T q.

2.2. Constructing Transition Probabilities from Others

In the following we will demonstrate how one can construct new Markov kernels from
others. The constructions include marginalization, product, composition, push-forward.
Later an own subsection is dedicated to conditioning. Note that the measurability
of those constructions is either clear or can be proven using Dynkin’s π-λ theorem,
see [Kle14] Thm. 1.19, also see [Bog07] Thm. 10.7.2.

Definition 2.5 (Marginalizing Markov kernels). Let

KpX, Y |T q : T 99K X ˆ Y

11



2. Transitional Probability Theory

be a Markov kernel in two variables. We can then define the marginal Markov kernels
as follows:

KpX|T q : T 99K X , pA, tq ÞÑ KpX P A, Y P Y |T “ tq,

and:
KpY |T q : T 99K Y , pB, tq ÞÑ KpX P X , Y P B|T “ tq.

Definition 2.6 (Product of Markov kernels). Consider two Markov kernels:

QpZ|Y,W, T q : Y ˆ W ˆ T 99K Z, KpW,U |T,Xq : T ˆ X 99K W ˆ U .

Then we define the product Markov kernel:

QpZ|Y,W, T q b KpW,U |T,Xq : Y ˆ T ˆ X 99K Z ˆ W ˆ U ,

using measurable sets E Ď Z ˆ W ˆ U via: pE, py, t, xqq ÞÑ

ż ż

1Epz, w, uqQpZ P dz|Y “ y,W “ w, T “ tqKppW,Uq P dpw, uq|T “ t, X “ xq,

where the inner integration is over z P Z and the outer integration over pw, uq P W ˆU .

Definition 2.7 (Composition of Markov kernels). Consider two Markov kernels:

QpZ|Y,W, T q : Y ˆ W ˆ T 99K Z, KpW,U |T,Xq : T ˆ X 99K W ˆ U .

Then we define their composition:

QpZ|Y,W, T q ˝ KpW,U |T,Xq : Y ˆ T ˆ X 99K Z,

using measurable sets C Ď Z via: pC, py, t, xqq ÞÑ

ż

QpZ P C|Y “ y,W “ w, T “ tqKpW P dw|T “ t, X “ xq.

Note that we implicitely marginalized U out, i.e. in the composition we integrate over all
variables (here: W and U) from the right hand Markov kernel.

Remark 2.8. 1. It is clear from the Definitions 2.7, 2.6 and 2.5 that the composition:

QpZ|Y,W, T q ˝ KpW,U |T,Xq

is the Z-marginal of the product:

QpZ|Y,W, T q b KpW,U |T,Xq.

2. Both, products and compositions, are each associative, but clearly not commutative
in general.

12



2. Transitional Probability Theory

3. If the left Markov kernel QpZ|Y, T q has no dependence in the second arguments
w.r.t. to a first argument of the right Markov kernel KpW,U |T,Xq, i.e. no W in
the above terms, then they commute by Fubini’s theorem:

QpZ|Y, T q b KpW,U |T,Xq “ KpW,U |T,Xq b QpZ|Y, T q.

Remark 2.9 (Composition of deterministic Markov kernels). Consider measurable maps:

X̃ : T Ñ X , Z̃ : X Ñ Z,

and their composition Z̃ ˝ X̃. Then the composition of the corresponding Markov kernels
satisfies:

δZ̃˝X̃pZ|T q “ δZ̃pZ|Xq ˝ δX̃pX|T q,

where δZ̃pZ P C|X “ xq :“ 1CpZ̃pxqq and δX̃pX P A|T “ tq :“ 1ApX̃ptqq.
So the composition of Markov kernels extends the composition of maps.

Definition 2.10 (Push-forward Markov kernel w.r.t. measurable maps). Consider a
Markov kernel KpW |T q : T 99K W and a measurable map: X : W ˆ T Ñ X . Then we
define the push-forward Markov kernel:

X˚KpW |T q :“ KpXpW,T q|T q :“ KpX|T q : T 99K X ,

of KpW |T q w.r.t. X via: pA, tq ÞÑ

KpX P A|T “ tq :“ KpW P X´1
t pAq|T “ tq,

where:
X´1
t pAq “ X´1pAqt :“ tw P W |Xpw, tq P Au.

Remark 2.11. We can also write push-forwards as compositions:

KpX|T q “ δpX|W,T q ˝ KpW |T q,

where: δpX P A|W “ w, T “ tq :“ 1ApXpw, tqq “ 1X´1pAqpw, tq. In this sense composi-
tions of Markov kernels generalize push-forward Markov kernels.

Definition 2.12 (Push-forward Markov kernel w.r.t. another Markov kernel). Consider
Markov kernels KpW |T q : T 99K W and XpX|W,T q : W ˆ T 99K X . Then we define
the push-forward Markov kernel as the composition:

KpX|T q :“ XpX|W,T q ˝ KpW |T q : T 99K X .

Remark 2.13. Any Markov kernel KpW |T q : T 99K W can always be extended to
include the canonical projection map T “ prT : W ˆ T Ñ T via:

KpW,T |T q : T 99K W ˆ T , pE, tq ÞÑ

KppW,T q P E|T “ tq “ KpW P Et|T “ tq,

where Et “ tw P W | pw, tq P Eu. Using Definition 2.6, we can also write this as:

KpW,T |T q “ KpW |T q b δpT |T q “ δpT |T q b KpW |T q,

where δpT P D|T “ tq :“ 1Dptq for measurable D Ď T and t P T .

13



2. Transitional Probability Theory

2.3. Null Sets w.r.t. Transition Probabilities

Definition 2.14 (Null sets w.r.t. transition probabilities). Let KpW |T q : T 99K W

be a transition probability. A subset M Ď W ˆ T will be called a KpW |T q-null set if
every section/fibre Mt :“ tw P W | pw, tq P Mu is a KpW |T “ tq-null set, i.e. there exist
measurable Nt Ď W with Mt Ď Nt and KpW P Nt|T “ tq “ 0, for every t P T .

We are usually interested in measurable null sets. The notion of null sets w.r.t.
transition probabilities generalizes the notion of null sets in probability spaces, which
can be recovered by taking T “ t˚u, the one-point space.

2.4. Transition Probability Spaces

We will now give the definition of a transition probability space, which will generalize
the notion of probability spaces.

Definition 2.15 (Transition probability space). Consider measurable spaces T and W

and a Markov kernel/transition probability:

KpW |T q : T 99K W, pD, tq ÞÑ KpW P D|T “ tq.

We then call the tuple: pW ˆ T ,KpW |T qq a transition probability space. It naturally
comes with the canonical projection map:

T : W ˆ T Ñ T , T pw, tq :“ t,

and the Markov kernel: KpW,T |T q :“ KpW |T qbδpT |T q, which then satisfies KpT |T q “
δpT |T q.

The notion of transition probability space generalizes the notion of probability spaces,
which can be recovered by taking T “ ˚, the one-point space.

2.5. Transitional Random Variables

In this subsection we will introduce the notion of transitional random variables, which
will generalize the usual notion of random variables, formalizes what one could call
“conditional” random variables. Furthermore, we start from a bit more general point of
view as we not only allow for (deterministic) measurable maps, but also for stochastic
maps, which again will be formalized as Markov kernels.

Definition 2.16 (Transitional random variables). If pW ˆ T ,KpW |T qq is a transition
probability space then a transitional random variable is a Markov kernel:

X “ XpX|W,T q : W ˆ T 99K X

to any other measurable space X . It will come with its push-forward Markov kernel:

KpX|T q :“ XpX|W,T q ˝ KpW |T q.

14
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Remark 2.17. 1. If pW ˆ T ,KpW |T qq is a transition probability space then any
measurable mapX : WˆT Ñ X induces a transitional random variable δpX|W,T q
given by:

δpX P A|W “ w, T “ tq :“ 1ApXpw, tqq.

By slight abuse of notation we will call X itself a transitional random variable as
well, by actually referring to δpX|W,T q. Transitional random variables of this
form will be of the main focus in the following.

2. A transitional random variable X : W ˆ T Ñ X can be considered as a family
of random variables measurably parameterized by t P T . For t P T we have the
measurable maps:

Xt : W Ñ X , w ÞÑ Xtpwq :“ Xpw, tq,

each of which can be considered a random variable on the probability space pW,KpW |T “
tqq. Note that in this setting we are not modelling the joint distribution of pXtqtPT ,
but rather how the individual distribution of Xt depends on and varies with t P T .

3. Note that by going from transition probability space pW ˆ T ,KpW |T qq to the one
pX ˆ T ,KpX|T qq for a transitional random variable XpX|W,T q the projection
map:

X : X ˆ T Ñ X , px, tq ÞÑ x,

can be considered a transitional random variable of the form δpX|X, T q. So with
only slight loss of generality one can replace a general transitional random variable
X by one of the form δpX|W,T q. More will be said in Theorem 4.5.

4. The notion of transitional random variables generalizes the notion of random vari-
ables and formalizes what one could call a (probabilistic) “conditional” random
variable. Note that the Markov kernel can be given without any conditioning oper-
ation.

5. Transitional random variables can model probabilistic programs. For each user
chosen input T “ t a random input w „ KpW |T “ tq is drawn. Then the input
pw, tq is presented to the probabilistic program X and an output is sampled x1 „
XpX|W “ w, T “ tq. Using Markov kernels to represent transitional random
variables allows for random noise inside the program that generates the output x1.
So even when presented with the same input pw, tq again another output x2 ‰ x1
might be drawn. So XpX|W “ w, T “ tq models the output distribution for fixed
input pw, tq. Certainly, if one has no insight into the input sampling proceedure
KpW |T q one might only be interested in the push-forward: KpX|T q, which directly
describes the output distribution for each user chosen input T “ t.

6. If we want to model a deterministic variable with no stochasticity we could consider
transitional random variables of the form δϕpX|T q that do not depend on the W -
argument.
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Example 2.18 (Special transitional random variables of importance). Let pWˆT ,KpW |T qq
be a transitional probability space. Then we denote by:

1. T the canonical projection onto T :

T :“ prT : W ˆ T Ñ T , pw, tq ÞÑ T pw, tq :“ t.

We also put:

T “ TpT |W,T q “ δpT |W,T q : W ˆ T 99K T , pD, pw, tqq ÞÑ 1Dptq.

2. ˚ the constant transitional random variable:

˚ : W ˆ T Ñ ˚, , pw, tq ÞÑ ˚,

where ˚ :“ t˚u is the one-point space. We also use the same symbol ˚ to denote
the Markov kernel:

δ˚ : W ˆ T 99K ˚, pD, ˚q ÞÑ 1Dp˚q.

2.6. Ordering the Class of Transitional Random Variables

We now introduce several comparison relations between transitional random variables.
All them model to some degree that one variable X is a (deterministic or stochastic)
measurable function of another one Y (up to some form of null set).

Notation 2.19. Let pW ˆ T ,KpW |T qq be a transitional probability space and X, Y, Z
be transitional random variables with joint Markov kernel:

KpX, Y, Z|T q :“ pXpX|W,T q b YpY |W,T q b ZpZ|W,T qq ˝ KpW |T q.

We put:

1. X À Y , for transitional random variables of the form X “ δpX|W,T q, Y “
δpY |W,T q, if there exists a measurable map ϕ : Y Ñ X such that X “ ϕ ˝ Y .

2. X ÀK Y if there exists a measurable map ϕ : Y Ñ X such that:

KpX, Y |T q “ δϕpX|Y q b KpY |T q,

where KpY |T q is the marginal of KpX, Y |T q.

3. X À˚
K Y if there exists a Markov kernel QpX|Y q : Y 99K X such that:

KpX, Y |T q “ QpX|Y q b KpY |T q.

Remark 2.20. 1. We have the implications:

X À Y ùñ X ÀK Y ùñ X À˚
K Y.
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2. The relation ÀK will be the most crucial one in the following.

3. Note that for general X we do not even have reflexivity: X ÀK X. Indeed, e.g. the
distribution of the product of two standard normal distributions does not look like
the graph of a function.

4. We also do not have anti-symmetry, i.e. we can not conclude from: X ÀK Y ÀK X

that then X “ Y holds, since such variables might differ on some null-set.

5. We can fix the anti-symmetry by going over to almost-sure anti-symmetry, i.e. by
defining:

X «K Y : ðñ X ÀK Y ÀK X.

The relation ÀK satisfies the following rules, from which “product extension” is the
most important one. The lack of this rule for À˚

K is the reason we will stick to ÀK later
on.

Theorem 2.21. Let pW ˆT ,KpW |T qq be a transitional probability space and X, Y, Z,
U be transitional random variables. The relatation ÀK satisfies the following rules:

1. Almost-sure anti-symmetry: X ÀK Y ÀK X ùñ : X «K Y.

2. Transitivity: X ÀK Y ÀK Z ùñ X ÀK Z.

3. Bottom element: δ˚ ÀK X.

4. Product stays bounded: pX ÀK Zq ^ pY ÀK Zq ùñ X b Y ÀK Z.

5. Product extension: X ÀK Y ùñ X ÀK Y b Z.

6. Product compatibility: pX ÀK Zq ^ pY ÀK Uq ùñ X b Y ÀK Z b U.

Furthermore, the relation ÀK turns the sub-class of all transitional random variables on
pW ˆ T ,KpW |T qq of the form X “ δpX|W,T q, where X : W ˆ T Ñ X is a measurable
map, and where X may vary, into a join-semi-lattice up to almost-sure anti-symmetry
with join b and bottom element δ˚.

Note that the mentioned sub-class might not be a set, but all the properties of join-
semi-lattice can be proven. The proofs will be given in Appendix D and Theorem D.10.

2.7. Disintegration of Transition Probabilities

In this subsection we prove the existence of (regular) conditional Markov kernels. Since
we will factorize a joint Markov kernel into a marginal part and a conditional part
such procedures are also called disintegration. First, we will talk about the essential
uniqueness of such factorizations and then existence. For proofs see Appendix C.
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2. Transitional Probability Theory

Definition 2.22 (Conditional Markov kernels). Consider a Markov kernel

KpX, Y |Zq : Z 99K X ˆ Y

and its marginal KpY |Zq. A (regular) conditional Markov kernel of KpX, Y |Zq condi-
tioned on Y given Z is a Markov kernel:

KpX|Y, Zq : Y ˆ Z 99K X

such that:
KpX, Y |Zq “ KpX|Y, Zq b KpY |Zq.

Lemma 2.23 (Essential uniqueness of conditional Markov kernels). If we have Markov
kernels:

PpX, Y, Zq, QpX|Y, Zq : Y ˆ Z 99K X , and KpY |Zq : Z 99K Y ,

between any measurable spaces X , Y, Z such that:

PpX|Y, Zq b KpY |Zq “ QpX|Y, Zq b KpY |Zq,

then for every A P BX the set:

NA :“ tpy, zq P Y ˆ Z |PpX P A|Y “ y, Z “ zq ‰ QpX P A|Y “ y, Z “ zqu

is a measurable KpY |Zq-null set.
If, furthermore, BX is countably generated then also N :“

Ť

APBX
NA is a measurable

KpY |Zq-null set.

Theorem 2.24 (Existence of conditional Markov kernels). Let KpX, Y |Zq : Z 99K

X ˆ Y be a Markov kernel. Furthermore, assume one of the following:

1. X is standard and Y is countably generated.

2. X ÀK pY, Zq.

3. Y ÀK Z.

Then X À˚
K pY, Zq, i.e. there exists a (regular) conditional Markov kernel KpX|Y, Zq of

KpX, Y |Zq.

Remark 2.25. In Appendix C we will prove an analogous result with the weaker as-
sumption of X being only an analytic or even just a universal measurable space. The
price one has to pay is that the conditional Markov kernel will come with a weaker mea-
surability property. It will only be measurable w.r.t. the σ-algebra generated by analytic
subsets, universally measurable subsets, resp.

The following corrollary is a well known result for probability measures:

18
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Corollary 2.26 (Conditional probability distributions). Let X and Y be random vari-
ables on probability space pW,PpW qq with standard measurable spaces X , Y, resp.,
as codomains. Then there always exist regular1 conditional probability distributions
PpX|Y q and PpY |Xq satisfying:

PpX, Y q “ PpX|Y q b PpY q, PpX, Y q “ PpY |Xq b PpXq.

Furthermore, these conditional probability distributions are essentially unique in the
strong sense of Lemma 2.23.

3. Transitional Conditional Independence

3.1. Definition of Transitional Conditional Independence

In this section we will introduce the notion of transitional conditional independence for
transitional random variables. It generalizes prior notions of (extended) conditional inde-
pendence, see [Daw79a,Daw80,Daw01a,CD17a,RERS17,FM20], and it unifies stochastic
conditional independence and some form of functional conditional independence. A com-
parison with other notions of (extended) conditional independence from the literature
will be done in Appendix L.

Definition 3.1 (Transitional conditional independence). Let pW ˆ T ,KpW |T qq be a
transition probability space with Markov kernel:

KpW |T q : T 99K W.

Consider transitional random variables: X : W ˆ T 99K X and Y : W ˆ T 99K Y and
Z : W ˆ T 99K Z. The joint push-forward Markov kernel is then given by:

KpX, Y, Z|T q :“ pXpX|W,T q b YpY |W,T q b ZpZ|W,T qq ˝ KpW |T q.

We say that X is (transitionally) independent of Y conditioned on Z w.r.t. K “
KpW |T q, in symbols:

X KK
KpW |T q

Y |Z,

if there exists a Markov kernel:

QpX|Zq : Z 99K X ,

such that:

KpX, Y, Z|T q “ QpX|Zq b KpY, Z|T q, (1)

1The word “regular” refers to the fact that the conditional probabilities are Markov kernels as defined
above.
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3. Transitional Conditional Independence

where KpY, Z|T q is the marginal of KpX, Y, Z|T q.
We use the following notations for the following special case:

X KK
KpW |T q

Y : ðñ X KK
KpW |T q

Y | δ˚.

For transitional random variables of the forms X “ δpX|W,T q, Y “ δpY |W,T q, Z “
δpZ|W,T q, where X : W ˆ T Ñ X , Y : W ˆ T Ñ Y, Z : W ˆ T Ñ Z, etc.,
are measurable maps, we might also just write X, Y , Z, instead of X, Y, Z, in those
relations KK. E.g. we would write:

X KK
KpW |T q

Y |Z : ðñ δpX|W,T q KK
KpW |T q

δpY |W,T q | δpZ|W,T q.

Several remarks are in order.

Remark 3.2. If a candidate QpX|Zq is found then for the Equation 1 to hold it is
sufficient to check that for all t P T and all measurable A Ď X , B Ď Y, C Ď Z one has
that:

KpX P A, Y P B,Z P C|T “ tq “

ż

C

ż

B

QpX P A|Z “ zqKpY P dy, Z P dz|T “ tq.

Remark 3.3 (Essential uniqueness). The Markov kernel QpX|Zq appearing in the con-
ditional independence XKKKpW |T q Y |Z in Definition 3.1 is then a version of a conditional
Markov kernel KpX|Y, Z, T q and is thus essentially unique (up to KpZ|T q-null set) in
the sense of Lemma 2.23.

Notation 3.4. The Markov kernel QpX|Zq appearing in the conditional independence
XKKKpW |T q Y |Z is essentially unique as remarked in 3.3 and we can suggestively write
it as:

KpX|��Y , Z,��T q :“ KpX|✟✟✟T, Y , Zq :“ QpX|Zq,

or similarly with crossed variables in different order. So we have in case of XKKKpW |T q Y |Z:

KpX, Y, Z|T q “ KpX|��Y , Z,��T q b KpY, Z|T q.

This notation indicates that KpX|��Y , Z,��T q is a version of the conditional Markov kernel
KpX|Y, Z, T q, but does not (directly) depend on the arguments of Y and T .

Remark 3.5 (Conditional independence includes conditional independence from T). It
is easy to see from the Definition 3.1 that we have the equivalence:

X KK
KpW |T q

Y |Z ðñ X KK
KpW |T q

T b Y |Z.

The heuristic of why we automatically declare independence from T as well is that we
do not require Z to be in some sense “orthogonal” to or “functionally independent” of
T , like other notion of conditional independence require. Z can be a direct function of
T . In this way, i.e. by carefully exploiting the interplay between the second and third
argument of KKK, we can re-introduce dependence on T through Z. This is what makes
the (asymmetric) notion of transitional conditional independence so flexible.
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Remark 3.6 (Existence of conditional Markov kernels expressed as conditional inde-
pendence). Let X, Y be transitional random variables on transition probability space
pW ˆ T ,KpW |T qq. Then we can express the existence of a conditional Markov kernel
KpX|Y, T q of KpX, Y |T q equivalently in one of the following equivalent statements:

X À˚
K Y b T ðñ X KK

KpW |T q
δ˚ |Y b T ðñ X KK

KpW |T q
T |Y b T.

Note that for standard measurable space X and countably generated Y the above state-
ments always hold by Theorem 2.24.

3.2. Transitional Conditional Independence for Random
Variables

Remark 3.7 (Transitional conditional independence for random variables). If we trans-
late transitional conditional independence to random variables X, Y, Z on a probability
space pW,PpW qq, i.e. taking T “ t˚u, then we arrive at:

X KK
PpW q

Y |Z ðñ DQpX|Zq : PpX, Y, Zq “ QpX|Zq b PpY, Zq. (2)

Such a QpX|Zq would then clearly be a regular version of both, PpX|Y, Zq and PpX|Zq.
It thus directly implies what we will call weak conditional independence:

X
ω

KK
PpW q

Y |Z : ðñ @A P BX : Er1ApXq|Y, Zs “ Er1ApXq|Zs PpW q-a.s., (3)

which makes use of the conditional expectations for each A, which exist for all mea-
surable spaces, in contrast to regular conditional probability distributions. Both notions
of conditional independence can be defined for all measurable spaces. Transitional con-
ditional independence incorporates the existence of such a PpX|Zq and a factorization
of the joint directly into its definition. Certainly, if a regular version of PpX|Zq does
not even exist the variables are declared (transitionally) conditionally dependent. But in
case PpX|Zq exists, e.g. for standard measurable X and Z by Theorem 2.24, then both
notions of conditional independence are equivalent. So the choice of which notion to
pick depends on how much meaning one finds in the extistence of such a regular version
PpX|Zq and a factorization. In the applications to causal graphical models, where one
wants to connect and work with many different subsystems, the existence of such condi-
tional Markov kernels is crucial, because otherwise those subsystems might not even be
well-defined.

Even though, one might argue that asking to check for the existence of a regular ver-
sions of PpX|Zq seems like an unnessary burden, from the point on we prove how the
existence of such Markov kernels can be inherited through the (asymmetric) separoid
rules, see Theorem 3.11, or can be guaranteed just through graphical criteria, see the
global Markov property in Theorem 6.3, it will turn out to be very usuful to get such
regular conditional Markov kernels (almost) for free.
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3.3. Transitional Conditional Independence for Deterministic
Variables

We now demonstrate how transitional conditional independence behaves when applied
to the other corner case of deterministic functions that contain no stochasticity.

Theorem 3.8 (Transitional conditional independence for deterministic variables). Let
F : T Ñ F and H : T Ñ H be measurable maps and F a standard measurable space.
We now consider them as (deterministic) transitional random variables on the transition
probability space pWˆT ,KpW |T qq. Let Y : WˆT Ñ Y be another transitional random
variable.
Then the following statements are equivalent:

1. F KK
KpW |T q

Y |H.

2. There exists a measurable function ϕ : H Ñ F such that F “ ϕ ˝ H.

Remark 3.9. 1. Note that the second statement is independent of Y .

2. The first direction can we weakened by only assuming BF to separate the points of
F to get a map ϕ : HpT q Ñ F such that F “ ϕ ˝ H.

3. Theorem 3.8 shows how transitional conditional independence can express certain
functional conditional (in)dependences. It also shows its (restricted) relation to
variation conditional independence, see [CD17a,CD17b].

4. The full equivalence in Theorem 3.8 for standard F needs Kuratowski’s extension
theorem for standard measurable spaces (see [Kec95] 12.2). Versions for analytic
and universal measurable spaces can be found in Appendix B.8. The proof of The-
orem 3.8 can be found in the Appendix L.3 in Theorem L.7.

Example 3.10. If, for example, T “ T1 ˆ T2 and Ti : W ˆ T1 ˆ T2 Ñ Ti the canonical
projection onto Ti, then F is a function in two variables pt1, t2q. We then have:

F KK
KpW |T q

T1 |T2,

if and only if F - as a function - is only dependent on the argument t2 (and not on t1).

3.4. Separoid Rules for Transitional Conditional Independence

In the following we will list all the left and right versions of the separoid rules (see
[Daw01a] for the symmetric versions or Appendix A) that hold for transitional condi-
tional independence. Note that almost all of these work for all measurable spaces. Some
of the rules, especially Left Weak Union, require the codomains of the transitional ran-
dom variables to be standard or countably generated. This is required for the existence
of a (regular) conditional Markov kernel, see Theorem 2.24. For those rules one can
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weaken the assumptions to analytic or even universal measurable spaces if one is willing
to accept Markov kernels that are only universally measurable, see Theorem C.9 and
Theorem C.10 in Appendix C.3.

Formally we will show that the class of transitional random variables with standard
(or universal) measurable spaces as codomains together with transitional conditional
independence will form what we will call a T -˚-separoid, see Appendix A Definition A.3,
an asymmetric notion of separoid. Note that these rules could not been proven in this
amplitude for other versions of extendend conditional independence, see [CD17a].

The proofs for these separoid rules for transitional random variables will be given in
Appendix E.

Theorem 3.11 (Separoid rules for transitional conditional independence). Consider
a transition probability space pW ˆ T ,KpW |T qq and transitional random variables X :

W ˆ T 99K X and Y : W ˆ T 99K Y and Z : W ˆ T 99K Z and U : W ˆ T 99K U .
Then the ternary relation KK “ KKKpW |T q satisfies the following rules:

a) Left Redundancy E.3:

X ÀK Z ùñ XKKY |Z.

b) T-Restricted Right Redundancy E.4 (for X standard, Z countably generated)2:

XKKδ˚|Z b T always holds.

c) Left Decomposition E.5:

X b UKKY |Z ùñ UKKY |Z.

d) Right Decomposition E.6:

XKKY b U |Z ùñ XKKU |Z.

e) T-Inverted Right Decomposition E.7:

XKKY |Z ùñ XKKT b Y |Z.

f) Left Weak Union E.8 (for X standard, U countably generated)2:

X b UKKY |Z ùñ XKKY |U b Z.

g) Right Weak Union E.11:

XKKY b U |Z ùñ XKKY |U b Z.

2(Only) T -Restricted Right Redundancy, Left Weak Union and T -Restricted Symmetry need the
existence of conditional Markov kernels. That is the reason we assume standard and countably
generated measurable spaces there. If one is only interested in universal measurability one can
instead assume the weaker assumption of universal and universally countably generated measurable
spaces, resp.
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3. Transitional Conditional Independence

h) Left Contraction E.12:

pXKKY |U b Zq ^ pUKKY |Zq ùñ X b UKKY |Z.

i) Right Contraction E.13:

pXKKY |U b Zq ^ pXKKU |Zq ùñ XKKY b U |Z.

j) Right Cross Contraction E.14:

pXKKY |U b Zq ^ pUKKX |Zq ùñ XKKY b U |Z.

k) Flipped Left Cross Contraction E.15:

pXKKY |U b Zq ^ pYKKU |Zq ùñ Y KKX b U |Z.

Remark 3.12. In particular, we have the equivalence:

pXKKY b U |Zq ðñ pXKKY |U b Zq ^ pXKKU |Zq,

and for standard measurable spaces:

pX b UKKY |Zq ðñ pXKKY |U b Zq ^ pUKKY |Zq.

Corollary 3.13 (Symmetry). Let the setting be like in Theorem 3.11. We then have:

l) Restricted Symmetry E.19:

pXKKY |Zq ^ pY KK δ˚ |Zq ùñ Y KKX |Z.

m) T-Restricted Symmetry E.20 (for Y standard, Z countably generated)2:

XKKY |Z b T ùñ Y KKX |Z b T.

n) Symmetry E.21 (for Y standard, Z countably generated, T “ t˚u)2:

XKKY |Z ùñ Y KKX |Z.

Corollary 3.14. Let the setting be like in Theorem 3.11. We then have:

o) Inverted Left Decomposition E.22:

pXKKY |Zq ^ pU ÀK X b Zq ùñ X b UKKY |Z.

p) T-Extended Inverted Right Decomposition E.23:

pXKKY |Zq ^ pU ÀK T b Y b Zq ùñ XKKT b Y b U |Z.

q) Equivalent Exchange E.24:

pXKKK Y |Zq ^ pZ «K Z1q ùñ XKKKY |Z1.

r) Full Equivalent Exchange E.25: If pX1 «K Xq ^ pY1 «K Yq ^ pZ1 «K Zq then:

XKKK Y |Z ðñ X1 KKK Y1 |Z1.
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4. Applications to Statistical Theory

4. Applications to Statistical Theory

In the following we will collect some illustrative applications of transitional conditional
independence.

4.1. Ancillarity, Sufficiency, Adequacy

In this subsection we want to relate the concepts of acillarity, sufficiency and adequacy,
see [Fis22,Fis25,Bas59,Bas64,Daw75,GRF10], to transitional conditional independence.

Example 4.1 (Certain statistics expressed as conditional independence). Let PpW |Θq
be a statistical model, considered as a Markov kernel F 99K W. Let X and Y be two
transitional random variables w.r.t. PpW |Θq. A statistic of X is a measurable map
S : X Ñ S, which we consider as the transitional random variable S À X given via:

S : W ˆ F Ñ S, pw, θq ÞÑ SpXpw, θqq.

1. Ancillarity. S is an ancillary statistic of X w.r.t. Θ if and only if:

S KK
PpW |Θq

Θ.

This means that every parameter Θ “ θ induces the same distribution for S:

PpS|Θ “ θq “ PpS|��Θq.

2. Sufficiency. S is a sufficient statistic of X w.r.t. Θ if and only if:

X KK
PpW |Θq

Θ |S.

This means that there is a Markov kernel PpX|S,��Θq, not dependent on Θ, such
that:

PpX,S|Θq “ PpX|S,��Θq b PpS|Θq.

So X only “interacts” with the parameters Θ through S.

3. Adequacy. S is an adequate statistic of X for Y w.r.t. Θ if and only if:

X KK
PpW |Θq

Θ, Y |S.

This means we have a factorization:

PpX, Y, S|Θq “ PpX|��Y , S,��Θq b PpY, S|Θq,

for some Markov kernel PpX|��Y , S,��Θq, only dependent on S. This means that all
information of X about the (parameters and/or) labels Y are fully captured already
by S.
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4. Applications to Statistical Theory

Now we want to show that the classical Fisher-Neyman factorization criterion for suffi-
ciency (see [Fis22,Ney36,HS49,Bur61]) is in line with the reformulation of sufficiency as
a transitional conditional independence. The proof is given in Theorem F.1 in Appendix
F.

Theorem 4.2 (Fisher-Neyman). Consider a statistical model, witten as a Markov ker-
nel, PpX|Θq. Assume that we can write it in the following form:

PpX P A|Θ “ θq “

ż

A

hpxq ¨ gpSpxq; θq dµpxq,

where X takes values in a standard measurable space X , S : X Ñ S is measurable, S
countably generated, µ is a measure on X , g, h ě 0 are measurable and h is µ-integrable
(e.g. exponential families are of such form).
Then S is a sufficient statistic of X for PpX|Θq: X KK

PpX|Θq
Θ |S.

This is one direction of the Fisher-Neyman factorization theorem for sufficiency. Our
definition of transitional conditional independence generalizes the factorization theorem
to Markov kernels (per definition) without the necessity of densities and/or reference
measures.

4.2. Invariant Reductions

Example 4.3 (Invariant reduction). Let PpX|Θq be a statistical Model, given as a
Markov kernel. Assume that we are only interested in a certain quantity of the param-
eters Γ “ ΓpΘq, considered as a measurable function in Θ. For the estimation of Γ we
then might only need parts of the information encoded in the data X. An invariant reduc-
tion of PpX|Θq w.r.t. Γ, see [HWG65], is then a measurable function U : X Ñ U such
that PpUpXq|Θq only depends on Γ. We can rephrase this as the transitional conditional
independence:

U KK
PpX|Θq

Θ |Γ,

and the occuring Markov kernel PpU |Γ,��Θq would give the correct model to further work
with.

4.3. Reparameterizing Transitional Random Variables

We want to generalize two somewhat related folklore results from random variables to
transitional random variables:

1.) Since the paper [Dar53] it was developed that for a real-values random variable X
that has a continuous cumulative distribution function F and quantile function R “ F´1

that E :“ F pXq is uniformly distributed on r0, 1s and RpEq “ X a.s.
2.) It is known that for random variables X and Z with a well-behaved joint dis-

tribution PpX,Zq there exists a random variable E that is independent of Z and a
measurable map g such that X “ gpE,Zq a.s.
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4. Applications to Statistical Theory

To establish such results for transitional random variables we will use the following
constructions.

Definition 4.4. Let X be a transitional random variable with values in X “ R̄ “
r´8,`8s on a transition probability space pW ˆ Z,KpW |Zqq. We then define the in-
terpolated transitional cumulative distribution function (itcdf) of X as:

F px; u|zq :“ KpX ă x|Z “ zq ` u ¨ KpX “ x|Z “ zq,

with u P r0, 1s, and the transitional quantile function (tqf) of X as:

Rpe|zq :“ inf
 

x̃ P R̄ |F px̃; 1|zq ě e
(

,

for e P r0, 1s.

Theorem 4.5. Let pW ˆ Z,KpW |Zqq be any transition probability space and X be
a transitional random variable with values in a standard measurable space X and ι :

X ãÑ R̄ a fixed embedding onto a Borel subset of R̄ (i.e. w.l.o.g. X “ R̄). Let KpUq
be the uniform distribution on U :“ r0, 1s. We put W̄ “ U ˆ W, W̄ “ pU,W q and
KpW̄ |Zq “ KpUq b KpW |Zq. We then consider the transitional random variables X,
U , Z, E on the transition probability space

`

W̄ ˆ Z,KpW̄ |Zq
˘

where:

E :“ F pX ;U |Zq : W̄ ˆ Z Ñ E :“ r0, 1s,

and F is the itcdf of X from 4.4. Then we have the transitional independence:

E KK
KpW̄ |Zq

Z, with KpE|��Zq the uniform distribution on E “ r0, 1s,

and:
X “ RpE|Zq KpW̄ |Zq-a.s.,

where R is the tqf of X from 4.4.

The proof of this theorem can be found in the Appendix G in Theorem G.4.

4.4. Propensity Score

For a random variable X and binary random variable Y P t0, 1u the propensity score
is epxq :“ PpY “ 1|X “ xq. It is the “smallest” statistic of X such that Y KKX | epXq
(see [RR83]). This is one of the core concepts of causal inference using the potential
outcome formulation. We now claim that the above can be generalized to arbitrary (non-
binary) Y with Markov kernel PpY |Xq, even when no distribution for X is specified.

Theorem 4.6 (Propensity score). Let PpY |Xq be a Markov kernel. We define the
propensity of x P X w.r.t. PpY |Xq as:

Epxq :“ PpY |X “ xq P PpYq.

27



4. Applications to Statistical Theory

Then E : X Ñ E :“ PpYq is measurable, E À X and we have:

Y KK
PpY |Xq

X |E.

Furthermore, if S : X Ñ S is another measurable map (S À X) with:

Y KK
PpY |Xq

X |S,

then:
E À S À X.

So E is in this sense the smallest statistic of X such that the above conditional indepen-
dence holds.

The proof is given in Theorem F.2 in Appendix F.

4.5. A Weak Likelihood Principle

The same Theorem F.2 applied to a statistical model PpX|Θq can give a weak form
of the likelihood principle. For the history of the likehood principle and discussions
see [SBC`62,Fis22,Hac65,Edw74,Edw92,Roy97,Bir62,Jay03,May14,Eva13,Gan15].

Theorem 4.7 (A weak likelihood principle). Let PpX|Θq be a statistical model. Define
the likelihood function as: Lpθq :“ PpX|Θ “ θq P PpX q. We then have the transitional
conditional independence:

X KK
PpX|Θq

Θ |L.

Furthermore, any other measurable map S of the parameters Θ with X KKPpX|Θq Θ |S
satisfies:

L À S À Θ.

In this sense the likelihood captures all information of the parameters Θ about the
data X and it does so most efficiently.

4.6. Bayesian Statistics

Let PpX|Θq be a statistical model (for simplicity between standard measurable spaces)
and PpΘ|Πq be a prior with hyperparameters Π “ π. Then by the standard Bayesian
setting we have a joint (transition) probability distribution:

PpX,Θ|Πq :“ PpX|Θq b PpΘ|Πq.

A conditional Markov kernel gives us the posterior (transitional) probability distribu-
tions:

PpΘ|X,Πq,
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5. Graph Theory

which is unique up to PpX|Πq-null set. We now define the transitional random variable:

Zpx, πq :“ PpΘ|X “ x,Π “ πq,

which gives us a joint (transition) probability distribution: PpX,Θ, Z|Πq.
The following result then formalizes the basic idea that the posterior (given via Z)

most efficiently incorporates all information from the data (X) about the state of the
parameters (Θ) as soon as a prior (Π) is specified.

Theorem 4.8 (Bayesian statistics). With the above notations we have the conditional
independence:

Θ KK
PpX,Θ|Πq

X |Z.

Furthermore, if S is another deterministic measurable function in pX,Πq such that:

Θ KK
PpX,Θ|Πq

X |S,

then:
Z À S PpX|Πq-a.s.

The proof of this theorem is given in Theorem F.3 in Appendix F.

Theorem 4.9 (A weak likelihood principle for Bayesian statistics). We also have the
transitional conditional independence with Lpθq :“ PpX|Θ “ θq:

X KK
PpX,Θ|Πq

Θ,Π |L.

Furthermore, if X is countably generated, then any other measurable map S in Θ with

X KK
PpX,Θ|Πq

Θ,Π |S

satisfies:
L À S À Θ PpΘ|Πq-a.s.

The proof of this theorem is given in Theorem F.4 in Appendix F.

5. Graph Theory

In this section we introduce a few graph theoretic notions that are required to ap-
ply transitional conditional independence to graphical models in the next section. Of
importance, also on its own, is the notion of σ-separation, a generalization of d/m/m˚-
separation, see [Pea09,Ric03, FM17, FM18, FM20], to graphs that allow for cycles and
input nodes. We define σ-separation in such a way that it forms a J-H-separoid, see
Appendix A Definition A.3. The reason is that we want to match those separoid rules
to the ones for transitional conditional independence in Theorem 3.11.
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Figure 2: Conditional Acyclic Directed Mixed Graph (CADMG).

5.1. Conditional Directed Mixed Graphs (CDMGs)

Definition 5.1 (Conditional directed mixed graphs (CDMGs)). A conditional directed
mixed graph (CDMG) G “ pJ, V, E, Lq consists of two (disjoint) sets of vertices/nodes:
the set of input nodes J , the set of output nodes V , and two (disjoint) sets of edges:

1. E Ď tw v |w P J Y V, v P V u, the set of directed edges,

2. L Ď tv1 v2 | v1, v2 P V, v1 ‰ v2u, the set of bi-directed edges,

with: v1 v2 P L ùñ v2 v1 P L.

So - per definition - there won’t be any arrow heads pointing to input nodes j P J .
We drop “mixed” from the definition if L “ H (CDG), and “conditional” if J “ H

(DMG) or both (DG).

Notation 5.2. For a CDMG we will suggestively write: GpV | dopJqq :“ pJ, V, E, Lq “
G, where the sets of edges E and L are implicit. We will also write: v P G to mean
v P J Y V ; v1 v2 P G to mean v2 v1 P E; v1 v2 P G to mean v1 v2 P L;
v1 v2 P G to mean v1 v2 P G _ v1 v2 P G; etc.

Definition 5.3 (Walks). Let G “ GpV | dopJqq be a CDMG and v, w P G.

1. A walk from v to w in G is a finite sequence of nodes and edges

v “ v0 v1 ¨ ¨ ¨ vn´1 vn “ w

in G for some n ě 0, i.e. such that for every k “ 1, . . . , n we have that vk´1

vk P G, and with v0 “ v and vn “ w.
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5. Graph Theory

In the definition of walk the appearance of the same nodes several times is allowed.
Also the trivial walk consisting of a single node v0 P G is allowed as well (if
v “ w).

2. A directed walk from v to w in G is of the form:

v “ v0 v1 ¨ ¨ ¨ vn´1 vn “ w,

for some n ě 0, where all arrow heads point in the direction of w and there are no
arrow heads pointing back.

Definition 5.4. For a CDMG G “ GpV | dopJqq and v P G we define the sets:

1. Parents: PaGpvq :“ tw P G |w v P Gu,

2. Children: ChGpvq :“ tw P G | v w P Gu,

3. Ancestors: AncGpvq :“ tw P G | D directed walk in G : w ¨ ¨ ¨ vu,

4. Descendents: DescGpvq :“ tw P G | D directed walk in G : v ¨ ¨ ¨ wu,

5. Strongly connected component: ScGpvq :“ AncGpvq X DescGpvq Q v.

We extend these notions to sets A Ď J Y V by taking the union, e.g. AncGpAq “
Ť

vPAAncGpvq.

Definition 5.5 (Acyclicity). A CDMG G “ GpV | dopJqq is called acyclic if every
directed walk from any node v P G to itself is trivial, i.e. ScGpvq “ tvu and PaGpvq S v
for all v P G.

Definition 5.6 (Topological order). Let G “ GpV | dopJqq be a CDMG. A topological
order of G is a total order ă of J Y V such that for all v, w P G:

v P PaGpwq ùñ v ă w.

Remark 5.7. A CDMG GpV | dopJqq is acyclic iff it has a topological order.

5.2. Sigma-Separation in CDMGs

Here we will generalize the notion of σ-separation, a generalization of d/m/m˚-separation,
see [Pea09,Ric03,FM17,FM18,FM20], to graphs that allow for cycles and input nodes.

Definition 5.8 (σ-blocked walks). Let G “ GpV | dopJqq be a CDMG and C Ď J Y V

a subset of nodes and π a walk in GpV | dopJqq: π “ pv0 ¨ ¨ ¨ vnq .

1. We say that the walk π is C-σ-blocked or σ-blocked by C if either:

a) v0 P C or vn P C or:

b) there are two adjacent edges in π of one of the following forms:
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left chain: vk´1 vk vk`1 with vk P C ^ vk R ScGpvk´1q,
right chain: vk´1 vk vk`1 with vk P C ^ vk R ScGpvk`1q,

fork: vk´1 vk vk`1 with vk P C ^ vk R ScGpvk´1q X ScGpvk`1q,
collider: vk´1 vk vk`1 with vk R C.

2. We say that the walk π is C-σ-open if it is not C-σ-blocked.

Definition 5.9 (σ-separation). Let G “ GpV | dopJqq be a CDMG and A,B,C Ď J YV

(not necessarily disjoint) subset of nodes. We then say that:

1. A is σ-separated from B given C in G, in symbols: A
σ

K
GpV |dopJqq

B |C,

if every walk from a node in A to a node in J Y B3 is σ-blocked by C.

2. Otherwise we write: A
σ

��K
GpV | dopJqq

B |C.

3. Special case: A
σ

K
GpV |dopJqq

B : ðñ A
σ

K
GpV |dopJqq

B|H.

Remark 5.10. If G “ GpV | dopJqq is acyclic then ScGpvq “ tvu and v R PaGpvq
for all v P G and the additional conditions in “σ-blocked” for the non-colliders are
of the form vk R ScGpvk˘1q “ tvk˘1u. These are then automatically satisfied, because
the node vk P PaGpvk˘1q S vk˘1 for the relevant other node vk˘1 and thus vk ‰ vk˘1.
So in the acyclic case the additional conditions involving ScGpvk˘1q can be dropped.
This shows that in the acyclic case σ-separation is equivalent to d/m/m˚-separation,
see [Pea09, Ric03]. It turns out that in the non-acyclic case σ-separation is the better
concept, see [FM17,FM18,FM20].

5.3. Separoid Rules for Sigma-Separation

Here we collect the formal rules that σ-separation satisfies. Note that these rules match
the rules of transitional conditional independence in Theorem 3.11. The proofs will be
given in Appendix I. We formally show that the subsets of JYV of a CDMG GpV | dopJqq
together with the relations “, Ď, Kσ, operation Y and element H form a J-H-separoid,
see Appendix A Definition A.3.

Theorem 5.11 (Separoid rules for σ-separation). Let G “ GpV | dopJqq be a CDMG
and A,B,C,D Ď J Y V subset of nodes. Then the ternary relation K “ Kσ

GpV | dopJqq

satisfy the following rules:

a) Left Redundancy I.1:

A Ď C ùñ AKB |C.

3Note the inclusion of J here. This is done to get similar asymmetric separoid rules to transitional
conditional independence in order to have a more “nice” looking global Markov property later on.
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b) J-Restricted Right Redundancy I.2:

AK H |C Y J always holds.

c) Left Decomposition I.3:

AY DKB |C ùñ DKB |C.

d) Right Decomposition I.4:

AKB Y D |C ùñ AKD |C.

e) J-Inverted Right Decomposition I.5:

AKB |C ùñ AK J Y B |C.

f) Left Weak Union I.6:

AY DKB |C ùñ AKB |D Y C.

g) Right Weak Union I.7:

AKB Y D |C ùñ AKB |D Y C.

h) Left Contraction I.8:

pAKB |D Y Cq ^ pDKB |Cq ùñ AY DKB |C.

i) Right Contraction I.9:

pAKB |D Y Cq ^ pAKD |Cq ùñ AKB Y D |C.

j) Right Cross Contraction I.10:

pAKB |D Y Cq ^ pDKA |Cq ùñ AKB Y D |C.

k) Flipped Left Cross Contraction I.11:

pAKB |D Y Cq ^ pB KD |Cq ùñ B KAY D |C.

Remark 5.12. In particular, we have the equivalences:

pAKB Y D |Cq ðñ pAKB |D Y Cq ^ pAKD |Cq,

pAY DKB |Cq ðñ pAKB |D Y Cq ^ pDKB |Cq.

Remark 5.13 (Symmetry). Let the assumptions be like in 5.11. We also have the
following rules:

l) Restricted Symmetry I.16:

pAKB |Cq ^ pB K H |Cq ùñ B KA |C.
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m) J-Restricted Symmetry I.17:

AKB |C Y J ùñ B KA |C Y J .

n) Symmetry I.18: If J “ H then:

AKB |C ùñ BKA |C.

Lemma 5.14 (More separoid like rules). Let the assumptions be like in 5.11. We also
have the following rules:

o) Left Composition I.12:

pAKB |Cq ^ pDKB |Cq ùñ A Y DKB |C.

p) Right Composition I.13:

pAKB |Cq ^ pAKD |Cq ùñ AKB Y D |C.

q) Left Intersection I.14: If AX D “ H then:

pAKB |D Y Cq ^ pDKB |AY Cq ùñ A Y DKB |C.

r) Right Intersection I.15: If B X D “ H then:

pAKB |D Y Cq ^ pAKD |B Y Cq ùñ AKB Y D |C.

s) More Redundancies I.19:

AKB |C ðñ pAzCq KpBzCq |C ðñ A Y C K J Y B Y C |C.

6. Applications to Graphical Models

6.1. Causal Bayesian Networks

We now introduce a definition of causal Bayesian networks that allows for non-stochastic
input variables.

Definition 6.1 (Causal Bayesian network). A causal Bayesian network (CBN) M con-
sists of:

1. a (finite) conditional directed acyclic graph (CDAG): G “ GpV | dopJqq,

2. input variables Xj, j P J , and (stochastic) output variables Xv, v P V ,

3. a measurable space Xv for every v P J 9YV , where Xv is standard4 if v P V ,

4We could also work under the weaker assumption of universal measurable spaces if we would replace
all mentionings of measurability with the weaker notion of universal measurability.
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4. a Markov kernel, suggestively written as: Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯

:

XPaGpvq 99K Xv,

pA, xPaGpvqq ÞÑ Pv

´

Xv P A
ˇ

ˇ

ˇ
do

`

XPaGpvq “ xPaGpvq

˘

¯

,

for every v P V , where we write for D Ď J 9YV :

XD :“
ź

vPD

Xv, XH :“ ˚ “ t˚u,

XD :“ pXvqvPD, XH :“ ˚,

xD :“ pxvqvPD, xH :“ ˚.

By abuse of notation, we denote the causal Bayesian network as:

MpV | dopJqq “
´

GpV | dopJqq,
´

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯¯

vPV

¯

.

Definition 6.2. Any CBN M “ MpV | dopJqq comes with its joint Markov kernel:

PpXV | dopXJqq : XJ 99K XV ,

given by:

PpXV | dopXJqq :“
ą
â

vPV

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯

,

where the product bą is taken in reverse order of a fixed topological order ă, i.e. children
appear only on the left of their parents in the product. Note that by Remark 2.8 about
associativity and (restricted) commutativity of the product the joint Markov kernels does
actually not depend on the topological order.

6.2. Global Markov Property for Causal Bayesian Networks

We now turn to probably the most striking application of transitional conditional inde-
pendence: the global Markov property for causal Bayesian networks that allow for (non-
stochastic) input variables. The global Markov property relates the graphical structure
GpV | dopJqq to transitional conditional independence relations between the correspond-
ing transitional random variables XA. So checking the graph for σ-separation relations
will then automatically imply the existence of a regular conditional Markov kernel that
does not depend on the specified variables, which can be stochastic or not.

This will be the first time the global Markov property will be proven in this generality
of measure theoretic probability, in the presence of input variables and with such a
strong notion of conditional independence. Direct generalizations to causal Bayesian
networks or structural causal models that allow for latent confounders, cycles, selection
bias and (non-stochastic) input variables are immidiate, see [FM17,FM18,FM20,Ric03,
Eva16, Eva18,RERS17], etc., because all those cases can be reduced to a CBN in one
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or the other form and only the graphical separation criteria need to be adjusted. In
Appendix K we will show how the global Markov property together with transitional
conditional independence gives us a measure theoretically clean proof of the main rules
of do-calculus, see [Pea09], in this generality.

The proof of the global Markov property follows similar arguments as used in [LDLL90,
Ver93,Ric03,FM17,FM18,RERS17], namely chaining the separoid rules for conditional
independence (see Theorem 3.11) and the ones for d{m{σ-separation (see Theorem 5.11)
together in an inductive way. The main difference here is that we never rely on the
Symmetry property but instead use the left and right versions of the separoid rules sep-
arately. Note, again, that the validity of those separoid rules in this vast generality is
a non-trival result, see Theorem 3.11, and were only known for corner cases for other
notions of extended conditional independence, rendering those less useful for the appli-
cations to graphical models. The full proof of the global Markov property is given in
Appendix J.

Theorem 6.3 (Global Markov property for causal Bayesian networks). Consider a
causal Bayesian network MpV | dopJqq with graph GpV | dopJqq and joint Markov kernel:
PpXV | dopXJqq. Then for all A,B,C Ď J 9YV (not-necessarily disjoint) we have the
implication:

A
σ

K
GpV | dopJqq

B |C ùñ XA KK
PpXV | dopXJ qq

XB |XC .

Recall that we have - per definition - an implicit dependence on J , XJ , resp., in the
second argument on each side.

Remark 6.4. The global Markov property says that already checking the graphical cri-

terion A
σ

K
GpV |dopJqq

B |C is enough to get the existence of a Markov kernel, suggestively

written as: P pXA|✟✟XB, XCXV , dopXCXJq,✘✘✘✘dopXJqqq , such that:

PpXA, XB, XC | dopXJqq “ P pXA|✟✟XB, XCXV , dopXCXJq,✘✘✘✘dopXJqqqbPpXB, XC | dopXJqq.

The full power of the global Markov property is unleashed when applied to the causal
Bayesian network that arises from augmentation with further soft intervention variables
and hard interventions, etc. It will then automatically relate many of the marginal
conditional interventional Markov kernels of extended and sub-CBNs to each other, see
Appendix K for a glimpse of the possibilities.

Example 6.5. Let A Ď G “ GpV | dopJqq be an ancestral subset, i.e. A “
Ť

vPAAncGpvq.

Then we have: pV XAq
σ

K
GpV | dopJqq

pJzAq | J XA, and thus, by the global Markov property,

a Markov kernel PpXV XA| dopXJXAqq such that:

PpXA| dopXJqq “ PpXV XA| dopXJXAqq b PpXJXA| dopXJqq.

So for ancestral subsets we can only work with input variables from J XA and ignore the
ones from JzA, which is in correspondence with our expectations about ancestral causal
relations.
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7. Discussion

7.1. Extensions to Universal Measurable Spaces

Remark 7.1. We presented the theory of the main paper is terms of general measurable
spaces whereever it was possible. Some results needed more restrictive assumptions like
standard measurable spaces. These restrictions can be weakend if one replaces standard
with universal measurable spaces and measurability with the weaker notion of universal
measurability. All theory has been developed for this more general setting in the Appendix
B. If X is a measurable space we denote by X‚ “ pX , pBX q‚q its universal completion,
where pBX q‚ is the intersection of all completions, see Definition B.2. A map f : X Ñ Y

is universally measurable if f : X‚ Ñ Y is measurable. We then advocate the use of
transition probability spaces pW ˆ T ,KpW |T qq, with universally measurable KpW |T q :

T‚ 99K W and the following class of transitional random variables:

C :“ tX : pW ˆ T q‚ Ñ X universally measurable |X universal measurable spaceu ,

where a universal measurable space, see Corollary B.30, is - up to universal completion
- countably generated, countably separated with perfect probability measures. The class
C together with ÀK,‚

5 and X _ Y :“ pX, Y q forms a join-semi-lattice up to «K,‚-anti-
symmetry, see Appendix D, and together with KKK,‚

6 a T -˚-separoid, see Appendix E.
Furthermore, all ‚-regular conditional Markov kernels KpX|Y, Zq : pY ˆ Zq‚ 99K X

exist for KpX, Y |Zq, when X ,Y are universal measurable spaces, see Theorem C.10.
This is our contribution to make the theory applicable in as much generality as possible.

7.2. Comparison to Other Notions of Extended Conditional
Independence

Remark 7.2. There can at least 4 other notions of extended conditional independence
be found in the literature, these are from [CD17a,RERS17, FM20] plus variation con-
ditional independence. We elaborate in more details in Appendix L. In overview, it can
be said that variation conditional independence, a non-probabilistic, set-theoretic notion
of conditional independence, only shares formal similarities with the other notions of
extended conditional independence. The correspondence would be to replace the space of
probability measures PpX q with the power set 2X , see Example L.6.
All other 3 notions of (stochastic) extended conditional independence, see [CD17a,RERS17,
FM20], are weaker than transitional conditional independence, i.e. whenever they were
defined transitional conditional independence implies the other extended conditional in-
dependence.
In contrast to [CD17a] transitional conditional independence satisfies all (asymmetric)

5We define: X ÀK,‚ Y if there is a univerally measurable ϕ : Y‚ Ñ X such that KpX,Y |T q “
δϕpX |Y q b KpY |T q.

6We define: X KKK,‚ Y |Z if there exists a universally measurable Markov kernel QpX |Zq : Z‚ 99K X

such that KpX,Y, Z|T q “ QpX |Zq b KpY, Z|T q.
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separoid axioms, where two of them need standard or universal measurable spaces, see
Theorem 3.11, making it suitable for the use in graphical models, see the global Markov
property, Theorem 6.3.
In contrast to [RERS17] transitional conditional independence is an asymmetric notion,
directly propagating the asymmetry between “input and output variables”, making it able
to equivalently express classical statistical concepts like ancillarity, sufficiency, adequacy,
etc. Furthmore, it was possible to develop the theory of transitional conditional indepen-
dence in a much more general context of measurable spaces, transition probability spaces
and transitional random variables.
In contrast to [FM20] transitional conditional independence provides one with the ex-
istence of certain Markov kernels and factorizations. This gives a much stronger con-
clusion in the global Markov property in graphical models, while starting from the same
assumptions, see Theorem 6.3.
More will be said in Appendix L.

7.3. Conclusion

We developed the theory of transition probability spaces, transitional random variables
and transitional conditional indpendence. These concepts are most well behaved if the
underlying spaces have similar properties to standard measurable spaces. To extend the
theory as far as possible we studied, developed and generalized the theory of univeral
measurable spaces. Furthermore, we proved the disintegration of transition probabili-
ties, i.e. the existence of regular conditional Markov kernels on standard, analytic and
universal measurable spaces.
Transitional conditional independence was defined as an asymmetric notion of (ir)relevance
relations. We developed the theory of asymmetric separoids and showed that transitional
conditional independence and the graphical notion of σ-separation satisfy all those asym-
metric separoid rules. We then showed how to relate those notions in graphical models
and proved a global Markov property for those. We also showed in the Appendix how the
global Markov property implies the validity of the 3 main rules of the causal do-calculus
in measure theoretic generality and indicated how to apply it to further causal concepts.
We then compared transitional conditional independence to other notions of extended
conditional independence and showed that it is stronger than all of those.
We also showed that transitional conditional independence can express classical statis-
tical concepts like ancillarity, sufficiency, adequacy and invariant reductions, etc. We
also demonstrated what it can say about Bayesian statistics, the likelihood principle,
propensity scores, etc.
Finally, we want to stress the simplicity of the definition of transitional conditional
independence:

X KK
K
Y |Z : ðñ DQpX|Zq : KpX, Y, Z|T q “ QpX|Zq b KpY, Z|T q.
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Appendices

A. Symmetric Separoids and Asymmetric Separoids

This section aims at formalizing a notion of “asymmetric separoids”. Separoids were
introduced in [Daw01a] as a way to express (ir)relevance relations. Similar ideas and
the notion of graphoids were also investigated in [PP85,Spo94]. “Asymmetric separoids”
will naturally arise from symmetric ones when one fixes parts of one, say the second
argument and/or the third argument. Depending on their behaviour in the second and
third argument we will call such a ternary relation KK a τ -κ-separoid. Our notion of
transitional conditional independence, see Definition 3.1, will form an T -˚-separoid, see
Appendices D and E. Also σ-separation, an extension of d-separation, to graphs that
allow for (cycles and) external “input” nodes will form a J-H-separoid, see Section 5 and
Appendix I. The global Markov property for the probabilistic graphical models, which
relates the conditional independence structure of the graph in terms of σ-separation to
transitional conditional independence of the corresponding transitional random variables
can then be interpreted as a τ -κ-separoid homomorphism. The global Markov property
will be presented in Section 6.2 and proof is given in Appendix J.

Since the separoid axioms from [Daw01a] are not logically independent, i.e. parts of
the rules can be deduced from the others, we have to investigate which of the rules
generalize in which form. This is the reason we give a slightly different definition of
separoids than it was presented in [Daw01a]. We also do not require the order on the
space to fully form a join-semi-lattice. To make the distinction to [Daw01a] clearer we
will stick to the names symmetric separoid and τ -κ-separoid in this paper. We then
study the relation between symmetric separoids and τ -κ-separoid. The main findings
are Theorem A.11 and Theorem A.12. The first, A.11, states, as discussed above, that
if we start with a symmetric separoid and fix parts of the second and/or third argument
we will arrive at a τ -κ-separoid. The other one, A.12, shows that if we symmetrize an
τ -κ-separoid with the logical “or” we will get a symmetric separoid.
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One can certainly argue which of the separoid rules should be included in the notion
of τ -κ-separoid and which not. The guiding principle of our definition was that it
should: (i) generalize the notion of (symmetric) separoids and recover it, (ii) be strong
enough to prove the global Markov property, see Theorem 6.3 and Appendix J.1, (iii)
be weak enough such that we can verify these rules for both, transitional conditional
independence, see D and E, and σ-separation in graphs with input nodes, see 5 and I, (iv)
be adjusted in such a way that we can prove the two Theorems, A.11 and A.12, mentioned
above to get a close relationship between symmetric separoids and τ -κ-separoids. This
is, for instance, the reason we included 4 Contraction rules, which are all needed to
prove Theorem A.12. These then also give us Restricted Symmetry 1. The obstruction
to become symmetric then gives a clear motivation for τ -Restricted Right Redundancy
2, allowing �-κ-separoids to become symmetric separoids. A look at the proof of the
global Markov property in Appendix J.1 shows that all the other separoid rules are
needed, thus motivating the minimal set of rules that we require.

Remark A.1. In the following let Ω be a class that is endowed with an equivalence
relation –, another binary relation !, a binary operation _ and a ternary relation KK
and an element � P Ω (so called bottom element). We will assume without further
indication that they will satisfy the following rules for all α, β, γ, ¨ ¨ ¨ P Ω:

1. pα – α1q ^ pβ – β 1q ùñ pα _ βq – pα1 _ β 1q.

2. pα _ βq – pβ _ αq.

3. ppα _ βq _ γq – pα _ pβ _ γqq.

4. pα ! βq ^ pα – α1q ^ pβ – β 1q ùñ pα1 ! β 1q.

5. pα ! βq ùñ pα ! pβ _ γqq.

6. pαKKβ | γq ^ pα – α1q ^ pβ – β 1q ^ pγ – γ1q ùñ pα1 KKβ 1 | γ1q .

7. � ! α.

8. � _ α – α.

From this it is clear that if �
1 is another bottom element we have: � – �

1 and
� ! �

1 ! �.

Definition A.2 (Symmetric separoid). We call pΩ,–,!,_,KK,�q a symmetric separoid
if the following rules hold for all α, β, γ, λ P Ω:

1. (Unrestricted) Symmetry:

αKKβ | γ ùñ β KKα | γ.

2. (Left) Redundancy:
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α ! γ ùñ αKKβ | γ.

3. (Left) Decomposition:

α _ λKKβ | γ ùñ λKKβ | γ.

4. (Left) Weak Union:

α _ λKKβ | γ ùñ αKKβ |λ _ γ.

5. (Left) Contraction:

pαKKβ |λ _ γq ^ pλKKβ | γq ùñ α_ λKKβ | γ.

Definition A.3 (τ -κ-separoid). Let τ, κ P Ω be fixed. We call pΩ,–,!,_,KK,�q a
τ -κ-separoid if the following rules hold for all α, β, γ, λ P Ω:

1. κ-Extended Left Redundancy:

α ! κ_ γ ùñ αKKβ | γ.

2. τ -Restricted Right Redundancy:

αKK� | γ _ τ .

3. τ -Inverted Right Decomposition:

αKKβ | γ ùñ αKK τ _ β | γ.

4. Left Decomposition:

α _ λKKβ | γ ùñ λKKβ | γ.

5. Right Decomposition:

αKKβ _ λ | γ ùñ αKKλ | γ.

6. Left Weak Union:

α _ λKKβ | γ ùñ αKKβ |λ _ γ.

7. Right Weak Union:

αKKβ _ λ | γ ùñ αKKβ |λ _ γ.

8. Left Contraction:

pαKKβ |λ _ γq ^ pλKKβ | γq ùñ α_ λKKβ | γ.

9. Right Contraction:

pαKKβ |λ _ γq ^ pαKKλ | γq ùñ αKKβ _ λ | γ.
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10. Right Cross Contraction:

pαKKβ |λ _ γq ^ pλKKα | γq ùñ αKKβ _ λ | γ.

11. Flipped Left Cross Contraction:

pαKKβ |λ _ γq ^ pβ KKλ | γq ùñ β KKα_ λ | γ.

Remark A.4. 1. Every symmetric separoid is a �-�-separoid.

2. Every �-κ-separoid is a symmetric separoid by Lemma A.10 below.

3. Let pΩ,–,!,_,KK,�q be a τ -κ-separoid. Then pΩ,–,!κ,_,KK,�q is a τ -�-separoid,
where !κ is given via:

α !κ β : ðñ α ! κ_ β.

4. So every �-κ-separoid is a (symmetric) �-�-separoid using !κ.

In the following we will, by abuse of notation, refer to the whole structure pΩ,–,!
,_,KK,�q as Ω.

Lemma A.5 (κ-Extended Inverted Left Decomposition). Let Ω be a τ -κ-separoid then
we have the implication:

pαKKβ | γq ^ pλ ! α _ κ_ γq ùñ α_ λKKβ | γ.

Proof. We have the implications:

λ ! α_ κ _ γ
κ-Extended Left Redundancy 1
ùùùùùùùùùùùùùùùùùùñ λKKβ |α _ γ

pαKKβ | γq ^ Left Contraction 8
ùùùùùùùùùùùùùùùùùùñ α _ λKKβ | γ.

Lemma A.6 (τ -κ-Extended Inverted Right Decomposition). Let Ω be a τ -κ-separoid
then we have the implication:

pαKKβ | γq ^ pλ ! τ _ β _ κ_ γq ùñ αKK τ _ β _ λ | γ.

Proof. We have the implications:

αKKβ | γ
τ -Inverted Right Decomposition 3
ùùùùùùùùùùùùùùùùùùùùñ αKK τ _ β | γ,

λ ! τ _ β _ κ_ γ
κ-Extended Left Redundancy 1
ùùùùùùùùùùùùùùùùùùñ λKKα | τ _ β _ γ,

both together
Flipped Left Cross Contraction 11
ùùùùùùùùùùùùùùùùùùùùñ αKK τ _ β _ λ | γ.
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Lemma A.7 (κ-Equivalent Exchange). Let Ω be a τ -κ-separoid then we have the im-
plication:

pαKKβ | γq ^ pγ ! κ_ γ1q ^ pγ1 ! κ_ γq ùñ αKKβ | γ1.

Proof. We have the implications:

γ1 ! κ_ γ ùñ γ1 ! τ _ β _ κ _ γ,

αKKβ | γ
τ -κ-Ext. Inv. Right Decomposition A.6
ùùùùùùùùùùùùùùùùùùùùùùùñ αKK τ _ β _ γ1 | γ

Right Decomposition 5
ùùùùùùùùùùùùùñ αKKβ _ γ1 | γ

Right Weak Union 7
ùùùùùùùùùùùùñ αKKβ | γ1 _ γ, (a)

γ ! κ_ γ1 κ´Extended Left Redundancy 1
ùùùùùùùùùùùùùùùùùùùñ γ KKβ | γ1, (b)

(a) ^ (b)
Left Contraction 8
ùùùùùùùùùùùñ α _ γ KKβ | γ1

Left Decomposition 4
ùùùùùùùùùùùùñ αKKβ | γ1.

Remark A.8. Note that if we have γ ! γ1 ! γ then we also have the condition:

γ ! κ _ γ1 ^ γ1 ! κ_ γ,

since we have the rule: α ! β ùñ α ! λ _ β, as stated in the beginning.

Lemma A.9 (Full κ-Equivalent Exchange). Let Ω be a τ -κ-separoid. If α1 ! κ_α and
β 1 ! κ _ β and γ ! κ _ γ1 and γ1 ! κ_ γ then we have:

αKKβ | γ ùñ α1 KKβ 1 | γ1.

Proof. We have the implications:

α1 ! κ_ α ùñ α1 ! α _ κ_ γ

κ-Ext. Inv. Left Decomposition A.5
ùùùùùùùùùùùùùùùùùùùùùñ α_ α1 KKβ | γ

Left Decomposition 4
ùùùùùùùùùùùùñ α1 KKβ | γ,

β 1 ! κ_ β ùñ β 1 ! τ _ β _ κ_ γ

τ -κ–Ext. Inv. Right Decomposition A.6
ùùùùùùùùùùùùùùùùùùùùùùùñ α1 KK τ _ β _ β 1 | γ

Right Decomposition 5
ùùùùùùùùùùùùùñ α1 KKβ 1 | γ,

pγ ! κ _ γ1q ^ pγ1 ! κ_ γq
κ-Equivalent Exchange A.7
ùùùùùùùùùùùùùùùùñ α1 KKβ 1 | γ1.
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Lemma A.10 (Symmetry). Let Ω be a τ -κ-separoid then we have the implication:

1. Restricted Symmetry:

pαKKβ | γq ^ pβ KK� | γq ùñ β KKα | γ.

2. τ -Restricted Symmetry:

αKKβ | γ _ τ ùñ β KKα | γ _ τ .

3. Symmetry: If τ – � then:

αKKβ | γ ùñ β KKα | γ.

Proof. Restricted Symmetry 1 follows from Flipped Left Cross Contraction 11 with
λ “ �. τ -Restricted Symmetry 2 follows by replacing γ with γ _ τ and using τ -
Restricted Right Redundancy 2. Symmetry follows from τ -Restricted Symmetry 2 with
τ – �.

The following will be the first main theorem of this section.

Theorem A.11. Let pΩ,–,!,_,KK,�q be a τ1-κ1-separoid and τ2, κ2 P Ω further ele-
ments such that τ2 ! τ2. For α, β, γ, λ P Ω we define the ternary relation:

α KK
pτ2|κ2q

β | γ : ðñ αKK τ2 _ β |κ2 _ γ.

Then pΩ,–,!,_, KK
pτ2|κ2q

,�q is a pτ1 _ τ2q-pκ1 _ κ2q-separoid.

Proof. We put τ :“ τ1 _ τ2 and κ :“ κ1 _ κ2.

1. κ-Extended Left Redundancy:

α ! κ_ γ ùñ α KK
pτ2|κ2q

β | γ.

Proof :

α ! κ _ γ ùñ α ! κ1 _ pκ2 _ γq,
κ1-Extended Left Redundancy 1
ùùùùùùùùùùùùùùùùùùùñ αKK τ2 _ β |κ2 _ γ,

ùñ α KK
pτ2|κ2q

β | γ.

2. τ -Restricted Right Redundancy:

α KK
pτ2|κ2q

� | γ _ τ .
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Proof :

τ1-Restricted Right Redundancy 2
ùùùùùùùùùùùùùùùùùùùùñ αKK� |κ2 _ γ _ τ2 _ τ1,

τ2 ! τ2 ùñ τ2 ! κ1 _ κ2 _ γ _ τ2 _ τ1,

both
τ1-κ1-Ext. Inv. Right Decomposition A.6
ùùùùùùùùùùùùùùùùùùùùùùùùñ αKK τ2 _ � |κ2 _ γ _ τ2 _ τ1

ùñ α KK
pτ2|κ2q

� | γ _ τ.

3. τ -Inverted Right Decomposition:

α KK
pτ2|κ2q

β | γ ùñ α KK
pτ2|κ2q

τ _ β | γ.

Proof:

α KK
pτ2|κ2q

β | γ ùñ αKK τ2 _ β | κ2 _ γ

τ1-Inverted Right Decomposition 3
ùùùùùùùùùùùùùùùùùùùùñ αKK τ2 _ τ1 _ β | κ2 _ γ,

τ2 ! τ2 ùñ τ2 ! τ2 _ τ2 _ τ1 _ β _ κ2 _ κ2 _ γ,

τ1-κ1-Ext. Inv. Right Decomposition A.6
ùùùùùùùùùùùùùùùùùùùùùùùùñ αKK τ2 _ τ1 _ τ2 _ β | κ2 _ γ

ùñ α KK
pτ2|κ2q

τ _ β | γ.

4. Left Decomposition:

α _ λ KK
pτ2|κ2q

β | γ ùñ λ KK
pτ2|κ2q

β | γ.

Proof:

α_ λ KK
pτ2|κ2q

β | γ ùñ α _ λKK τ2 _ β | κ2 _ γ,

Left Decomposition 4
ùùùùùùùùùùùùñ λKK τ2 _ β | κ2 _ γ

ùñ λ KK
pτ2|κ2q

β | γ.

5. Right Decomposition:

α KK
pτ2|κ2q

β _ λ | γ ùñ α KK
pτ2|κ2q

λ | γ.

Proof:

α KK
pτ2|κ2q

β _ λ | γ ùñ αKK τ2 _ β _ λ |κ2 _ γ

Right Decomposition 5
ùùùùùùùùùùùùùñ αKK τ2 _ λ |κ2 _ γ

ùñ α KK
pτ2|κ2q

λ | γ.
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6. Left Weak Union:

α _ λ KK
pτ2|κ2q

β | γ ùñ α KK
pτ2|κ2q

β |λ _ γ.

Proof:

α _ λ KK
pτ2|κ2q

β | γ ùñ α _ λKK τ2 _ β | κ2 _ γ

Left Weak Union 6
ùùùùùùùùùùùñ αKK τ2 _ β | κ2 _ λ _ γ

ùñ α KK
pτ2|κ2q

β |λ _ γ.

7. Right Weak Union:

α KK
pτ2|κ2q

β _ λ | γ ùñ α KK
pτ2|κ2q

β |λ _ γ.

Proof:

α KK
pτ2|κ2q

β _ λ | γ ùñ αKK τ2 _ β _ λ |κ2 _ γ

Right Weak Union 7
ùùùùùùùùùùùùñ αKK τ2 _ β |κ2 _ λ _ γ

ùñ α KK
pτ2|κ2q

β |λ _ γ.

8. Left Contraction:

pα KK
pτ2|κ2q

β |λ _ γq ^ pλ KK
pτ2|κ2q

β | γq ùñ α _ λ KK
pτ2|κ2q

β | γ.

Proof:

α KK
pτ2|κ2q

β |λ _ γ ùñ αKK τ2 _ β | κ2 _ λ _ γ,

λ KK
pτ2|κ2q

β | γ ùñ λKK τ2 _ β |κ2 _ γ,

both together
Left Contraction 8
ùùùùùùùùùùùñ α _ λKK τ2 _ β | κ2 _ γ

ùñ α _ λ KK
pτ2|κ2q

β | γ.

9. Right Contraction:

pα KK
pτ2|κ2q

β |λ _ γq ^ pα KK
pτ2|κ2q

λ | γq ùñ α KK
pτ2|κ2q

β _ λ | γ.
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Proof:

α KK
pτ2|κ2q

β |λ _ γ ùñ αKK τ2 _ β | κ2 _ λ _ γ,

α KK
pτ2|κ2q

λ | γ ùñ αKK τ2 _ λ |κ2 _ γ

Right Decomposition 5
ùùùùùùùùùùùùùñ αKKλ |κ2 _ γ,

both together
Right Contraction 9
ùùùùùùùùùùùùñ αKK τ2 _ β _ λ | κ2 _ γ

ùñ α KK
pτ2|κ2q

β _ λ | γ.

10. Right Cross Contraction:

pα KK
pτ2|κ2q

β |λ _ γq ^ pλ KK
pτ2|κ2q

α | γq ùñ α KK
pτ2|κ2q

β _ λ | γ.

Proof:

α KK
pτ2|κ2q

β |λ _ γ ùñ αKK τ2 _ β | κ2 _ λ _ γ,

λ KK
pτ2|κ2q

α | γ ùñ λKK τ2 _ α | κ2 _ γ

Right Decomposition 5
ùùùùùùùùùùùùùñ λKKα |κ2 _ γ,

both together
Right Cross Contraction 10
ùùùùùùùùùùùùùùùùñ αKK τ2 _ β _ λ |κ2 _ γ

ùñ α KK
pτ2|κ2q

β _ λ | γ.

11. Flipped Left Cross Contraction:

pα KK
pτ2|κ2q

β |λ _ γq ^ pβ KK
pτ2|κ2q

λ | γq ùñ β KK
pτ2|κ2q

α _ λ | γ.

Proof:

α KK
pτ2|κ2q

β |λ _ γ ùñ αKK τ2 _ β | κ2 _ λ _ γ

Right Weak Union 7
ùùùùùùùùùùùùñ αKKβ | κ2 _ τ2 _ λ _ γ,

β KK
pτ2|κ2q

λ | γ ùñ β KK τ2 _ λ |κ2 _ γ,

A
Flipped Left Cross Contraction 11
ùùùùùùùùùùùùùùùùùùùùñ β KK τ2 _ α _ λ |κ2 _ γ,

ùñ β KK
pτ2|κ2q

α _ λ | γ.
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We now directly present the second main theorem of this paper, showing the close
relation between symmetric and τ -κ-separoids.

Theorem A.12. Let pΩ,–,!,_,KK,�q be a τ -κ-separoid. We then define for α, β, γ P Ω

the symmetrized ternary relation:

α
_

KKβ | γ : ðñ pαKKβ | γq _ pβ KKα | γq ,

where with _ in the middle of the right we mean the logical OR. We further define:

α !κ β : ðñ α ! κ _ β.

Then pΩ,–,!κ,_,
_

KK,�q is a (symmetric) �-�-separoid.

Proof. 1. (Unrestricted) Symmetry:

α
_

KKβ | γ ùñ β
_

KKα | γ.

Proof. Clear by construction.

2. (Left) Redundancy:

α !κ γ ùñ α
_

KKβ | γ.

Proof.

α !κ γ ùñ α ! κ_ γ,

κ-Extended Left Redundancy 1
ùùùùùùùùùùùùùùùùùùñ αKKβ | γ,

ùñ pαKKβ | γq _ pβ KKα | γq

ùñ α
_

KKβ | γ.

3. (Left) Decomposition:

α _ λ
_

KKβ | γ ùñ λ
_

KKβ | γ

Proof.

α_ λ
_

KKβ | γ ùñ pα_ λKKβ | γq _ pβ KKα_ λ | γq ,

α_ λKKβ | γ
Left Decomposition 4
ùùùùùùùùùùùùñ λKKβ | γ,

β KKα_ λ | γ
Right Decomposition 5
ùùùùùùùùùùùùùñ β KKλ | γ,

both together ùñ pλKKβ | γq _ pβ KKλ | γq

ùñ λ
_

KKβ | γ.

54



B. Measure Theory

4. (Left) Weak Union:

α _ λ
_

KKβ | γ ùñ α
_

KKβ |λ _ γ.

Proof.

α _ λ
_

KKβ | γ ùñ pα _ λKKβ | γq _ pβ KKα _ λ | γq ,

α _ λKKβ | γ
Left Weak Union 6
ùùùùùùùùùùùñ αKKβ |λ _ γ,

β KKα _ λ | γ
Right Weak Union 7
ùùùùùùùùùùùùñ β KKα |λ _ γ,

both together ùñ pαKKβ |λ _ γq _ pβ KKα |λ _ γq

ùñ α
_

KKβ |λ _ γ.

5. (Left) Contraction:

pα
_

KKβ |λ _ γq ^ pλ
_

KKβ | γq ùñ α_ λ
_

KKβ | γ.

Proof.

pα
_

KKβ |λ _ γq ^ pλ
_

KKβ | γq ùñ ppαKKβ |λ _ γq _ pβ KKα |λ _ γqq

^ ppλKKβ | γq ^ pβ KKλ | γqq ,

pαKKβ |λ _ γq ^ pλKKβ | γq
Left Contr. 8
ùùùùùùùùñ α _ λKKβ | γ,

pαKKβ |λ _ γq ^ pβ KKλ | γq
FL Cr. Contr. 11
ùùùùùùùùùùñ β KKα_ λ | γ,

pβ KKα |λ _ γq ^ pλKKβ | γq
R. Cr. Contr. 10
ùùùùùùùùùùñ β KKα_ λ | γ,

pβ KKα |λ _ γq ^ pβ KKλ | γq
Right Contr. 9
ùùùùùùùùùñ β KKα_ λ | γ,

all together ùñ pα _ λKKβ | γq _ pβ KKα _ λ | γq ,

ùñ α _ λ
_

KKβ | γ.

B. Measure Theory

In this section we review the necessary measure theory that is needed to prove the
disintegration theorem for Markov kernels in more generality. Since already the ex-
istence of disintegrations or regular conditional probability distributions is in general
dependent on the existence of countably compact approximating classes (see Pachl’s
theorem in [Fre15] 452I and remarks 452J, 452K) we need to dive into topological mea-
sure theory and descriptive set theory. To short-cut this endeavor (i.e. to skip Souslin-F,
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K-analytic, analytic spaces, etc.) here we directly define Souslin’s S-operator on the
level of measurable spaces (without the need for complicated combinatorics and topo-
logical considerations in the statements) by only defining it on σ-algebras and cite or
rephrase the relevant results from [Kec95], [Bog07], [Fre15], etc. directly for measurable
spaces. We also introduce the notion of (or generalize from separable metric spaces to)
“universal measurable spaces”, a measure space analogon to Radon spaces (plus some
countability conditions). Universal measurable spaces will have the a property that al-
lows for general disintegrations. We can not expect to get a general existence result for
(regular) conditional Markov kernels in spaces far beyond these universal measurable
spaces, but we will get stronger versions for the more restrictive standard and analytic
measurable spaces.

B.1. Completion and Universal Completion of a Sigma-Algebra

Definition B.1 (Completion of a σ-algebra). Let X be a measurable space and PpX q
the space of probability measures on X or, more precisely, on its σ-algebra BX .

1. For µ P PpX q consider the set of µ-null sets of X :

Iµ :“ tM Ď X | DN P BX , M Ď N, µpNq “ 0u .

Iµ is a σ-ideal, i.e. it contains H and is closed under subsets and countable unions.

2. The µ-completion of BX is the following σ-algebra:

pBX qµ :“ tA△M |A P BX ,M P Iµu .

We use the notation: A△M :“ pAY MqzpA X Mq.

Note that µ can uniquely be extended to pBX qµ.

3. We will write Xµ to refer to X equipped with the σ-algebra pBX qµ.

Definition B.2 (Universal completion of a σ-algebra). Let X be a measurable space.

1. The universal completion of the σ-algebra BX is the following σ-algebra:

pBX q‚ :“
č

νPPpX q

pBX qν ,

i.e. the intersection of all ν-completions of BX .

2. The sets A P pBX q‚ will be called the universally measurable subsets of X .

3. We will write X‚ to refer to X equipped with the σ-algebra pBX q‚.

4. We call X , BX , resp., universally complete if BX “ pBX q‚.
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Remark B.3. For a measurable space X and µ P PpX q we clearly have the following
inclusions:

BX Ď pBX q‚ Ď pBX qµ.

Notation B.4. Let X be a set and E Ď 2X a non-empty set of subsets of X . We then
write:

pEq‚ :“ pσpEqq‚ :“
č

νPPpσpEqq

pσpEqqν,

for the smallest universally complete σ-algebra containing E .

Definition B.5. Let f : X Ñ Y be a (not necessarily measurable) map between mea-
surable spaces. f will be called universally measurable if it is pBX q‚-pBYq‚-measurable.

Lemma B.6. Let X and Y be measurable spaces and µ P PpX q. Let f : X Ñ Y be a
(not necessarily measurable) map. We then have:

1. If f is BX -BY-measurable then also pBX qµ-pBYqf˚µ-measurable, where f˚µ is the
push-forward measure of µ.

2. If f is BX -BY-measurable then also pBX q‚-pBYq‚-measurable.

3. f is pBX q‚-BY-measurable if and only if it is pBX q‚-pBYq‚-measurable.

4. If f is pBX q‚-pBYq‚-measurable then also pBX qµ-pBYqf˚µ-measurable.

Proof. 1.) If B P pBYqf˚µ thenB “ C△M with C P BY andM Ď N with µpf´1pNqq “ 0

for some N P BY . Then f´1pBq “ f´1pCq△f´1pMq with f´1pBq P BX , f´1pMq Ď
f´1pNq P BX and µpf´1pNqq “ 0. So f´1pBq P pBX qµ.
2.) This follows from the previous point by noting that:

pBYq‚ “
č

νPPpYq

pBYqν Ď
č

µPPpX q

pBYqf˚µ.

3.) Clear from point 2.
4.) Same as point 1. with pBX q‚ Ď pBX qµ.

B.2. Analytic Subsets of a Measurable Space

Definition B.7 (Analytic subsets, see [Fre15] 421H, 423E). Let X be a measurable space
and R be equipped with its Borel σ-algebra.

1. A subset A Ď X will be called BX -analytic, Souslin-BX or just analytic (if the
context is clear) if A is the projection of a measurable set C P BR b BX of the
product space R ˆ X :

A “ prX pCq :“ tx P X | Du P R : pu, xq P Cu.
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2. The set of analytic subsets of X is then abbreviated by:

SpBX q :“ tprX pCq |C P BR b BX u.

Note that BX Ď SpBX q and that SpBX q is closed under countable unions and
countable intersections, but in general NOT w.r.t. complements (see [Fre15] 421E).

3. We denote the σ-algebra generated by the analytic subsets by: σSpBX q.

4. We will write XS to refer to X equipped with the σ-algebra σSpBX q.

Lemma B.8 (See [Fre15] 421C (c)+(d)). Let f : pX ,BX q Ñ pY ,BYq be a measurable
map between any measurable spaces.

1. If B P SpBYq then f´1pBq P SpBX q.

2. If f is surjective, A P Spf˚BYq then fpAq P SpBYq.

Note that we use: f˚BY :“ tf´1pBq Ď X |B P BYu.

Lemma B.9 (See [Fre15] 431A, 421D). For any measurable space pX ,BX q and proba-
bility measure µ P PpX q we have the inclusion of σ-algebras:

BX Ď σSpBX q Ď pBX q‚ Ď pBX qµ.

Furthermore, we have the equalities:

SppBX q‚q “ pBX q‚, and SppBX qµq “ pBX qµ.

Lemma B.10. Let pX ,BX q be a a measurable space. Then the identity maps:

id : pX , pBX q‚q Ñ pX , σSpBX qq Ñ pX ,BX q,

are measurable. They induce measurable bijective restriction maps:

res : PpX‚q Ñ PpXSq Ñ PpX q, µ ÞÑ µ|,

where we endow the spaces of probability measures each with the smallest σ-algebra such
that the evaluation maps:

jA : PpX ,Bq Ñ r0, 1s, jApνq :“ νpAq,

are measurable for all A P B, where we use B “ pBX q‚, B “ σSpBX q, B “ BX , resp.
Note that the inverses of the bijective maps might not be measurable in general.

Lemma B.11. Let X and Y be measurable spaces, µ P PpX q and f : X Ñ Y be a map.

1. If f is BX -BY-measurable then also σSpBX q-σSpBYq-measurable.

2. If f is σSpBX q-σSpBYq-measurable then also pBX q‚-pBYq‚-measurable.

3. If f is pBX q‚-pBYq‚-measurable then also pBX qµ-pBYqf˚µ-measurable.
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B.3. Countably Generated and Countably Separated
Sigma-Algebras

Definition B.12 ((Universally) countably generated σ-algebras). Let pX ,BX q be a mea-
surable space. Then X or BX are called:

1. countably generated if there exists a countable E Ď BX such that σpEq “ BX .

2. universally countably generated if there exists a countable E Ď pBX q‚ such that
pEq‚ “ pBX q‚.

Clearly, the first implies the second.

Theorem B.13 (See [Bog07] Thm. 6.5.5). Let X be a measurable space. The following
are equivalent:

1. X is countably generated.

2. There exists a measurable map f : X Ñ r0, 1s such that BX “ f˚Br0,1s.

Here Br0,1s is the Borel σ-algebra of r0, 1s. We denote f˚BY :“ tf´1pCq |C P BYu.

Proof. If BX “ σptAn |n P Nuq then:

f :“
ÿ

nPN

3´n ¨ 1An
: X Ñ r0, 1s

does the trick. The reverse is clear.

Corollary B.14. Let X be a measurable space. The following are equivalent:

1. X is universally countably generated.

2. There exists a universally measurable map f : X Ñ r0, 1s such that pBX q‚ “
pf˚Br0,1sq‚.

Proof. Assume that X is universally countably generated. Let pBX q‚ “ pEq‚ with count-
able E Ď pBX q‚. Then by Theorem B.13 there exists a measurable map:

f : pX , σpEqq Ñ pr0, 1s,Br0,1sq,

such that f˚Br0,1s “ σpEq Ď pBX q‚. It thus follows that: pBX q‚ “ pσpEqq‚ “ pf˚Br0,1sq‚.
This shows the claim.
For the reverse implication now assume that pBX q‚ “ pf˚Br0,1sq‚. Since Br0,1s is countably
generated so is f˚Br0,1s and we get the claim.

This result inspires another definition:

Definition B.15 (Universally generated σ-algebras). A measurable space X will be
called universally generated if there exists a universally measurable map f : X Ñ r0, 1s
such that pBX q‚ “

`

f˚pBr0,1sq‚

˘

‚
.
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Definition B.16 ((Universally) countably separated σ-algebras). Let pX ,BX q be a mea-
surable space. Then X or BX are called:

1. countably separated if there exists a countable E Ď BX that separates the points of
X , i.e. for all x1, x2 P X with x1 ‰ x2 there exists A P E such that #pAXtx1, x2uq “
1.

2. universally countably separated if there exists a countable E Ď pBX q‚ that separates
the points of X .

Clearly, the first implies the second.

Theorem B.17 (See [Bog07] Thm. 6.5.7). Let X be a measurable space and ∆X :“
tpx, xq P X ˆ X | x P X u Ď X ˆ X its diagonal. The following are equivalent:

1. X is countably separated.

2. There exists an injective measurable map f : X Ñ r0, 1s.

3. ∆X P BX b BX .

Proof. If E “ tAn |n P Nu Ď BX separates the points of X then:

f :“
ÿ

nPN

3´n ¨ 1An
: X Ñ r0, 1s

is injective and measurable. For the rest see [Bog07] Thm. 6.5.7.

Corollary B.18. Let X be a measurable space. The following are equivalent:

1. X is universally countably separated.

2. There exists an injective universally measurable map f : X Ñ r0, 1s.

3. ∆X P pBX q‚ b pBX q‚.

Proof. This follows directly from Theorem B.17 and Definition B.16. For this note that
we have the equivalence between pBX q‚-BY -measurability and pBX q‚-pBYq‚-measurability.

This result inspires another definition:

Definition B.19 (Universally separated σ-algebras). A measurable space X will be
called universally separated if ∆X P pBX b BX q‚.

Lemma B.20. Let X be a measurable space.

1. If X is countably separated then we have txu P BX for all x P X .

2. If X is universally (countably) separated then we have txu P pBX q‚ for all x P X .
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Proof. Let ∆X :“ tpx, xq P X ˆ X | x P X u Ď X ˆ X be the diagonal of X . Fix x0 P X .
For any σ-algebra B on X the identity map id : X Ñ X and the constant map cx0 :

X Ñ X with cx0pxq :“ x0 are B-B-measurable. This implies that the map:

ιx0 : X Ñ X ˆ X , x ÞÑ px, x0q,

is B-pB b Bq-measurable and thus pBq‚-pB b Bq‚-measurable. This implies that tx0u “
ι´1
x0

p∆X q P B if ∆X P B b B and tx0u “ ι´1
x0

p∆X q P pBq‚ if ∆X P pB b Bq‚.
Each of the cases is implied by the assumptions by Theorem B.17, Corollary B.18 and
Definition B.19.

Corollary B.21. Let X be a measurable space. The following are equivalent:

1. X is countably generated and countably separated.

2. There exists an injective measurable map f : X Ñ r0, 1s such that BX “ f˚Br0,1s.

Proof. If BX “ σpEq and F Ď BX separates the points of X with countable E , F then
with E Y F “ tAn |n P Nu Ď BX : and

f :“
ÿ

nPN

3´n ¨ 1An
: X Ñ r0, 1s

we get the claim. The reverse is clear.

Corollary B.22. Let X be a measurable space. The following are equivalent:

1. X is universally countably generated and universally countably separated.

2. There exists an injective universally measurable map f : X Ñ r0, 1s such that
pBX q‚ “ pf˚Br0,1sq‚.

Proof. Assume the first. If pBX q‚ “ pEq‚ and F separates the points of X with countable
E ,F Ď pBX q‚ then put G :“ E Y F “ tAn |n P Nu. Again using:

f :“
ÿ

nPN

3´n ¨ 1An
: X Ñ r0, 1s,

gives us an injective σpGq-Br0,1s-measurable map f with f˚Br0,1s “ σpGq Ď pBX q‚. From
this it follow that pBX q‚ “ pσpGqq‚ “ pf˚Br0,1sq‚. This shows the claim.
The reverse direction is clear from Corollaries B.18 and B.14.

B.4. Standard, Analytic and Universal Measurable Spaces

Definition B.23. Let pr0, 1s,Br0,1sq be the unit interval with its Borel σ-algebra. A
measurable space pX ,BX q will be called:

1. standard (Borel) if pX ,BX q – pY ,Br0,1s|Yq with a Y P Br0,1s,
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2. analytic if pX ,BX q – pY ,Br0,1s|Yq with a Y P SpBr0,1sq,

3. countably perfect if pX ,BX q – pY ,Br0,1s|Yq with a Y P pBr0,1sq‚.

4. universal if pX , pBX q‚q – pY , pBr0,1s|Yq‚q with a Y P pBr0,1sq‚.

Here “–” means “measurably isomorphic” (i.e. using a measurable map with a measurable
inverse) and we will in the following write B|X for the induced Borel (sub-)σ-algebra
Br0,1s|Y in pBX q‚ (for universal measurable spaces). In the first cases of course: BX “ B|X .

Remark B.24. 1. The inclusion Br0,1s Ď SpBr0,1sq Ď pBr0,1sq‚ shows that every stan-
dard measurable space is also an analytic measurable space and every analytic mea-
surable space is countably perfect and (the universal completion of) any countably
perfect measurable space is a universal measurable space.

2. Note that in the definition of universal measurable spaces we have pBX q‚ “ pB|X q‚,
but we don’t need to have BX “ B|X . Since the definition only depends on the uni-
versal completion we, nevertheless, can always replace BX with B|X , when needed
and which usually has the better properties.

Lemma B.25. 1. Any countable product of standard, analytic, countably perfect or
universal measurable spaces, resp., is of the same type.

2. If pX ,BX q is a standard, analytic, countably perfect or universal measurable space
then B|X is countably generated and countably separated (cp. [Bog07] 6.5.8).

Proof. This directly follows from the Borel isomorphism r0, 1sN – r0, 1s (see [Fre15]
424C).

Example B.26 (Standard measurable spaces, see [Bog07] 6.8.8, [Fre15] 424C). Any
Polish space X , i.e. a separable completely metrizable space (e.g. Rk, r0, 1s, NN, any
topological manifold, any countable simplicial complex, etc.), is a standard measurable
space with its Borel σ-algebra BX .

Example B.27 (Analytic measurable spaces, see [Bog07] 6.7.4). Any Souslin space X ,
i.e. a Hausdorff space that is the continuous image of a Polish space, is an analytic
measurable space with its Borel σ-algebra BX .

B.5. Perfect Measures and Perfect Measurable Spaces

Definition B.28 (Perfect measures and perfect measurable spaces). Let X be a mea-
surable space. Then we call:

1. µ P PpX q perfect if for all measurable maps:

f : X Ñ R,

we have that:
f˚ppBX qµq “ pBRqf˚µ.

In particular: fpX q P pBRqf˚µ.
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2. X perfect if every µ P PpX q is perfect.

Note that we define the push-forward σ-algebra of B along a map f : X Ñ Y as:

f˚B :“
 

C Ď Y | f´1pCq P B
(

.

Theorem B.29 (See [Bog07] 7.5.7 (i), 7.5.7 (iii), 6.5.8, 7.5.6 (iv))). Let X be a measur-
able space. Then the following statements are equivalent:

1. X is countably perfect.

2. X is countably generated, countably separated and perfect.

3. X is countably generated, countably separated and every probability measure µ P
PpX q has a countably compact approximating class (see [Fre15] 451A or [Bog07]
§1.12(ii) for precise definitions).

4. X is countably generated, countably separated and there exists a (countably) com-
pact class that approximates every probability measure µ P PpX q.

Corollary B.30. Let X be a measurable space. Then the following are equivalent:

1. X is a universal measurable space.

2. X is universally countably generated, univerally countably separated and perfect.

3. X is universally countably generated, universally countably separated and every
probability measure µ P PpBX q has a countably compact approximating class.

4. X is universally countably generated, universally countably separated and there
exists a (countably) compact class that approximates every probability measure µ P
PpX q.

Example B.31. 1. Every universally measurable subset X P pBYq‚ of an analytic or
standard measurable space Y is a countably perfect space when equipped with the
subspace σ-algebra of measurable sets: BY |X .

2. Every universally measurable subset X P pBYq‚ of an analytic or standard measur-
able space Y is a countably perfect space when equipped with the subspace σ-algebra
of universal measurable sets: ppBYq‚q|X .

Example B.32. Consider a Radon space X , i.e. a Hausdorff space where every Borel
probability measure is inner regular w.r.t. the (closed) compact subsets. Let BX be the
Borel σ-algebra. A countable network for the topology is a countable set E Ď 2X such
that every open set O can be written as:

O “
ď

APE
AĎO

A.

Then we have the following:
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1. If X has a countable network E Ď BX then X is a countably perfect measurable
space.

2. If X has a countable network E Ď pBX q‚ then X is a universal measurable space.

Proof. The first statement is similar to the second.
The second statement follows from B.30. For this let TX be the set of open sets. By
assumption every open set A P TX is the (countable) union of elements of E Ď pBX q‚.
So we have: TX Ď σpEq and thus:

BX “ σpTX q Ď σpEq Ď pBX q‚.

Since X is Hausdorff TX separates points, so E as well. Furthermore, on Radon spaces
every Borel measure is Radon. And in general every Radon measure is perfect (see
[Bog07] 7.5.10(i)). Or, alternatively, the compact sets build a compact approximating
class for every Borel measure. So pX ,BX q is a universal measurable space.
Also see [Fre15] 451M for a bit more general situation.

B.6. The Space of Probability Measures

Remark B.33 (The σ-algebra on the space of probability measures). Recall that for any
measurable space X we endow the space of probability measures PpX q with the smallest
σ-algebra BPpX q such that all the evaluation maps:

jA : PpX q Ñ r0, 1s, jApνq :“ νpAq,

are measurable for A P BX .

Lemma B.34. Let pX ,BX q be a measurable space and BX “ σpEq with a set E that is
closed under pairwise intersections. Then we have:

BPpX q “ σ
`

j´1
A ppα, 1sq |A P E , α P Q

˘

.

Note that:
j´1
A ppα, 1sq “ tµ P PpX q |µpAq ą αu.

Proof. Let BE :“ σ
` 

j˚
ABr0,1s |A P E

(˘

. The system:

D :“
 

A P BX | jA “ pµ ÞÑ µpAqq is BE -Br0,1s-measurable
(

is a Dynkin system that contains the π-system E . So BX “ σpEq Ď D by Dynkin’s
lemma (see [Kle14] Thm. 1.19). So all jA are BE -Br0,1s-measurable. So by definition of
BPpX q as the smallest σ-algebra for which all jA are measurable we get:

σ
` 

j˚
ABr0,1s |A P BX

(˘

“ BPpX q Ď BE “ σ
` 

j˚
ABr0,1s |A P E

(˘

.

Thus equality: BPpX q “ BE . Since Br0,1s “ σpFq with the countable π-system F :“
tpα, 1s |α P Qu we get:

BPpX q “ σ
`

j´1
A ppα, 1sq |A P E , α P Q

˘

.
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Lemma B.35. Let X ,Y ,Z be measurable spaces.

1. If f : X Ñ Y is measurable then the induced map:

f˚ : PpX q Ñ PpYq, µ ÞÑ f˚µ “ pB ÞÑ µpf´1pBqqq

is measurable as well.

2. The map:
δ : X Ñ PpX q, x ÞÑ δx,

is measurable and δ˚BPpBX q “ BX . δ is injective iff BX separates points.

3. The map:
PpX q ˆ PpYq Ñ PpX ˆ Yq

pµ,νq ÞÑ µ b ν

is measurable.

4. If g : X ˆ Y Ñ Z is measurable then the map:

PpX q ˆ Y Ñ PpZq,
pµ, yq ÞÑ g

y
˚µ :“ g˚pµ b δyq

“ pC ÞÑ µptx P X | gpx, yq P Cuqq

is measurable as well.

Proof. 1.) For every B P BY we have:

pjB ˝ f˚qpµq “ µpf´1pBqq “ jf´1pBqpµq.

Since the latter is measurable in µ by definition the former is as well. Since this holds
for all B P BY the measurability of f˚ is shown.
2.) Let A P BX then we have:

x ÞÑ jA ˝ δx “ 1Apxq

is measurable in x. So x ÞÑ δx is measurable.
3.) For A P BX and B P BY the composition of maps:

PpX q ˆ PpYq
jAˆjBÝÑ r0, 1s ˆ r0, 1s

¨
ÝÑ r0, 1s, pµ,νq ÞÑ µpAq ¨ νpBq,

is clearly measurable. Since this map agrees with the following map:

PpX q ˆ PpYq Ñ PpX ˆ Yq
jAˆB
ÝÑ r0, 1s, pµ,νq ÞÑ µpAq ¨ νpBq,

we have the measurability of the latter map as well. Now let:

D :“ tD P BX b BY | pµ,νq ÞÑ pµ b νqpDq is measurableu.
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By aboves arguments we see that D contains the system E :“ tAˆB |A P BX , B P BYu,
which is stable under finite intersections. Since µ b ν are probability measures it is
easily verified that with D P D also Dc P D and with Dn P D, n P N, pairwise disjoint
also

Ť

nPNDn P D. So D is a Dynkin system. By Dynkin’s lemma (see [Kle14] Thm.
1.19) we see that:

BX b BY “ σpEq Ď D.

This means that for every D P BX b BY the composition of maps:

PpX q ˆ PpYq Ñ PpX ˆ Yq
jDÝÑ r0, 1s, pµ,νq ÞÑ pµ b νqpDq,

is measurable. So the map

PpX q ˆ PpYq Ñ PpX ˆ Yq, pµ,νq ÞÑ µ b ν,

is measurable by definition of the induced σ-algebras.
4.) If g : X ˆ Y Ñ Z and C P BZ then by the previous points we get the measurability
of the maps:

PpX q ˆ Y
idˆδ
ÝÑ PpX q ˆ PpYq

b
ÝÑ PpX ˆ Yq

g˚ÝÑ PpZq
jCÝÑ r0, 1s.

It maps pµ, yq ÞÑ pg˚pµ b δyqqpCq. Furthermore, we have:

g´1pCqy “ tx P X | gpx, yq P Cu “ pgyq´1pCq.

Furthermore, for D P BX b BY we have:

pµ b δyqpDq “ µpDyq,

which again by Dynkin’s lemma is enough to test on sets D “ AˆB, where it is obvious:

pµ b δyqpAˆ Bq “ µpAq ¨ 1Bpyq “ µppAˆ Bqyq.

Together we get:

jCpgy˚µq “ pgy˚µqpCq “ µpg´1pCqyq “ pµ b δyqpg´1pCqq “ jCpg˚pµ b δyqq.

Since the latter is measurable in pµ, yq by aboves arguments also the former is. Since
this holds for all C P BZ we have shown the measurability of the claimed map: pµ, yq ÞÑ
g
y
˚µ.

Lemma B.36. If X is countably generated then PpX q is countably generated and count-
ably separated.

Proof. If BX “ σpEq with countable E , then the algebra generated by E is countable and
closed under finite intersections, so w.l.o.g. E an algebra. Then E ˆ Q is countable and
we have by Lemma B.34:

BPpX q “ σ
´!

j´1
A ppα, 1sq

ˇ

ˇ

ˇ
A P E , α P Q

)¯

.
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This shows that BPpX q is countably generated. Now consider µ, ν P PpX q with µ ‰ ν.
Assume that µpAq “ νpAq for all A P E . Then define:

D :“ tA P BX |µpAq “ νpAqu .

Then D is a Dynkin system that contains the π-system E . So BX “ σpEq Ď D by
Dynkin’s lemma (see [Kle14] Thm. 1.19). But this means µ and ν agree on all A P BX

and are thus equal, in contradiction to the assumption. So there must be an A P E

such that νpAq ‰ µpAq. So there exists an α P Q with either νpAq ą α ą µpAq or
νpAq ă α ă µpAq. In the first case ν P j´1

A ppα, 1sq and µ R j´1
A ppα, 1sq and in the second

case ν R j´1
A ppα, 1sq and µ P j´1

A ppα, 1sq. So the above system also separates points of
PpX q. This shows the claim.

Theorem B.37 (See [Res77] Thm. 3). Let X be an analytic measurable space.

1. If A P σSpBX q then jA is σSpBPpX qq-Br0,1s-measurable.

2. If A P SpBX q then j´1
A ppα, 1sq P SpBPpX qq for every α P R.

Theorem B.38 (See [Res77] Thm. 4). Let X be any measurable space.

1. If A P pBX q‚ then jA is pBPpX qq‚-Br0,1s-measurable.

2. We have the inclusions: BPpX q Ď BPpX‚q Ď pBPpX qq‚ “ pBPpX‚qq‚.

Proof. The first statement is due to [Res77] Thm. 4. We reproduce the proof here. Let
A P pBX q‚. For the claim we need to show that j´1

A ppα, 1sq P pBPpX qq‚ for all α P R. So
we fix α P R and ρ P PpPpX qq. It is thus enough to show that j´1

A ppα, 1sq P pBPpX qqρ.
Now define ν P PpX q for B P BX as follows:

νpBq :“

ż

PpX q

µpBq dρpµq “

ż

PpX q

jBpµq dρpµq.

Since A P pBX q‚ Ď pBX qν there exist: B1, B2 P BX such that:

B1 Ď A Ď B2, νpB2zB2q “ 0.

The last condition shows:

0 “ νpB2zB1q “

ż

jB2zB1
pµqρpµq.

Since jB2zB1
pµq ě 0 and jB2zB1

: PpX q Ñ R is measurable we get that:

C :“ j´1
B2zB1

pp0, 1sq “ tµ P PpX q | jB2zB1
pµq ą 0u P BPpX q and ρpCq “ 0.

We now have the inclusions:

j´1
B1

ppα, 1sq Ď j´1
A ppα, 1sq Ď j´1

B2
ppα, 1sq,
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with j´1
Bi

ppα, 1sq P BPpX q, i “ 1, 2, and:

j´1
B2

ppα, 1sqzj´1
B1

ppα, 1sq Ď j´1
B2zB1

pp0, 1sq “ C.

Indeed, if µpB2q ą α and µpB1q ď α, then:

µpB2zB1q “ µpB2q ´ µpB1q ą α ´ α “ 0.

Since we have ρpCq “ 0 we also have:

0 ď ρ
`

j´1
B2

ppα, 1sqzj´1
B1

ppα, 1sq
˘

ď ρpCq “ 0.

This shows that j´1
A ppα, 1sq P pBPpX qqρ, which shows the first claim as α and ρ were

arbitrary.
Now consider the second statement.
The inclusion BPpX q Ď BPpX‚q is clear since BX Ď pBX q‚.
The inclusion BPpX‚q Ď pBPpX qq‚ follows from the first point, since BPpX‚q is per definition
the smallest σ-algebra such that all jA for A P pBX q‚ are measurable.
The equality pBPpX qq‚ “ pBPpX‚qq‚ follows from the sandwich:

BPpX q Ď BPpX‚q Ď pBPpX qq‚.

Corollary B.39. Let X be universally countably generated then PpX q is universally
countably generated and universally countably separated.

Proof. By assumption we have a countably generated σ-algebra E Ď pBX q‚ such pEq‚ “
pBX q‚. By Lemma B.36 we have that PpX , Eq is countably generated and countably
separated. If we now apply Theorem B.38 twice, once to BX and once to E , we get the
equalities:

pBPpX ,Eqq‚ “ pBPpX ,pEq‚qq‚ “ pBPpX ,pBX q‚qq‚ “ pBPpX ,BX qq‚.

So BPpX ,Eq is a countably generated and countably separated σ-algebra that universally
generates pBPpX ,BX qq‚. This shows the claim.

Theorem B.40 (See [Sch74] Appendix §5 Thm. 7+8). Let X be a standard measurable
space, an analytic measurable space, resp., then the space of probability measures PpX q is
also a standard measurable space, an analytic measurable space, resp., (in the σ-algebra
from this section).

Lemma B.41. Let f : X Ñ Y be a measurable map between measurable spaces with
BX “ f˚BY . Then the map:

f˚ : PpX q Ñ PpYq, µ ÞÑ f˚µ,

is injective, measurable and satisfies: BPpX q “ pf˚q˚BPpYq.

68



B. Measure Theory

Proof. f˚ is measurable since for any B P BY we have:

jBpf˚µq “ jf´1pBqpµq,

and jf´1pBq is measurable since f´1pBq P BX .
f˚ is injective. Indeed, if f˚µ “ f˚ν and A P BX “ f˚BY is of the form A “ f´1pBq
with B P BY then:

µpAq “ µpf´1pBqq “ pf˚µqpBq “ pf˚νqpBq “ νpf´1pBqq “ νpAq,

which implies µ “ ν.
The measurability of f˚ shows: BPpX q Ě pf˚q˚BPpYq.
For the reverse, consider generators: j´1

A ppα, 1sq P BPpX q for α P R and A “ f´1pBq P
BX “ f˚BY . We then get:

j´1
A ppα, 1sq “ tµ P PpX q |µpAq ą αu

“
 

µ P PpX q |µpf´1pBqq ą α
(

“ tµ P PpX q | pf˚µqpBq ą αu

“ tµ P PpX q | jBppf˚µqq P pα, 1su

“
 

µ P PpX q | pf˚µq P j´1
B ppα, 1sq

(

“
 

µ P PpX q |µ P pf˚q´1pj´1
B ppα, 1sqq

(

“ pf˚q´1pj´1
B ppα, 1sqq

P pf˚q˚BPpYq.

This implies:

BPpX q “ σ
` 

j´1
A ppα, 1sq |α P R, A P BPpX q

(˘

Ď pf˚q˚BPpYq.

Theorem B.42. Let Y be an analytic measurable space and X P BY , X P SpBYq,
resp. Then the inclusion map ι : pX ,BY |X q ãÑ pY ,BYq induces a canonical measurable
isomorphism:

ι˚ : PpBY |X q – tν P PpBYq | νpX q “ 1u Ď PpBYq.

Furthermore, PpBY |X q P BPpBY q, PpBY |X q P SpBPpBY qq, resp.

Proof. W.l.o.g. assume B|Y “ BY . The bijection can be found in [Fre15] 437Q, 434F(c).
The additional claims follow from [HK99], [Bog07] 8.10.28.

Lemma B.43. Let f : X Ñ Y be a measurable injective map between countably perfect
measurable spaces with BX “ f˚BY . Then fpX q P pBYq‚ and f˚ induces an identification:

f˚ : PpX q – tν P PpYq |νpfpX qq “ 1u ,

where the latter lies in pBPpYqq‚.
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Proof. Since by definition we can embed Y into r0, 1s we can for the first statement
w.l.o.g. assume Y “ r0, 1s. Since X is perfect by [Bog07] Thm. 7.5.7 (i) we get the
claim: fpX q P pBYq‚.
Since fpX q P pBYq‚ we can evaluate at fpX q. By Theorem B.38 the evaluation map
jfpX q is pBPpYqq‚-Br0,1s-measurable. So we get that:

P1 :“ tν P PpYq |νpfpX qq “ 1u “ j´1
fpX qp1q P pBPpYqq‚.

By Lemma B.41 we know that f˚ is injective, measurable and satisfies: BPpX q “
pf˚q˚BPpYq. It is clear that f˚PpX q Ď P1.
If now ν P P1 then we define for A P BX “ f˚BY :

µpAq :“ νpB X fpX qq

for A “ f´1pBq, B P BY .
µ is well-defined. If B1, B2 P BY with f´1pB1q “ A “ f´1pB2q then, because of the
injectivity of f , we get: B1 X fpX q “ B2 X fpX q. Also note that B X fpX q P pBYq‚ can
be measured by ν.
It is clear that µ is a probability measure and satisfies f˚µ “ ν.

pf˚µqpBq “ µpf´1pBqq “ νpB X fpX qq “ νpB X fpX qq ` νpB X fpX qcq
l jh n

“0

“ νpBq.

Corollary B.44. Let X be a countably perfect measurable space then the space of prob-
ability measures PpX q is also a countably perfect measurable space.

Proof. X by definition can be embedded as a universally measurable set into Y “ r0, 1s.
By Lemma B.43 we get that PpX q is measurably isomorphic to a universally measurable
subset of PpYq. By Theorem B.40 PpYq is a standard measurable space. A universally
measurable subset of standard measurable space with the induced σ-algebra is countably
perfect (see [Bog07] Thm. 7.5.7 (i)).

Corollary B.45. Let X be a universal measurable space then the space of probability
measures PpX q is a universal measurable space.

Proof. By definition there is a countably generated and countably separated σ-algebra
B|X Ď pBX q‚ such that pX ,B|X q is countably perfect and pB|X q‚ “ pBX q‚. By Corollary
B.44 the space PpX ,B|X q is countably perfect. By Theorem B.38 we also have the
equalities:

pBPpX ,B|X qq‚ “ pBPpX ,pB|X q‚qq‚ “ pBPpX ,pBX q‚qq‚ “ pBPpX ,BX qq‚.

So pBPpX ,BX qq‚ is the universal completion of the σ-algebra of a countably perfect space.
This shows that PpX q is a universal measurable space.
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B.7. Measurable Selection Theorem

Lemma B.46 (See [Fre15] 423G). Let pX ,BX q be an analytic measurable space and
pY ,BYq a countably separated measurable space (e.g. another analytic measurable space)
and let f : pX ,BX q Ñ pY ,BYq be a measurable map. We then have:

A P SpBX q ùñ fpAq P SpBYq.

We also have that the graph Γf P SpBX b BYq.

Proof. See [Fre15] 423G for analytic measurable spaces. If pY ,BYq is countably separated
we find an injective measurable map ι : pY ,BYq ãÑ pr0, 1s,Br0,1sq by [Bog07] Thm.
6.5.7. Then by the previous argument ιpfpAqq P SpBr0,1sq and because of the injectivity
fpAq “ ι´1pιpfpAqqq P SpBYq.

Theorem B.47 (Measurable selection theorem, [Bog07] Thm. 6.9.12). Let pX ,BX q be
an analytic measurable space and pY ,BYq be any measurable space. Let D P SpBX bBYq.
Then prYpDq P SpBYq and there exists a σSpBY |prYpDqq-BX -measurable map:

g : prYpDq Ñ X ,

such that pgpyq, yq P D Ď X ˆ Y for every y P prYpDq.

Corollary B.48 (σSpBq-measurable right inverse). Let pX ,BX q be an analytic mea-
surable space and pY ,BYq a countably separated measurable space (e.g. another analytic
measurable space) and let f : pX ,BX q Ñ pY ,BYq be a measurable map. Then there
exists a σSpBY |fpX qq-BX -measurable map: g : fpX q Ñ X such that fpgpyqq “ y for all
y P fpX q.

Proof. This follows directly from the measurable selection theorem B.47 with D “ Γf P
SpBX b BYq (and lemma B.46).

The following corollary highlights the power of working in the category of analytic
measurable spaces.

Corollary B.49 (Maps between analytic measurable spaces). Let f : pX ,BX q Ñ
pY ,BYq be a measurable map between analytic measurable spaces. Then fpX q P SpBYq,
pfpX q,BY |fpX qq is an analytic measurable space and f factors into a surjective and an
injective measurable map:

f : pX ,BX q ։ pfpX q,BY |fpX qq ãÑ pY ,BYq.

Furthermore, the induced maps also give a factorization into a surjective and an injective
measurable map of analytic measurable spaces (w.r.t. induced σ-algebras):

f˚ : pPpBX q,BPpBX qq ։ pPpBY |fpX qq,BPpBY|fpXqqq ãÑ pPpBYq,BPpBYqq

with PpBY |fpX qq P S
`

BPpBY q

˘

. We get the identification of analytic measurable spaces:

PpBY |fpX qq “ tν P PpBYq |νpYzfpX qq “ 0u.

This shows the equality of sets:

tf˚µ |µ P PpBX qu “ tν P PpBYq |νpYzfpX qq “ 0u.
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B.8. Measurable Extension Theorems

Theorem B.50 (Kuratowski extension theorem for standard measurable spaces, see
[Kec95] 12.2). Let pX ,BX q be any measurable space, W Ď X any subset endowed with
the subspace σ-algebra BX |W and pY ,BYq be a standard measurable space. Let f :

pW,BX |Wq Ñ pY ,BYq be a measurable map. Then there exists a measurable map:

F : pX ,BX q Ñ pY ,BYq

such that the restriction to W equals f , i.e. F|W “ f .
In short: There exists F such that the following diagram commutes:

pW,BX |Wq
� _

��

f
// pY ,BYq

pX ,BX q.

DF
88
q
q
q
q
q
q
q
q
q
q
q

Corollary B.51 (Extensions of Kuratowski’s extension theorem). Let pX ,BX q be any
measurable space, W Ď X any subset endowed with the subspace σ-algebra BX |W and
pY ,BYq be an analytic measurable space, a countably perfect measurable space, resp. Let
f : pW,BX |Wq Ñ pY ,BYq be a measurable map. Then there exists a measurable map:

F : pX , σSpBX qq Ñ pY , σSpBYqq,

a measurable map:
F : pX , pBX q‚q Ñ pY , pBYq‚q,

resp., such that the restriction to W equals f , i.e. F|W “ f .

Proof. Since pY ,BYq is analytic, countably perfect, resp., we have a a standard measur-
able space Z “ r0, 1s and a BY -BZ -measurable injective map j : Y ãÑ Z with BY “ j˚BZ

and jpYq P σSpBZq, jpYq P pBZq‚, resp.
By Kuratowski’s extension theorem B.50 we now have a measurable extension of j ˝ f :

G : pX ,BX q Ñ pZ,BZq.

So the following outer diagram commutes:

pW,BX |Wq
� _

ι

��

f
// pY ,BYq

� _

j

��
pX ,BX q DG //

D?F
88
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣

pZ,BZq.

Now let C :“ G´1 pjpYqq and y0 P Y be an arbitrary point. Then C P σSpBX q, C P pBX q‚,
resp., and we define:

F : X Ñ Y ,

F|C : C Ñ Y ,

x ÞÑ j´1pGpxqq,
F|Cc : Cc Ñ Y ,

x ÞÑ y0.
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For B Ď Y we have:

F´1pBq “
´

F´1
|C pBq X C

¯

Y
´

F´1
|Cc

pBq X Cc

¯

.

It is thus clear that F is σSpBX q-σSpBYq-measurable, F is pBX q‚-pBYq‚-measurable,
resp.
Since Gpwq “ jpfpwqq P jpYq we have that: w P C and F pwq “ j´1pGpwqq “ fpwq.

Corollary B.52 (Kuratowski’s extension theorem for universal measurable spaces).
Let pX ,BX q be any measurable space, W Ď X any subset and pY ,BYq be a universal
measurable space. Let

f : pW, pBX q‚,|Wq Ñ pY ,BYq

be a measurable map. Then there exists a universally measurable map:

F : pX , pBX q‚q Ñ pY , pBYq‚q

such that the restriction to W equals f , i.e. F|W “ f .

Proof. Since pY ,BYq is universal we have an universal embedding into a standard mea-
surable space pZ,BZq (in fact r0, 1s), i.e. an pBYq‚-pBZq‚-measurable injective map
j : Y ãÑ Z with pBYq‚ “ j˚pBZq‚ and jpYq P pBZq‚.
Let B|Y “ j˚BZ . We consider f˚B|Y Ď pBX q‚,|W . Then we can pick for every A P f˚B|Y

a Â P pBX q‚ such that:
A “ ÂX W.

We then consider the sub-σ-algebra:

B̂X “ σ
´!

Â |A P f˚B|Y

)¯

Ď pBX q‚.

It is clear that B̂X |W “ f˚B|Y and that j ˝ f is pf˚B|Yq-BZ-measurable.
By Kuratowski’s extension theorem B.50 we now have a measurable extension of j ˝ f :

pW, f˚B|Yq Ñ pZ,BZq to pBX , B̂X q:

G : pX , B̂X q Ñ pZ,BX q.

So the following diagram commutes:

pW, f˚B|Yq
� _

ι
��

f
// pY ,B|Yq

� _

j

��
pX , B̂X q DG // pZ,BZq.

Now let C :“ G´1 pjpYqq and y0 P Y be an arbitrary point. Then C P pB̂X q‚ Ď pBX q‚

and we define:
Ĝ : X Ñ Y ,

Ĝ|C “ G|C : C Ñ Z,

x ÞÑ Gpxq,

Ĝ|Cc : Cc Ñ Z,

x ÞÑ jpy0q.

73
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For C Ď Z we have:

Ĝ´1pCq “
´

G´1
|C pCq X C

¯

Y
´

Ĝ´1
|Cc

pCq X Cc

¯

l jh n

“H or Cc

.

It is thus clear that Ĝ is pBX q‚-pBZq‚-measurable. Furthermore, GpX q Ď jpYq, where j
is injective. So we can define F :“ j´1 ˝G. Then F is pBX q‚-pBYq‚-measurable because
j ˝ F “ Ĝ is pBX q‚-pBZq‚-measurable and: pBYq‚ “ j˚pBZq‚.
Finally, for w P W we have jpfpwqq P jpYq, so:

F pwq “ j´1 ˝ Gpwq “ j´1pjpfpwqqq “ fpwq.

C. Proofs - Disintegration of Transition Probabilities

C.1. Definition of Regular Conditional Markov Kernels

Definition C.1 (Regular conditional Markov kernel). Let pX ,BX q, pY ,BYq, pZ,BZq be
measurable spaces and:

KpX, Y |Zq : pZ,BZq 99K pX ˆ Y ,BX b BYq,

be a Markov kernel in two variables, and

KpY |Zq : pZ,BZq 99K pY ,BYq, pB, zq ÞÑ KpX P X , Y P B|Z “ zq,

the marginal Markov kernel. A regular (σS-regular, ‚-regular, resp.) conditional Markov
kernel of KpX, Y |Zq conditioned on Y given Z is a Markov kernel:

KpX|Y, Zq : pY ˆ Z, BY b BZq 99K pX ,BX q,
KpX|Y, Zq : pY ˆ Z, σSpBY b BZqq 99K pX ,BX q,
KpX|Y, Zq : pY ˆ Z, pBY b BZq‚q 99K pX ,BX q,

resp., such that:
KpX, Y |Zq “ KpX|Y, Zq b KpY |Zq.

C.2. Essential Uniqueness of Regular Conditional Markov
Kernels

Lemma C.2 (Essential uniqueness). Consider Markov kernels:

PpX|Y, Zq, QpX|Y, Zq : Y ˆ Z 99K X ,

and
KpY |Zq : Z 99K Y
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with any measurable spaces X , Y, Z such that:

PpX|Y, Zq b KpY |Zq “ QpX|Y, Zq b KpY |Zq.

We then have the following statements.

1. For every A P BX the set:

NA :“ tpy, zq P Y ˆ Z |PpX P A|Y “ y, Z “ zq ‰ QpX P A|Y “ y, Z “ zqu

is a KpY |Zq-null set with NA P BY b BZ .

2. If BX is countably generated then N :“
Ť

APBX
NA is a KpY |Zq-null set with

N P BY b BZ .

3. If pBX q‚ is universally countably generated then Ñ :“
Ť

APpBX q‚
NA is a KpY |Zq-

null set with Ñ P pBY b BZq‚.

Analogous results hold for σSpBY bBZq-measurable or pBY bBZq‚-measurable P and Q.

Proof. For A Ď pBX q‚ we put Ną
A :“ h´1pDąq, where Dą :“ tpx1, x2q | x1, x2 P R, x1 ą

x2u P BR2 and h is given as the following composition of maps:

h : Y ˆ Z
PˆQ

// PpX q ˆ PpX q
jAˆjA// R ˆ R.

We define Nă
A :“ h´1pDăq similarly. Then NA “ Ną

A Y Nă
A .

1.) If A P BX then the evaluation map jA is measurable by definition of the σ-algebra
on PpX q. So Ną

A , N
ă
A P BY b BZ . By assumption we have:

PpX|Y, Zq b KpY |Zq “ QpX|Y, Zq b KpY |Zq.

Evaluating boths sides on AˆNą
A gives thus the same value. So their difference equals

0:

0 “

ż

1Ną
A

py, zq ¨ pPpX P A|Y “ y, Z “ zq ´ QpX P A|Y “ y, Z “ zqq KpY P dy|Z “ zq,

where the integrand is:

1Ną
A

py, zq ¨ pPpX P A|Y “ y, Z “ zq ´ QpX P A|Y “ y, Z “ zqq ě 0.

This implies that: Ną
A must be a KpY |Zq-null set in BY bBZ . By symmetry we get that

also Nă
A is a KpY |Zq-null set in BY bBZ and thus NA “ Nă

A YNą
A is a KpY |Zq-null set

in BY b BZ as well.
2.) If now BX is countably generated then BX “ σ pAq with a countable set A that is
closed under finite intersections. One then puts M :“

Ť

APANA, which is, as countable
union of measurable KpY |Zq-null sets, a measurable KpY |Zq-null set. Then one can
define:

D :“ tA P pBX q‚ | @py, zq P M c : PpX P A|Y “ y, Z “ zq “ QpX P A|Y “ y, Z “ zqu.
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One easily sees that D is closed under complements, countable disjoint unions and
contains X P D. This shows that D is a Dynkin system (aka λ-system). Furthermore,
we have: A Ď D and that A is closed under finite intersections. By Dynkin’s lemma we
get that:

BX “ σpAq Ď D.

If now py, zq P N “
Ť

APBX
NA then there is an A P BX such that:

PpX P A|Y “ y, Z “ zq ‰ QpX P A|Y “ y, Z “ zq.

This implies py, zq P M since A P D (otherwise we had equality above). Since this holds
for all py, zq we get:

N “
ď

APBX

NA Ď M “
ď

APA

NA Ď N,

thus equality. This shows that N “ M is a measurable KpY |Zq-null set.
3.) If now pBX q‚ is universally countably generated then pBX q‚ “ pAq‚ with a countable
set A Ď pBX q‚ that is closed under finite intersections. For A P pBX q‚ the map jA
is universally measurable by Theorem B.38. This implies that NA P pBY b BZq‚ and
M :“

Ť

APANA P pBY b BZq‚ are KpY |Zq-null sets. By the same arguments as above
we get σpAq Ď D. This shows that for py, zq P M c we have that:

@A P σpAq : PpX P A|Y “ y, Z “ zq “ QpX P A|Y “ y, Z “ zq.

Since every probability measure extends uniquely to the universal completion we even
get for those points py, zq P M c:

@A P pAq‚ : PpX P A|Y “ y, Z “ zq “ QpX P A|Y “ y, Z “ zq.

This then shows that even: pBX q‚ “ pAq‚ Ď D. As before we get that:

Ñ “
ď

APpBX q‚

NA “ M P pBY b BZq‚,

and thus that Ñ a KpY |Zq-null set in pBY b BZq‚.

C.3. Existence of Regular Conditional Markov Kernels

Remark C.3 (Existence of conditional Markov kernels). If KpX, Y |Zq is a Markov
kernel then we want KpX|Y, Zq such that:

KpX, Y |Zq “ KpX|Y, Zq b KpY |Zq

holds. The heuristic here is to find something like a Radon-Nikodym derivative:

KpX P A|Y “ y, Z “ zq “
KpX P A, Y P dy|Z “ zq

KpY P dy|Z “ zq
pyq,
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in a way that it is still a probability measure in X and jointly measurable in py, zq.
To achieve measurability from the start we will make use of Besicovitch density theorem
C.4:

KpX P A, Y P dy|Z “ zq

KpY P dy|Z “ zq
pyq “ lim

εÑ0

KpX P A, Y P Bεpyq|Z “ zq

KpY P Bεpyq|Z “ zq
,

and the fact that limits of countably many measurable functions stay measurable. To
make sure we get a probability measure out we need to evaluate on sufficiently many sets
A, which we will restrict to sets of the form A “ r´8, xs. We will adjust the construction
above on null-sets to make sure it will be a probability measure everywhere.
We will show for X “ Y “ R (or R̄ or r0, 1s, etc.) and KpY |Zq-almost-all py, zq P YˆZ

and all x P X that we have that:

KpX ď x|Y “ y, Z “ zq “ inf
mPN

lim sup
nPN

KpX ď rxsm, Y P ry ´ 1
n
, y ` 1

n
s|Z “ zq

KpY P ry ´ 1
n
, y ` 1

n
s|Z “ zq

,

where x ă rxsm :“ tmx`1u
m

ď x` 1
m

for m P N. On the remaining points py, zq, which lie
inside the KpY |Zq-null set, we can take a somewhat arbitrary choice, e.g. we can put:

KpX ď x|Y “ y, Z “ zq :“ KpX ď x|Z “ zq.

Theorem C.4 (Besicovitch density theorem, [Fre15] 472D). Let µ be a Radon measure
on RD (e.g. any finite or probability measure) and f : RD Ñ R̄ “ r´8,`8s be any
(locally) µ-integrable function. Then we have for µ-almost-all x P RD:

1. lim
εÑ0

1

µpBεpxqq

ż

Bεpxq

fpzqµpdzq “ fpxq.

2. lim
εÑ0

1

µpBεpxqq

ż

Bεpxq

|fpzq ´ fpxq|µpdzq “ 0.

Here Bεpxq denote the closed balls of radius ε ą 0 centered at x (in Euclidean norm).
The above, in particular, holds for the density f “ dν

dµ
of another measure ν w.r.t. µ:

lim
εÑ0

νpBεpxqq

µpBεpxqq
“
dν

dµ
pxq,

for µ-almost-all x P RD.

Lemma C.5 (Also see [Mah75] §3.2). Let Y :“ RD endowed with its Borel σ-algebra
and Z be any measurable space. Let

F : Y ˆ Z Ñ r0, 1s, py, zq ÞÑ F py, zq

be a function such that:

1. For each fixed y P Y the function:

Z Ñ r0, 1s, z ÞÑ F py, zq

is measurable.
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2. For each fixed z P Z the function:

Y Ñ r0, 1s, y ÞÑ F py, zq

is:

a) monotone non-decreasing (i.e. F py, zq ď F py1, zq if yd ď y1
d for all d “

1, . . . , D), and:

b) continuous from above (i.e. F pypnq, zq Ñ F py, zq for any sequence ypnq Ñ y

of elements ypnq P Y with y
pnq
d ě y

pn`1q
d ě yd for all d “ 1, . . . , D.)

Then F is (jointly) pBY b BZq-Br0,1s-measurable.
The same conclusion holds if we replace “continuity from above” with “continuity from
below”.

Proof. Define for m P N and x P R: rxsm :“ tm¨x`1u
m

. Then rxsm P Q and:

rxsm ´
1

m
ď x ă rxsm ď x `

1

m
.

For y P Y we define component-wise:

rysm :“ pry1sm, . . . , ryDsmq .

Note that y ÞÑ rysm is measurable and rysm converges to y from above for m Ñ 8. Now
define:

Fmpy, zq :“ F prysm, zq

“
ÿ

kPZD

F

ˆ

k

m
, z

˙

¨
D
ź

d“1

1

”

kd´1

m

kd
m

¯pydq.

Since F is measurable in z for fixed y “ k
m

the functions Fm are jointly measurable for
every m P N. Since F is monotoneous non-decreasing and continuous from the above
we have for fixed py, zq:

Fmpy, zq “ F prysm, zq ÝÑ F py, zq,

for m Ñ 8. This means that F is the countable limit of (jointly) measurable functions
and thus (jointly) measurable itself.
The same construction can be used for the “continuous from below” case by replacing
right open intervals with left open intervals.

If we repeat the same inductively and also with continuity from below we get the
following result:
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Lemma C.6. Let Z be any measurable space and X “ Y “ R̄ :“ r´8,`8s (or R or
r0, 1s) and:

KpX, Y |Zq : Z 99K X ˆ Y

be a Markov kernel. Define for x P X , y P Y, z P Z:

F0px, y|zq :“ KpX ď x, Y ă y|Z “ zq,

F1px, y|zq :“ KpX ď x, Y ď y|Z “ zq.

Then the functions:
F0, F1 : X ˆ Y ˆ Z Ñ r0, 1s,

are both (jointly) measurable.

Proof. The measurability of F1 directly follows from Lemma C.5 with px, yq for the first
argument and z for the second argument.
The measurability of F0 follows inductively. For fixed x the map py, zq ÞÑ F0px, y|zq is
measurable in z for fixed y and monotone non-decreasing and continuous from below in
y for fixed z. Now Lemma C.5 implies that still for fixed x the map py, zq ÞÑ F0px, y|zq
is measurable. Since for fixed py, zq the map x ÞÑ F0px, y|zq is also monotone non-
decreasing and continuous from above another application of Lemma C.5 gives us the
joint measurability of px, y, zq ÞÑ F0px, y|zq.

Proposition C.7 (Existence of conditional Markov kernels for unit intervals). Let X

and Y be the unit interval r0, 1s endowed with its Borel σ-algebra and Z any measurable
space. Let

KpX, Y |Zq : Z 99K X ˆ Y ,

be a Markov kernel in two variables. Then a (regular) conditional Markov kernel condi-
tioned on Y given Z:

KpX|Y, Zq : Y ˆ Z 99K X ,

exists.

Proof. For x P X , y P Y and z P Z we put:

F0px, y|zq :“ KpX ď x, Y ă y|Z “ zq,

F1px, y|zq :“ KpX ď x, Y ď y|Z “ zq.

Then the functions:
F0, F1 : X ˆ Y ˆ Z Ñ r0, 1s,

are both (jointly) measurable by C.6.
For n P N we further want to define the following functions, anticipating the use of the
Besocovitch density theorem C.4 for the closed balls/intervals B1{npyq “ ry´ 1

n
, y` 1

n
s):

Fnpx|y, zq :“
KpX ď x, Y P ry ´ 1

n
, y ` 1

n
s|Z “ zq

KpY P ry ´ 1
n
, y ` 1

n
s|Z “ zq

,
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as long as we do not divide by 0. More formally, using the functions from above, we
then actually define:

Fnpx|y, zq :“
F1px,y` 1

n
|zq´F0px,y´ 1

n
|zq

F1p1,y` 1
n

|zq´F0p1,y´ 1
n

|zq
¨1F1p1,y` 1

n
|zqąF0p1,y´ 1

n
|zq

`F1px, 1|zq ¨1F1p1,y` 1
n

|zq“F0p1,y´ 1
n

|zq.

Since F0, F1 from above are measurable so are all the Fn, n P N. Since measurability is
preserved under infnPN and supnPN also the following maps are jointly measurable:

F px|y, zq :“ lim supnÑ8 Fnpx|y, zq,
F px|y, zq :“ lim infnÑ8 Fnpx|y, zq.

It follows that the set S Ď X ˆ Y ˆ Z of all points px, y, zq where either F px|y, zq ‰
F px|y, zq or F px|y, zq R Rě0 or F px|y, zq R Rě0 lies in BX bBY bBZ . Now the Besicovitch
density theorem C.4 shows that for fixed x P X and z P Z the limits from above agree
and are finite KpY |Z “ zq-almost everywhere. In other words:

KpY P Spx,zq|Z “ zq “ 0,

with Spx,zq :“ ty P Y | px, y, zq P Su. Furthermore, the Besicovitch density theorem C.4
says that for every y P Sc

px,zq we have:

F px|y, zq “ F px|y, zq “
KpX ď x, Y P dy|Z “ zq

KpY P dy|Z “ zq
pyq,

in other words that both left hand sides are versions of the Radon-Nikodym derivative
in y (for fixed x and z).
By the defining property of Radon-Nikodym derivative we get that for fixed x and z and
every B P BY we have the equation:

KpX ď x, Y P B|Z “ zq “

ż

1Bpyq ¨ F px|y, zqKpY P dy|Z “ zq.

As a next step we want to modify F px|y, zq such that it becomes a cumulative distribu-
tion function in x, i.e. it corresponds to a probability distribution on X . For this define
XQ :“ X X Q, which is countable and dense in X . First note that Fnp1|y, zq “ 1 for all
py, zq, which implies that:

F p1|y, zq “ F p1|y, zq “ 1

for all py, zq P Y ˆ Z.
Then define S 1 :“

Ť

xPXQ
Sx with Sx :“ tpy, zq | px, y, zq P Su.

KpY P S 1
z|Z “ zq “ KpY P

ď

xPXQ

Spx,zq|Z “ zq “ 0

then shows that S 1 is a KpY |Zq-zero set in BY b BZ .
For every pair x1 ă x2 in XQ consider:

Epx1,x2q :“ tpy, zq |F px1|y, zq ą F px2|y, zqu P BY b BZ .
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Since we have the equations:
ş

1Epx1,x2q,z
pyq ¨ F px1|y, zqKpY P dy|Z “ zq

“ KpX ď x1, Y P Epx1,x2q,z|Z “ zq
x1ăx2

ď KpX ď x2, Y P Epx1,x2q,z|Z “ zq
“

ş

1Epx1,x2q,z
pyq ¨ F px2|y, zqKpY P dy|Z “ zq

F px2|y,zqăF px1|y,zq
ď

ş

1Epx1,x2q,z
pyq ¨ F px1|y, zqKpY P dy|Z “ zq

we necessarily have KpY P Epx1,x2q,z|Z “ zq “ 0 for every z P Z. Then E :“
Ť

x1ăx2PXQ
Epx1,x2q Y S 1 is also a KpY |Zq-zero set in BY b BZ . So for every py, zq P Ec

and every x1, x2 P XQ, x1 ď x2, we get:

F px1|y, zq “ F px1|y, zq ď F px2|y, zq “ F px2|y, zq.

Now for x P XQ put:

Dx :“ tpy, zq |F px|y, zq ă inf
nPN

F px ` 1{n|y, zqu P BY b BZ .

By the dominated convergence theorem (see [Kle14] Cor. 6.26) we get:

ş

1Dx,z
pyq ¨ F px|y, zqKpY P dy|Z “ zq

Dx

ď
ş

1Dx,z
pyq ¨ infnPN F px ` 1

n
|y, zqKpY P dy|Z “ zq

“ infnPN

ş

1Dx,z
pyq ¨ F px ` 1

n
|y, zqKpY P dy|Z “ zq

“ infnPN KpX ď x` 1
n
, Y P Dx,z|Z “ zq

“ KpX ď x, Y P Dx,z|Z “ zq
“

ş

1Dx,z
pyq ¨ F px|y, zqKpY P dy|Z “ zq.

This shows that KpY P Dx,z|Z “ zq “ 0 for all z P Z. So D :“
Ť

xPXQ
Dx Y E is again

a KpY |Zq-zero set in BY b BZ .
So for all px, y, zq P XQ ˆ Dc the following is then well-defined:

F`px|y, zq :“ F px|y, zq “ F px|y, zq.

When restricted to XQ ˆDc the function F` is thus well-defined, jointly measurable and
monotone non-decreasing and continuous from above in x and with F`p1|x, zq “ 1. We
now aim to extend F` to X ˆ Y ˆ Z.
For x P X “ r0, 1s and n P N put rxsn :“ minp1, tnx`1u{nq. Then rxsn P r0, 1sXQ “ XQ.
The map x ÞÑ rxsn is measurable and for x P r0, 1q we have:

x ă rxsn ď x `
1

n
.

So r1sn “ 1 and rxsn P XQ converges to x P X , x ‰ 1, from above for n Ñ 8.
We then define for all px, y, zq P X ˆ Y ˆ Z:

F`px|y, zq :“ inf
nPN

 

F prxsn|y, zq
(

¨ 1Dcpy, zq ` F1px, 1|zq ¨ 1Dpy, zq.
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It is clear that F` is again jointly measurable and agrees with the F`, F and F from
before on XQ ˆ Dc by construction. As a monotone approximation from above it is
clearly continuous from above, montone non-decreasing and satifies F`p1|y, zq “ 1 for
all py, zq. So for fixed py, zq now F`p¨|y, zq corresponds to a probability distribution
KpX|Y “ y, Z “ zq on BX , uniquely given by the defining relations on sets r0, xs:

F`px|y, zq “: KpX ď x|Y “ y, Z “ zq

for all x P X . We now show that py, zq ÞÑ KpX P A|Y “ y, Z “ zq is measurable for all
A P BX . For this define:

D :“ tA P BX | py, zq ÞÑ KpX P A|Y “ y, Z “ zq is pBY b BZq-BR-measurableu.

Since KpX|Y “ y, Z “ zq is a probability measure in X the system D is closed under
countable disjoint unions and complements and contains X “ r0, 1s. So D is a Dynkin
system. Since the map py, zq ÞÑ KpX ď x|Y “ y, Z “ zq “ F`px|y, zq is measurable
in py, zq for all x P XQ we have E :“ tr0, xs | x P XQu Ď D. Since E is closed under
finite intersections Dynkin’s lemma (see [Kle14] Thm. 1.19) gives BX “ σpEq Ď D and
KpX|Y, Zq is shown to be measurable in py, zq for all A P BX . So KpX|Y, Zq is a Markov
kernel.
Finally, we need to show that for all A P BX , B P BY and z P Z:

KpX P A, Y P B|Z “ zq “

ż

1Bpyq ¨ KpX P A|Y “ y, Z “ zqKpY P dy|Z “ zq

holds. Since for any B P BY and A “ r0, xs for x P XQ we have:

1Bpyq ¨ KpX ď x|Y “ y, Z “ zq “ 1Bpyq ¨ F px|y, zq

up to the KpY |Z “ zq-zero set Dz we already have aboves equation on a generating set
that is stable under finite intersections. Again Dynkin’s lemma (see [Kle14] Thm. 1.19)
shows that the equality from above holds for all sets A P BX , B P BY and every z P Z.
This concludes the proof.

Proposition C.8. Let X “ r0, 1s and Y be countably generated and Z be any measurable
space. Let

KpX, Y |Zq : Z 99K X ˆ Y ,

be a Markov kernel in two variables. Then a regular conditional Markov kernel condi-
tioned on Y given Z:

KpX|Y, Zq : Y ˆ Z 99K X ,

exists.

Proof. Since BY is countably generated by Theorem B.13 (or see [Bog07] Thm. 6.5.5)
we can find a measurable map ψ : pY ,BYq Ñ pr0, 1s,Br0,1sq “: pY 1,BY 1q such that
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BY “ tψ´1pB1q |B1 P BY 1u.
Now consider the push-forward Markov kernel KpX, Y 1|Zq :“ KpX,ψpY q|Zq:

KpX, Y 1|Zq : Z
KpX,Y |Zq
99K X ˆ Y

idX ˆψ
ÝÑ X ˆ Y 1.

Since X and Y 1 are r0, 1s we can apply Thm. C.7. By Thm. C.7 we then get the regular
conditional Markov kernel KpX|Y 1, Zq:

KpX|Y 1, Zq : Y 1 ˆ Z 99K X .

Composing KpX|Y 1, Zq with Y ˆ Z
ψˆidZÝÑ Y 1 ˆ Z we get the Markov kernel:

KpX|Y, Zq : Y ˆ Z
ψˆidZÝÑ Y 1 ˆ Z

KpX|Y 1,Zq
99K X .

For any z P Z, A P BX , B P BY and any B1 P BY 1 with B “ ψ´1pB1q we then get the
equations:

KpX P A, Y P B|Z “ zq
“ KpX P A, Y P ψ´1pB1q|Z “ zq
“ KpX P A,ψpY q P B1|Z “ zq
“ KpX P A, Y 1 P B1|Z “ zq

def. KpX|Y 1,Zq
“

ş

1B1py1q ¨ KpX P A|Y 1 “ y1, Z “ zqKpY 1 P dy1|Z “ zq
y1“ψpyq

“
ş

1B1pψpyqq ¨ KpX P A|Y 1 “ ψpyq, Z “ zqKpψpY q P dy1|Z “ zq
def. KpX|Y,Zq

“
ş

1Bpyq ¨ KpX P A|Y “ y, Z “ zqKpY P dy|Z “ zq.

So KpX|Y, Zq is a regular conditional Markov kernel for KpX, Y |Zq.

Theorem C.9 (Existence of regular conditional Markov kernels). Let X be a standard
measurable space, an analytic measurable space, a countably perfect measurable space,
resp., and Y be a countably generated measurable space and Z be any measurable space.
Let

KpX, Y |Zq : Z 99K X ˆ Y ,

be a Markov kernel in two variables. Then there exists a regular, a σS-regular, ‚-regular,
resp., conditional Markov kernel KpX|Y, Zq conditioned on Y given Z.

Proof. Since X is standard, analytic, countably perfect, resp., we find an injective mea-
surable map:

ϕ : pX ,BX q ãÑ pr0, 1s,Br0,1sq “: pX 1,BX 1q

that induces a measurable isomorphism pX ,BX q – pϕpX q,BX 1|ϕpX qq with ϕpX q P BX 1

(ϕpX q P SpBX 1q, ϕpX q P pBX 1q‚, resp.). So we can consider the push-forward Markov
kernel KpX 1, Y |Zq :“ KpϕpXq, Y |Zq:

KpX 1, Y |Zq : pZ,BZq
KpX,Y |Zq
99K pX ˆ Y ,BX b BYq

ϕˆidYÝÑ pX 1 ˆ Y ,BX 1 b BYq.
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Since X 1 “ r0, 1s and BY is countably generated we can apply Prp. C.8 and we then get
the regular conditional Markov kernel KpX 1|Y, Zq:

KpX 1|Y, Zq : pY ˆ Z,BY b BZq 99K pX 1,BX 1q.

If we put A1 :“ X 1zϕpX q we have A1 P BX 1 (A1 P σSpBX 1q, A1 P pBX 1q‚, resp.). So
KpX 1 P A1|Y “ y, Z “ zq is well-defined for every py, zq P Y ˆ Z. Consider the set:

D :“ tpy, zq P Y ˆ Z |KpX 1 P A1|Y “ y, Z “ zq ą 0u.

We first show that D P BY b BZ (D P σSpBY b BZq, D P pBY b BZq‚, resp.). We now
consider the Markov kernel KpX 1|Y, Zq as the measurable map:

KpX 1|Y, Zq : pY ˆ Z,BY b BZq ÝÑ pPpBX 1q,BPpBX 1 qq.

Now consider the map:

jA1 : PpBX 1q Ñ r0, 1s, µ ÞÑ µpA1q.

By Theorems B.38 and B.37 the map jA1 is measurable w.r.t. BPpBX 1 q (w.r.t. σSpBPpBX 1 qq,
w.r.t. pBPpBX 1 qq‚, resp.). Then the composition:

H : pY ˆ Z,BY b BZq
KpX1|Y,Zq

ÝÑ pPpBX 1q,BPpBX 1 qq
jA1

ÝÑ pr0, 1s,Br0,1sq

is measurable w.r.t. BY b BZ (w.r.t. σSpBY b BZq, w.r.t. pBY b BZq‚, resp.). It follows
that D “ H´1pp0, 1sq P BY b BZ (D P σSpBY b BZq, D P pBY b BZq‚, resp.). Since
y ÞÑ py, zq is BY -pBY b BZq-measurable it follows that Dz P pBYq‚. So we can evaluate
KpY P Dz|Z “ zq “ KppY, Zq P D|Z “ zq for every z P Z and the map:

Z
KpY,Z|Zq

ÝÑ PpBY b BZq
jDÝÑ r0, 1s, z ÞÑ KpY P Dz|Z “ zq,

is measurable w.r.t. BZ (w.r.t. σSpBZq, w.r.t. pBZq‚, resp.) again by Theorems B.38 and
B.37. So we can integrate:

0 “ KpϕpXq P A1, Y P Dz|Z “ zq
“

ş

1Dz
pyq ¨ KpX 1 P A1|Y “ y, Z “ zqKpdy|Z “ zq.

It follows that for all z P Z we have: KpY P Dz|Z “ zq “ 0.
For A P BX let Ã P BX 1 such that A “ ϕ´1pÃq. Since ϕ is injective we have ϕpAq “
ÃX fpX q P BX 1 (in σSpBX 1 q, in pBX 1q‚, resp.). So we can define:

KpX P A|Y “ y, Z “ zq
:“ KpX 1 P ϕpAq|Y “ y, Z “ zq ¨ 1Dcpy, zq ` K0pX P Aq ¨ 1Dpy, zq,

with any probability distribution K0. So we get the Markov kernel:

KpX|Y, Zq : pY ˆ Z,BY b BZq 99K pX ,BX q,
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(with σSpBY b BZq-measurability, pBY b BZq‚-measurability, resp., again by Theorems
B.38 and B.37. Furthermore, we have that for all A P BX , B P BY and z P Z:

KpX P A|Y “ y, Z “ zq “

ż

1Bpyq ¨ KpX P A|Y “ y, Z “ zqKpdy|Z “ zq.

This shows the claim.

Theorem C.10 (Existence of ‚-regular conditional Markov kernels). Let X be a uni-
versal measurable space, Y be a universally (countably) generated measurable space and
Z be any measurable space. Let

KpX, Y |Zq : Z 99K X ˆ Y ,

be a Markov kernel in two variables. Then there exists a ‚-regular conditional Markov
kernel KpX|Y, Zq conditioned on Y given Z.

Proof. Since Y is universally (countably) generated by Corollary B.14, by Definition
B.15, resp., there exists a universally measurable map ψ : Y Ñ r0, 1s “: Y 1 such that
pBYq‚ “ pψ˚pBY 1q‚q‚.
Since X is a universal measurable space there exists a universally measurable injective
map: ϕ : X Ñ r0, 1s “: X 1 such that ϕpX q P pBX 1q‚ and pBX q‚ “ pϕ˚BX 1q‚. By
push-forward and Theorem B.38 we get a Markov kernel:

KpX 1, Y 1|Zq : Z‚ 99K X 1 ˆ Y 1.

By Proposition C.7 we get a regular conditional Markov kernel:

KpX 1|Y 1, Zq : Y 1 ˆ Z‚ 99K X 1,

which we can compose with universally measurable ψ ˆ id to get:

KpX 1|Y, Zq : Y‚ ˆ Z‚ Ñ Y 1
‚ ˆ Z‚ 99K X 1.

To check that this is a ‚-regular conditional Markov kernel, one needs to evaluate on the
product on z P Z, A P BX 1 and B P pBYq‚. Since pBYq‚ “ pψ˚pBY 1q‚q‚ we only need to
evaluate on B P ψ˚pBY 1q‚, i.e. B “ ψ´1pB1q with B1 P pBY 1q‚. The same computation as
in Proposition C.8 shows that this is the case.
Now one needs to check that KpX 1|Y, Zq restricts to X by intersection with ϕpX q P
pBX 1q‚. This then gives a Markov kernel by Theorem B.38:

KpX|Y, Zq : pY ˆ Zq‚ 99K X .

The same computations as in Theorem C.9 shows that this is a ‚-regular conditional
Markov kernel of KpX, Y |Zq.

The above results inspire for a new definition:
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Definition C.11 (Universal disintegration space). A measurable space X is called uni-
versal disintegration space if for every universally generated measurable space Y, every
measurable space Z and every Markov kernel

KpX, Y |Zq : Z 99K X ˆ Y ,

there exists a ‚-regular conditional Markov kernel conditioned on Y given Z:

KpX|Y, Zq : pY ˆ Zq‚ 99K X .

Remark C.12. All the results above show that every standard, analytic, countably per-
fect and every universal measurable space is a universal disintegration space.

Lemma C.13. Let X , Y, Z be measurable spaces and:

KpX, Y |Zq : Z 99K X ˆ Y ,

a Markov kernel in two variables. Assume one of the following:

1. X ÀK pY, Zq.

2. Y ÀK Z.

then there exists a regular conditional Markov kernel conditioned on Y given Z.

Proof. 1.) If X ÀK pY, Zq then there exists a measurable map ϕ : Y ˆ Z Ñ X such
that:

KpX, Y |Zq “ δϕpX|Y, Zq b KpY |Zq.

So KpX|Y, Zq :“ δϕpX|Y, Zq is a regular conditional Markov kernel.
2.) If Y ÀK Z then there exists a measurable map ϕ : Z Ñ Y such that:

KpX, Y |Zq “ δϕpY |Zq b KpX|Zq

“ KpX|Zq b δϕpY |Zq

“ KpX|Zq b KpY |Zq.

So KpX|Y, Zq :“ KpX|Zq is a regular conditional Markov kernel.

Remark C.14. To get further existence results for ‚-regular conditional Markov kernels
one could use the following slightly weaker conditions:

1. X ÀK,‚ pY, Zq, i.e. if there exists a universally measurable map ϕ : Y ˆ Z Ñ X

such that:
KpX, Y |Zq “ δϕpX|Y, Zq b KpY |Zq.

2. Y ÀK,‚ Z, i.e. if there exists a universally measurable map ϕ : Z Ñ Y such that:

KpX, Y |Zq “ δϕpY |Zq b KpX|Zq.

The proof would follow the same lines as in Lemma C.13.
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D. Proofs - Join-Semi-Lattice Rules for Transitional

Random Variables

In this section we will collect properties of the relation ÀK introduced in the main paper
in Notations 2.19. For this let pW ˆ T ,KpW |T qq be a transition probability space and
X : W ˆ T 99K X and Y : W ˆ T 99K Y and Z : W ˆ T 99K Z and U : W ˆ T 99K U

be transitional random variables, i.e. Markov kernels. We put:

KpX, Y, Z, U |T q :“ pXpX|W,T q b YpY |W,T q b ZpZ|W,T q b UpU |W,T qq ˝ KpW |T q.

The relation ÀK will be a main ingredient to show that transitional conditional in-
dependence, see Definition 3.1, forms a T -˚-separoid, see Definition A.3 and Appendix
E. According to Remark A.1 in Appendix A we also need to check the compatibility of
ÀK with the equivalence relation, –, of isomorphisms of measurable spaces. This will
be done in Appendix E in Lemma E.2.

Remark D.1. 1. In general we do not have: X ÀK X for arbitrary Markov kernels.

2. In general we do not have anti-symmetry, i.e. that:

X ÀK Y ÀK X ùñ X “ Y.

Notation D.2. Recall that we write:

1. X ÀK Y if there exists a measurable map ϕ : Y Ñ X such that:

KpX, Y |T q “ δϕpX|Y q b KpY |T q.

We further define:

2. X «K Y : ðñ X ÀK Y ÀK X.

The next Lemma D.3 is crucial for most of following results where ÀK is involved.
Note that a similar result for À˚

K would not hold, i.e. where δϕpY |Z, T q would be replaced
by an arbitrary Markov kernel YpY |Z, T q.

Lemma D.3. Consider a Markov kernel KpX, Y, Z|T q such that the marginal factorizes:

KpY, Z|T q “ δϕpY |Z, T q b KpZ|T q,

with a measurable map ϕ : Z ˆ T Ñ Y. Then the joint Markov kernel also factorizes:

KpX, Y, Z|T q “ δϕpY |Z, T q b KpX,Z|T q.

Proof. By assumption the set:

M :“ tpy, z, tq P Y ˆ Z ˆ T | y ‰ ϕpz, tqu
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is a KpY, Z|T q-null set. Indeed:

“ KppY, Zq P Mt|T “ tq

“ pδϕpY |Z, T “ tq b KpZ|T “ tqq pMtq

“

ż

δϕpY P Mz,t|Z “ z, T “ tqKpZ P dz|T “ tq

“

ż

1Mz,t
pϕpz, tqqKpZ P dz|T “ tq

“

ż

1ty|y‰ϕpz,tqupϕpz, tqqKpZ P dz|T “ tq

“

ż

1ϕpz,tq‰ϕpz,tq KpZ P dz|T “ tq

“ 0.

Then N :“ X ˆY ˆM is a KpX, Ỹ , Y, Z|T q-null set, where Ỹ “ ϕpZ, T q. This implies:

pδϕpY |Z, T q b KpX,Z|T qq pAˆ B ˆ C, tq

“ KpX P A,ϕpZ, T q P B,Z P C|T “ tq

“ KpX P A,ϕpZ, T q P B, Y P Y , Z P C|T “ tq
N
“ KpX P A,ϕpZ, T q P Y , Y P B,Z P C|T “ tq

“ KpX P A, Y P B,Z P C|T “ tq.

This shows the claim.

Lemma D.4 (Product extension). We have the implication:

X ÀK Y ùñ X ÀK Y b Z.

Proof. By assumption we have:

KpX, Y |T q “ δϕpX|Y q b KpY |T q

Lemma D.3
ùùùùùùùùñ KpX, Y, Z|T q “ δϕpX|Y q b KpY, Z|T q.

Lemma D.5 (Bottom element). We always have:

δ˚ ÀK X.

Proof. We have:

Kp˚, X|T q “ δ˚ b KpX|T q.
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Lemma D.6 (Transitivity). We have the implication:

X ÀK Y ÀK Z ùñ X ÀK Z.

Proof. We have:

KpY, Z|T q “ δψpY |Zq b KpZ|T q,

KpX, Y |T q “ δϕpX|Y q b KpY |T q

Lemma D.3
ùùùùùùùùñ KpX, Y, Z|T q “ δϕpX|Y q b KpY, Z|T q

“ δϕpX|Y q b δψpY |Zq b KpZ|T q

ùñ KpX,Z|T q “ pδϕpX|Y q ˝ δψpY |Zqq b KpZ|T q

“ δϕ˝ψpX|Zq b KpZ|T q

Lemma D.7 (Restricted reflexivity). If X : W ˆ T Ñ X is a measurable map and
X “ δpX|W,T q. Then we have:

X ÀK X.

Proof. Let X1, X2 be copies of X. Then using ϕ :“ id : X Ñ X gives:

δidpX1|X2q b KpX2|T q.

Lemma D.8 (Product stays bounded). We have the implication:

X ÀK Z ^ Y ÀK Z ùñ X b Y ÀK Z.

Proof. By the assumptions we have:

KpY, Z|T q “ δψpY |Zq b KpZ|T q,

KpX,Z|T q “ δϕpX|Zq b KpZ|T q

Lemma D.3
ùùùùùùùùñ KpX, Y, Z|T q “ δϕpX|Zq b KpY, Z|T q

“ δϕpX|Zq b δψpY |Zq b KpZ|T q

“ δϕˆψpX, Y |Zq b KpZ|T q.

Lemma D.9 (Product compatibility). We have the implication:

X ÀK Z ^ Y ÀK U ùñ X b Y ÀK Z b U.
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Proof. X ÀK Z implies X ÀK Z b U by Lemma D.4. Similarly, Y ÀK U implies
Y ÀK Z b U. By Lemma D.8 we then get the claim: X b Y ÀK Z b U.

Theorem D.10 (The join-semi-lattice of transitional random variables). Let pW ˆ T ,KpW |T qq
be a transition probability space and X : W ˆ T Ñ X and Y : W ˆ T Ñ Y and
Z : W ˆ T Ñ Z be transitional random variables. We put: X :“ δpX|W,T q and
Y :“ δpY |W,T q and Z :“ δpZ|W,T q and:

KpX, Y, Z|T q :“ pXpX|W,T q b YpY |W,T q b ZpZ|W,T qq ˝ KpW |T q.

We then have:

1. Reflexivity: X ÀK X.

2. Transitivity: X ÀK Y ÀK Z ùñ X ÀK Z.

3. Almost-sure anti-symmetry (per definition):

X ÀK Y ÀK X ùñ : X «K Y.

4. Join: X b Y “ δpX, Y |W,T q.

5. Join is upper bound: X ÀK X b Y and Y ÀK X b Y.

6. Join is smallest upper bound:

X ÀK Z ^ Y ÀK Z ùñ X b Y ÀK Z.

7. Bottom element: δ˚ ÀK X.

8. Bottom element is neutral: X «K δ˚ b X.

9. Idempotent: X «K X b X.

So the class of transitional random variables of the form X “ δpX|W,T q, Y “
δpY |W,T q, Z “ δpZ|W,T q, etc., for some measurable maps X, Y , Z, etc., on the
transition probability space pW ˆT ,KpW |T qq together with the relation ÀK, join b and
bottom element δ˚ forms a join-semi-lattice modulo almost-sure anti-symmetry (and up
to the fact that such a class might not be a set).

Proof. Reflexivity: See Lemma D.7.
Transitivity: See Lemma D.6.
Almost-sure anti-symmetry: This holds per definition. The next point is just a straight
forward reformulation.
Join is upper bound: This follows from reflexivity, Lemma D.7, and Lemma D.4.
Join is smallest upper bound: See Lemma D.8.
Bottom element: See Lemma D.5.
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Bottom element is neural: X ÀK δ˚ bX is clear. For the other direction, δ˚ bX ÀK X,
note:

Kp˚, X1, X2|T q “ δ˚ˆidp˚, X1|X2q b KpX2|T q.

Idempotent: X ÀK X b X is clear. For the other direction, X b X ÀK X, note:

KpX1, X2, X3|T q “ δidˆidpX1, X2|X3q b KpX3|T q.

E. Proofs - Separoid Rules for Transitional

Conditional Independence

In this section we want to prove that the class of transitional random variables together
with the equivalence relation, –, isomorphism of measurable spaces, the relation ÀK,
the product b and the ternary relation KKK of transitional conditional independence,
see Definition 3.1, forms an T-δ˚-separoid (or in different symbols: T -˚-separoid), see
Definition A.3 in Appendix A, at least when restricted to codomains that are standard
measurable spaces (or universal measurable spaces, when one replaces measurability
with universal measurability everywhere).

For this let pW ˆ T ,KpW |T qq be a transition probability space and X : WˆT 99K X

and Y : W ˆ T 99K Y and Z : W ˆ T 99K Z and U : W ˆ T 99K U be Markov
kernels. We denote by T : W ˆT Ñ T the canonical projection map and TpT |W,T q :“
δpT |W,T q. We also consider the constant map ˚ : WˆT Ñ ˚ :“ t˚u and δ˚ “ δp˚|W,T q
the corresponding Markov kernel. We put:

KpX, Y, Z, U |T q :“ pXpX|W,T q b YpY |W,T q b ZpZ|W,T q b UpU |W,T qq ˝ KpW |T q,

or similarly if more or other Markov kernels are involved.
Recall that we say that X is transitionally independent of Y conditioned on Z w.r.t.

K “ KpW |T q, in symbols:
XKK

K
Y |Z,

if there exists a Markov kernel QpX|Zq such that:

KpX, Y, Z|T q “ QpX|Zq b KpY, Z|T q,

where KpY, Z|T q is the marginal of KpX, Y, Z|T q.

Notation E.1. Recall that we write:

1. X ÀK Y if there exists a measurable map ϕ : Y Ñ X such that:

KpX, Y |T q “ δϕpX|Y q b KpY |T q.

2. X «K Y : ðñ X ÀK Y ÀK X.

91



E. Proofs - Separoid Rules for Transitional Conditional Independence

We further define:

3. X – Y if there exists a measurable isomorphism ϕ : Y Ñ X , i.e. a bijective
measurable map with a measurable inverse, such that: ϕ˚Y “ X.

According to Remark A.1 we first need to check that ÀK, b, –, δ˚, KKK are all
sufficiently compatible with each other. This will be done in the next Lemma.

Lemma E.2 (Compatibility of ÀK, b, –, δ˚, KKK, see A.1). We have the following:

1. pX – X1q ^ pY – Y1q ùñ pX b Yq – pX1 b Y1q.

Proof. With isomorphisms ϕ : X – X 1 and ψ : Y – Y 1 with ϕ˚X “ X1 and
ψ˚Y “ Y1 we get: pϕ ˆ ψq˚pX b Yq “ pϕ˚Xq b pψ˚Yq “ X1 b Y1.

2. pX b Yq – pY b Xq.

Proof. Use the isomorphism: X ˆ Y – Y ˆ X with px, yq ÞÑ py, xq.

3. pX b Yq b Z – X b pY b Zq.

Proof. Use the isomorphism: id : pX ˆ Yq ˆ Z – X ˆ pY ˆ Zq.

4. pX ÀK Yq ^ pX – X1q ^ pY – Y1q ùñ pX1 ÀK Y1q.

Proof. Consider X1 “ ξ˚X and Y1 “ ζ˚Y with isomorphisms ξ, ζ.

Let ϕ : Y Ñ X such that: KpX, Y |T q “ δϕpX|Y q b KpY |T q. Then:

KpX 1, Y 1|T q “ pδξpX
1|Xq b δζpY

1|Y qq ˝ KpX, Y |T q

“ pδξpX
1|Xq b δζpY

1|Y qq ˝ pδϕpX|Y q b KpY |T qq

“ pδξ˝ϕpX 1|Y q b δζpY
1|Y qq ˝ KpY |T q

“ δξ˝ϕ˝ζ´1pX 1|Y 1q b KpY 1|T q.

5. pX ÀK Yq ùñ pX ÀK pY b Zqq.

Proof. This is proven in Lemmata D.3 and D.4.

6. pXKKK Y |Zq ^ pX – X1q ^ pY – Y1q ^ pZ – Z1q ùñ pX1 KKKY1 |Z1q .

Proof. If X1 “ ϕ˚X and Y1 “ ψ˚Y and Z1 “ ξ˚Z and:

KpX, Y, Z|T q “ QpX|Zq b KpY, Z|T q.

Then we get:

KpX 1, Y 1, Z 1|T q “ QpϕpXq|Z “ ξ´1pZ 1qq b KpY 1, Z 1|T q.

7. δ˚ ÀK X.

Proof. Kp˚, X|T q “ δ˚ b KpX|T q.

8. δ˚ b X – X.

Proof. Use isomorphism: t˚u ˆ X – X .
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E.1. Core Separoid Rules for Transitional Conditional
Independence

Lemma E.3 (Left Redundancy). We have for any Y the implication:

U ÀK Z ùñ UKK
K
Y |Z.

Proof. The assumption implies the existence of a factorization:

KpU,Z|T q “ δϕpU |Zq b KpZ|T q.

Lemma D.3 then shows that this extends to:

KpU, Y, Z|T q “ δϕpU |Zq b KpY, Z|T q,

which shows the claim.

Lemma E.4 (T-Restricted Right Redundancy). Let X be standard and Z be countably
generated. Then:

XKK
K
δ˚ |Z b T.

Proof. Since X is standard and t˚u ˆ Z is countably generated by Theorem C.9 we get
the factorization:

KpX, ˚, Z|T q “ KpX|˚, Z, T q b Kp˚, Z|T q.

Multiplying both sides with T “ δpT |T q gives:

KpX, ˚, T, Z|T q “ KpX|˚, Z, T q b Kp˚, T, Z|T q.

This shows the claim.

Lemma E.5 (Left Decomposition).

X b UKK
K
Y |Z ùñ UKK

K
Y |Z.

Proof. By assumption we have the factorization:

KpX,U, Y, Z|T q “ QpX,U |Zq b KpY, Z|T q.

Marginalizing out X gives:

KpU, Y, Z|T q “ QpU |Zq b KpY, Z|T q.

This shows the claim.

Lemma E.6 (Right Decomposition).

XKK
K
Y b U |Z ùñ XKK

K
U |Z.
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Proof. By assumption we have the factorization:

KpX,U, Y, Z|T q “ QpX|Zq b KpY, U, Z|T q.

Marginalizing out Y gives:

KpX,U, Z|T q “ QpX|Zq b KpU,Z|T q.

This shows the claim.

Lemma E.7 (T-Inverted Right Decomposition).

XKK
K
Y |Z ùñ XKK

K
T b Y |Z.

Proof. By the assumption XKKKY |Z we have a factorization:

KpX, Y, Z|T q “ QpX|Zq b KpY, Z|T q.

Multiplying both sides with T “ δpT |T q gives:

KpX, T, Y, Z|T q “ QpX|Zq b KpT, Y, Z|T q.

This shows the claim.

Lemma E.8 (Left Weak Union). Let X be standard and U be countably generated.
Then:

X b UKK
K
Y |Z ùñ XKK

K
Y |U b Z.

Proof. By assumption we have:

KpX,U, Y, Z|T q “ QpX,U |Zq b KpY, Z|T q,

for some Markov kernel QpX,U |Zq. If we marginalize out X we get:

KpU, Y, Z|T q “ QpU |Zq b KpY, Z|T q.

Because X is standard and U countably generated we have a factorization:

QpX,U |Zq “ QpX|U,Zq b QpU |Zq,

with the conditional Markov kernel QpX|U,Zq (via Theorem C.9).
Putting these equations together we get:

KpX,U, Y, Z|T q “ QpX,U |Zq b KpY, Z|T q

“ QpX|U,Zq b QpU |Zq b KpY, Z|T q

“ QpX|U,Zq b KpU, Y, Z|T q.

This shows the claim.
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Remark E.9. Left Weak Union E.8 was formulated to rely on the assumption that X is
a standard and U a countably generated measurable space. The reason was that we relied
on the existence of a regular conditional Markov kernel, Theorem C.9. If we instead use
the Theorem C.10 with the weaker assumption of universal measurable X and universally
(countably) generated U we would get a (universally measurable) ‚-regular conditional
Markov kernel instead. So if we replaced measurability for all maps and Markov kernels
everywhere with the weaker notion of universal measurability we could conclude similarly,
but with weaker assumptions and for a bigger class of measurable spaces, so would be
much more general. The price one has to pay is rather small, besides dealing with slightly
more technical definitions, since measurablity always implies universal measurability, and
also because every probability measure can uniquely be extended to measure all universally
measurable subsets.

If one does not want to make any assumptions about the underlying measurable spaces
one could resort to the following:

Lemma E.10 (Restricted Left Weak Union).
´

X b UKK
K
Y |Z

¯

^
´

XKK
K
δ˚ |U b Z

¯

ùñ XKK
K
Y |U b Z.

Proof. By assumption we have:

KpX,U, Y, Z|T q “ QpX,U |Zq b KpY, Z|T q,

KpX,U, Z|T q “ PpX|U,Zq b KpU,Z|T q,

for some Markov kernels QpX,U |Zq, PpX|U,Zq. If we marginalize out Y and then X

in the first equation we get:

KpX,U, Z|T q “ QpX,U |Zq b KpZ|T q,

KpU,Z|T q “ QpU |Zq b KpZ|T q.

This together with the second equation gives:

KpX,U, Z|T q “ PpX|U,Zq b QpU |Zq b KpZ|T q.

Comparing this to the above equation we get:

QpX,U |Zq b KpZ|T q “ PpX|U,Zq b QpU |Zq b KpZ|T q.

By the essential uniqueness (see Lemma C.2) of such factorization we get that for every
A P BX and D P BU :

QpX P A,U P D|Zq “

ż

B

PpX P A|U “ u, ZqQpU P du|Zq KpZ|T q-a.s.

Then this holds also KpY, Z|T q-a.s. Plugging this back into the first equation we get:

KpX,U, Y, Z|T q “ PpX|U,Zq b QpU |Zq b KpY, Z|T q.
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Marginalizing X out gives:

KpU, Y, Z|T q “ QpU |Zq b KpY, Z|T q.

Plugging that back in finally gives:

KpX,U, Y, Z|T q “ PpX|U,Zq b QpU |Zq b KpY, Z|T q

“ PpX|U,Zq b KpU, Y, Z|T q.

This shows the claim.

Lemma E.11 (Right Weak Union).

XKK
K
Y b U |Z ùñ XKK

K
Y |U b Z.

Proof. We have the factorization:

KpX, Y, U, Z|T q “ QpX|Zq b KpY, U, Z|T q,

with some Markov kernel QpX|Zq. If we view QpX|Zq as a function in pu, zq via:

pu, zq ÞÑ QpX|Z “ zq,

by just ignoring the argument u then the claim follows from the same factorization
above.

Lemma E.12 (Left Contraction).

pXKK
K
Y |U b Zq ^ pUKK

K
Y |Zq ùñ X b UKK

K
Y |Z.

Proof. By assumption we have the two factorizations:

KpX, Y, U, Z|T q “ QpX|U,Zq b KpY, U, Z|T q,

KpY, U, Z|T q “ PpU |Zq b KpY, Z|T q,

with some Markov kernels QpX|U,Zq, PpU |Zq. Putting these equations together using
QpX|U,Zq b PpU |Zq we get:

KpX, Y, U, Z|T q “ pQpX|U,Zq b PpU |Zqq b KpY, Z|T q.

This shows the claim.

Lemma E.13 (Right Contraction).

pXKK
K
Y |U b Zq ^ pXKK

K
U |Zq ùñ XKK

K
Y b U |Z.
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Proof. By assumption we have the two factorizations:

KpX, Y, U, Z|T q “ QpX|U,Zq b KpY, U, Z|T q,

KpX,U, Z|T q “ PpX|Zq b KpU,Z|T q,

with some Markov kernels QpX|U,Zq, PpX|Zq.
Marginalizing out Y we get the equalities:

KpX,U, Z|T q “ QpX|U,Zq b KpU,Z|T q,

KpX,U, Z|T q “ PpX|Zq b KpU,Z|T q.

By the essential uniqueness (see Lemma C.2) of such factorization we get that for every
A P BX :

QpX P A|U,Zq “ PpX P A|Zq KpU,Z|T q-a.s.

The same equation then holds also KpY, U, Z|T q-a.s. (by ignoring argument y). Plugging
that back into the first equation gives:

KpX, Y, U, Z|T q “ PpX|Zq b KpY, U, Z|T q.

This shows the claim.

Lemma E.14 (Right Cross Contraction).

pXKK
K
Y |U b Zq ^ pUKK

K
X |Zq ùñ XKK

K
Y b U |Z.

Proof. By assumption we have the two factorizations:

KpX, Y, U, Z|T q “ QpX|U,Zq b KpY, U, Z|T q, (4)

KpX,U, Z|T q “ PpU |Zq b KpX,Z|T q, (5)

with some Markov kernels QpX|U,Zq, PpU |Zq.
We then define the Markov kernel:

RpX,U |Zq :“ QpX|U,Zq b PpU |Zq. (6)

We will now show that its marginal:

RpX|Zq “ QpX|U,Zq ˝ PpU |Zq. (7)

will satisfy the claim.
If we marginalize out Y from equation 4 we get:

KpX,U, Z|T q “ QpX|U,Zq b KpU,Z|T q. (8)

Equating equations 5 and 8 gives:

PpU |Zq b KpX,Z|T q “ KpX,U, Z|T q “ QpX|U,Zq b KpU,Z|T q. (9)
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Marginalizing out X in equation 9 on both sides gives:

KpU,Z|T q “ PpU |Zq b KpZ|T q. (10)

If we now plug equation 10 into 8 then we get:

KpX,U, Z|T q “ QpX|U,Zq b PpU |Zq b KpZ|T q (11)

6
“ RpX,U |Zq b KpZ|T q. (12)

If we marginalize out U in equation 12 and use definition 7 we arrive at:

KpX,Z|T q “ RpX|Zq b KpZ|T q. (13)

We now get:

QpX|U,Zq b KpU,Z|T q
8
“ KpX,U, Z|T q (14)

5
“ PpU |Zq b KpX,Z|T q (15)

13
“ PpU |Zq b RpX|Zq b KpZ|T q (16)

“ RpX|Zq b PpU |Zq b KpZ|T q (17)

10
“ RpX|Zq b KpU,Z|T q. (18)

By the essential uniqueness (see Lemma C.2) of such a factorization we get that for
every A P BX :

QpX P A|U,Zq “ RpX P A|Zq KpU,Z|T q-a.s. (19)

The same equation then holds also KpY, U, Z|T q-a.s. (by ignoring the non-occuring
argument y). Plugging 19 back into the equation 4 we get:

KpX, Y, U, Z|T q “ QpX|U,Zq b KpY, U, Z|T q, (20)

“ RpX|Zq b KpY, U, Z|T q. (21)

This shows the claim.

Lemma E.15 (Flipped Left Cross Contraction).

pXKK
K
Y |U b Zq ^ pY KK

K
U |Zq ùñ Y KK

K
X b U |Z.

Proof. By assumption we have the two factorizations:

KpX, Y, U, Z|T q “ QpX|U,Zq b KpY, U, Z|T q,

KpY, U, Z|T q “ PpY |Zq b KpU,Z|T q,
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with some Markov kernels QpX|U,Zq, PpY |Zq.
Marginalizing out Y in the first equation we get the equality:

KpX,U, Z|T q “ QpX|U,Zq b KpU,Z|T q.

Plugging all three equations into each other we get:

KpX, Y, U, Z|T q “ QpX|U,Zq b KpY, U, Z|T q

“ QpX|U,Zq b PpY |Zq b KpU,Z|T q

“ PpY |Zq b QpX|U,Zq b KpU,Z|T q

“ PpY |Zq b KpX,U, Z|T q.

This shows the claim.

Corollary E.16. The class of all transitional random variables with standard measur-
able spaces as codomain on transition probability space pW ˆ T ,KpW |T qq together with
the product of Markov kernels b, the equivalence of isomorphisms of measurable spaces
–, the relation ÀK, the one-point Markov kernel δ˚ and transitional conditional inde-
pendence KKK forms a T-δ˚-separoid (or in simpler symbols, a T -˚-separoid).
Furthermore, the class of transitional random variables of the form δpX|W,T q with
standard measurable spaces as codomains on pW ˆ T ,KpW |T qq form a join-semi-lattice
(with b and ÀK) up to almost-sure anti-symmetry and a T -˚-separoid.

Remark E.17. Similarly, if one replaces measurability with universal measurability ev-
erywhere and standard measurable spaces with universal measurable spaces, then also
the class of transitional random variables with universal measurable spaces as codomains
form a T-δ˚-separoid. Furthermore, the ones of the form δpX|W,T q with universal mea-
surable spaces as codomains form a join-semi-lattice (with b and ÀK,‚) up to almost-sure
anti-symmetry and a T -˚-separoid.

E.2. Derived Separoid Rules for Transitional Conditional
Independence

Most the following rules follow directly from the general T -˚-separoid rules proven in
the last subsection and the general theory developed in Appendix A. Nonetheless, since
we have to track which of the spaces are standard or countably generated we will go
through those proofs carefully again.

Lemma E.18 (Extended T-Restricted Right Redundancy). Let X be standard and Z

be countably generated. Then:

T ÀK Z ùñ XKK
K
δ˚ |Z.

Proof. Extended T-Restricted Right Redundancy E.18 can be proven using T-Restricted
Right Redundancy E.4 ( ùñ XKKK δ˚ |Z b T) together with Left Redundancy E.3
( ùñ TKKKX |Z) and Right Cross Contraction E.14 ( ùñ XKKKTb δ˚ |Z) and then
Right Decomposition E.6 ( ùñ XKKK δ˚ |Z).
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Lemma E.19 (Restricted Symmetry).

pXKK
K
Y |Zq ^ pY KK

K
δ˚ |Zq ùñ Y KK

K
X |Z.

Proof. This follows from Flipped Left Cross Contraction E.15 with U “ δ˚.

Lemma E.20 (T-Restricted Symmetry). Let Y be standard and Z be countably gener-
ated. Then:

XKK
K
Y |Z b T ùñ Y KK

K
X |Z b T.

Proof. Since Y is standard and Z countably generated we get by T-Restricted Right
Redundancy E.4:

Y KK
K
δ˚ |Z b T.

Together with XKKKY |Z b T and Restricted Symmetry E.19 we get:

Y KK
K
X |Z b T.

Lemma E.21 (Symmetry). Let Y be standard and Z be countably generated and T “
˚ “ t˚u the one-point space. Then:

XKK
K
Y |Z ùñ Y KK

K
X |Z.

Proof. This follows similarly to T-Restricted Symmetry E.20 with T “ ˚.

Lemma E.22 (Inverted Left Decomposition).

´

XKK
K
Y |Z

¯

^ pU ÀK X b Zq ùñ X b UKK
K
Y |Z.

Proof. Inverted Left Decomposition E.22 can be proven using Left Redundancy E.3
( ùñ UKKKY |XbZ) together with the assumption (XKKKY |Z) and Left Contraction
E.12 ( ùñ X b UKKKY |Z).

Lemma E.23 (T-Extended Inverted Right Decomposition).

´

XKK
K
Y |Z

¯

^ pU ÀK T b Y b Zq ùñ XKK
K
T b Y b U |Z.

Proof. T-Extended Inverted Right Decomposition E.23 can be proven using T-Inverted
Right Decomposition E.7 ( ùñ XKKKT b Y |Z) in combination with Left Redun-
dancy E.3 ( ùñ UKKKX |T b Y b Z) and Flipped Left Cross Contraction E.15
( ùñ XKKK T b Y b U |Z).

Lemma E.24 (Equivalent Exchange).

´

XKK
K
Y |Z

¯

^ pZ «K Z1q ùñ XKK
K
Y |Z1.
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Proof. We get:

Z1 ÀK Z
Lemma D.4
ùùùùùùùñ Z1 ÀK T b Y b Z,

XKK
K
Y |Z

T-Ext. Inv. Right Decomposition E.23
ùùùùùùùùùùùùùùùùùùùùùùùñ XKK

K
T b Y b Z1 |Z

Right Decomposition E.6
ùùùùùùùùùùùùùùùñ XKK

K
Y b Z1 |Z

Right Weak Union E.11
ùùùùùùùùùùùùùùñ XKK

K
Y |Z1 b Z, (a)

Z ÀK Z1 Left Redundancy E.3
ùùùùùùùùùùùùñ ZKK

K
Y |Z1, (b)

(a) ^ (b)
Left Contraction E.12
ùùùùùùùùùùùùùñ X b ZKK

K
Y |Z1

Left Decomposition E.5
ùùùùùùùùùùùùùùñ XKK

K
Y |Z1.

Lemma E.25 (Full Equivalent Exchange). If X1 «K X and Y1 «K Y and Z1 «K Z

then we have the equivalence:

XKK
K
Y |Z ðñ X1 KK

K
Y1 |Z1.

Proof.

X1 ÀK X
Lemma D.4
ùùùùùùùñ X1 ÀK X b Z

Inverted Left Decomposition E.22
ùùùùùùùùùùùùùùùùùùùñ X b X1 KK

K
Y |Z

Left Decomposition E.5
ùùùùùùùùùùùùùùñ X1 KK

K
Y |Z,

Y1 ÀK Y
Lemma D.4
ùùùùùùùñ Y1 ÀK T b Y b Z

T-Ext. Inv. Right Decomposition E.23
ùùùùùùùùùùùùùùùùùùùùùùùñ X1 KK

K
T b Y b Y1 |Z

Right Decomposition E.6
ùùùùùùùùùùùùùùùñ X1 KK

K
Y1 |Z,

Z1 «K Z
Equivalent Exchange E.24
ùùùùùùùùùùùùùùùñ X1 KK

K
Y1 |Z1.

The other direction works similarly.

F. Proofs - Applications to Statistical Theory

Next we will give a proof that the classical Fisher-Neyman factorization criterion (see
[Fis22,Ney36,HS49,Bur61]) implies sufficiency reformulated as transitional conditional
independence.
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Theorem F.1 (Fisher-Neyman). Consider a statistical model, witten as a Markov ker-
nel, PpX|Θq. Assume that we can write it in the following form:

PpX P A|Θ “ θq “

ż

A

hpxq ¨ gpSpxq; θq dµpxq,

where X takes values in a standard measurable space X , S : X Ñ S is measurable, S
countably generated, µ is a measure on X , g, h ě 0 are measurable and h is µ-integrable
(e.g. exponential families are of such form).
Then S is a sufficient statistic of X for PpX|Θq: X KK

PpX|Θq
Θ |S.

Proof. Consider the function: f :“
`ş

h dµ
˘

¨ g and the probability measure QpXq given
by:

QpX P Aq :“
1

ş

h dµ

ż

A

hpxqµpdxq, i.e.
dQ

dµ
pxq “

hpxq
ş

h dµ
.

Then we have the joint distribution QpX,Sq and a regular conditional probability dis-
tribution QpX|Sq, by Theorem C.9. With this we get:

PpS P B|Θ “ θq “ PpX P S´1pBq|Θ “ θq

“

ż

1BpSpxqq ¨ gpSpxq; θq ¨ hpxqµpdxq

“

ż

1BpSpxqq ¨ fpSpxq; θqQpX P dxq

“

ż

1Bpsq ¨ fps; θqQpS P dsq.

This means:
PpS P ds|Θ “ θq

QpS P dsq
psq “ fps; θq.

With this we get:

PpX P A, S P B|Θ “ θq “ PpX P AX S´1pBq|Θ “ θq

“

ż

1Apxq ¨ 1BpSpxqq ¨ gpSpxq; θq ¨ hpxqµpdxq

“

ż

1Apxq ¨ 1BpSpxqq ¨ fpSpxq; θqQpX P dxq

“

ż ż

1Apxq ¨ 1Bpsq ¨ fps; θqQpX P dx, S P dsq

“

ż ż

1Apxq ¨ 1Bpsq ¨ fps; θqQpX P dx|S “ sqQpS P dsq

“

ż

QpX P A|S “ sq ¨ 1Bpsq ¨ fps; θqQpS P dsq

“

ż

QpX P A|S “ sq ¨ 1BpsqPpS P ds|Θ “ θq

“ pQpX|Sq b PpS|Θqq pAˆ B, θq.
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This implies:
PpX,S|Θq “ QpX|Sq b PpS|Θq,

and thus:
X KK

PpX|Θq
Θ |S.

This is one direction of the Fisher-Neyman factorization theorem for sufficiency (see
[Fis22, Ney36, HS49]). Our definition of conditional independence generalizes the fac-
torization theorem to Markov kernels (per definition) without the necessity of densities
and/or reference measures.

The next theorem contains the proof for the propensity score of Section 4.4 and the
weak likelihood principle of Section 4.5.

Theorem F.2. Let PpY |Xq be a Markov kernel. For x P X we put:

Epxq :“ PpY |X “ xq P PpYq.

Then E : X Ñ PpYq is measurable, E À X and we have:

Y KK
PpY |Xq

X |E.

Furthermore, if S : X Ñ S is another measurable map (S À X) with:

Y KK
PpY |Xq

X |S,

then:
E À S À X.

Proof. For the first claim we define E :“ PpYq and the Markov kernel:

QpY |Eq : E 99K Y , QpY P B|E “ eq :“ epBq,

for e P E “ PpYq and B P BY . Evaluating this gives:

pQpY |Eq b PpE|Xqq pB ˆ C, xq

“

ż

C

QpY P B|E “ eq δpE P de|X “ xq

“ QpY P B|E “ Epxqq ¨ 1CpEpxqq

“ EpxqpBq ¨ δpE P C|X “ xq

“ PpY P B|X “ xq ¨ δpE P C|X “ xq

“ PpY P B,E P C|X “ xq

“ PpY,E|XqpB ˆ C, xq.
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Multiplying both sides with δpX|Xq implies:

QpY |Eq b PpX,E|Xq “ PpY,X,E|Xq,

and thus:
Y KK

PpY |Xq
X |E.

This shows the first claim.
For the second claim, the conditional independence:

Y KK
PpY |Xq

X |S.

implies that there exists a measurable function:

PpY |S,✚✚Xq : S Ñ PpYq,

such that:
PpY, S|Xq “ PpY |S,✚✚Xq b PpS|Xq.

Noting that PpS|Xq “ δpS|Xq and marginalizing S out we get:

Epxq “ PpY |X “ xq “ PpY |S “ Spxq,✚✚Xq,

for every x P X . This shows the second claim.

We now turn to Bayesian statistics.

Theorem F.3 (Bayesian statistics). Let PpX|Θq be a Markov kernel between standard
measurable spaces and PpΘ|Πq be another Markov kernel. Then put:

PpX,Θ|Πq :“ PpX|Θq b PpΘ|Πq.

Then by Theorem C.9 we have a (regular) conditional Markov kernel:

PpΘ|X,Πq,

which is unique up to PpX|Πq-null set. We now define the transitional random variable:

Zpx, πq :“ PpΘ|X “ x,Π “ πq,

which gives us a joint (transition) probability distribution: PpX,Θ, Z|Πq.
With the above notations we have the conditional independence:

Θ KK
PpX,Θ|Πq

X |Z.

Furthermore, if S is another deterministic measurable function in pX,Πq such that:

Θ KK
PpX,Θ|Πq

X |S,

then:
Z À S PpX|Πq-a.s.
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Proof. For the first statement consider the Markov kernel given by:

KpΘ P D|Z “ zq :“ zpDq.

Then we get:

pKpΘ|Zq b PpZ,X|Πqq pB ˆ C ˆ A, πq

“

ż

CˆA

KpΘ P B|Z “ zqPpZ P dz,X P dx|Π “ πq

“

ż

A

ż

C

KpΘ P B|Z “ zq δpZ P dz|X “ x,Π “ πqPpX P dx|Π “ πq

“

ż

A

1CpZpx, πqq ¨ PpΘ P B|X “ x,Π “ πqPpX P dx|Π “ πq

“

ż

A

ż

C

PpΘ P B|X “ x,Π “ πq δpZ P dz|X “ x,Π “ πqPpX P dx|Π “ πq

“ PpΘ P B,Z P C,X P A|Π “ πq.

This shows the first claim.
The conditional independence in the second claim gives us the factorization:

PpΘ, S,X|Πq “ PpΘ|S,✟✟✟X,Πq b PpS,X|Πq

“ PpΘ|S,✟✟✟X,Πq b δpS|X,Πq b PpX|Πq.

On the other hand we have:

PpΘ, S,X|Πq “ PpΘ|X,Πq b δpS|X,Πq b PpX|Πq.

Marginalizing S out in those equations gives:

PpΘ|S “ SpX,Πq,✟✟✟X,Πq b PpX|Πq “ PpΘ|X,Πq b PpX|Πq.

Because conditional Markov kernels are essentially unique by C.2 we get:

PpΘ|S “ SpX,Πq,✟✟✟X,Πqq “ PpΘ|X,Πq “ ZpX,Πq PpX|Πq-a.s..

This shows:
Z À S PpX|Πq-a.s.

Theorem F.4 (A weak likelihood principle for Bayesian statistics). We also have the
transitional conditional independence with Lpθq :“ PpX|Θ “ θq:

X KK
PpX,Θ|Πq

Θ,Π |L.

Furthermore, if X is countably generated, then any other measurable map S in Θ with:

X KK
PpX,Θ|Πq

Θ,Π |S,

satisfies:
L À S À Θ PpΘ|Πq-a.s.
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Proof. We have:
PpX,L,Θ,Π|Πq “ QpX|Lq b PpL,Θ,Π|Πq,

with QpX P A|L “ ℓq :“ ℓpAq for ℓ P PpX q.
For the reverse direction we get a factorization:

PpS,X,Θ|Πq “ KpX|Sq b PpS,Θ|Πq

“ KpX|Sq b δpS|Θq b PpΘ|Πq.

Marginalizing S out on both sides gives:

PpX|Θq b PpΘ|Πq “ KpX|S “ SpΘqq b PpΘ|Πq.

Since such factorizations are essentially unique by Lemma C.2 and X is countably gen-
erated, we have that for PpΘ|Πq-almost-all pθ, πq we get:

Lpθq “ PpX|Θ “ θq “ KpX|S “ Spθqq.

This shows:
L À S À Θ PpΘ|Πq-a.s.

G. Proofs - Reparameterization of Transitional

Random Variables

In this section we generalize a few folklore results via now standard techniques that were
introduced after [Dar53].

Lemma G.1. Let R̄ :“ r´8,8s be endowed with the usual ordering and Borel σ-algebra.
Let P be a probability measure on R̄ and F pxq :“ Ppr´8, xsq. Then F : R̄ Ñ r0, 1s is
non-decreasing, right-continous with at most countably many discontinuities and F p8q “
1. So Rptq :“ inf F´1prt, 1sq is a well-defined map R : r0, 1s Ñ R̄, non-decreasing, left-
continous with at most countably many discontinuities and Rp0q “ ´8. Furthermore,
for x P R̄ and t P r0, 1s we have:

t ď F pxq ðñ Rptq ď x.

In particular, we have F pRptqq ě t, thus Rptq P F´1prt, 1sq the minimal element. We
also have RpF pxqq ď x, with equality if and only if x P Rpr0, 1sq. Furthermore, F and
R are measurable and R˚λ “ P. We also have that R is a reflexive generalized inverse
of F , i.e.:

F ˝ R ˝ F “ F, R ˝ F ˝ R “ R.
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Proof. From the properties of P it is clear that F is non-decreasing, right-continuous
and F p8q “ 1.
Let DF Ď R̄ be the set of discontinuities of F and x P DF . Then there exists a
qpxq P Q such that F´pxq ă qpxq ă F`pxq. If now x1 ă x2 are two such points we get:
qpx1q ă F`px1q ď F´px2q ă qpx2q. So the map q : DF Ñ Q is injective. Thus DF is
countable.
Next, we show that Rptq P F´1prt, 1sq, thus Rptq “ minF´1prt, 1sq. For this let pxnqnPN Ď
F´1prt, 1sq be a non-increasing sequence converging to Rptq. Then by the right-continuity
F pxnq converges to F pRptqq from above. So we have:

F pRptqq “ inf
nPN

F pxnq ě t.

It follows that F pRptqq ě t and thus Rptq P F´1prt, 1sq. This shows the claim.
R is clearly non-decreasing, thus has only a countable set of discontiuities DR Ď r0, 1s
by the same arguments before, and Rp0q “ ´8. To see that Rptq is left-continuous let
t P r0, 1s and ptnqnPN a non-decreasing sequence converging to t from below. Then by
the monotonicity of R we have supnPNRptnq ď Rptq. On the other hand we have:

t “ sup
nPN

tn ď sup
nPN

F pRptnqq ď F psup
nPN

Rptnqq,

implying: supnPNRptnq P F´1prt, 1sq and thus supnPNRptnq ě Rptq, leading to equality,
which shows the claim.
For any x P R̄ we have the implication:

x ě Rptq ùñ F pxq ě F pRptqq ě t.

For any x P R̄ and any t P r0, 1s we have the implications:

t ď F pxq ðñ F pxq P rt, 1s
ðñ x P F´1prt, 1sq
ùñ x ě inf F´1prt, 1sq “ Rptq.

Together this shows for any x P R̄ and t P r0, 1s the equivalence:

t ď F pxq ðñ Rptq ď x.

Since F pxq ď F pxq we get RpF pxqq ď x for all x P R̄. If equality holds then x P Rpr0, 1sq.
And, if x “ Rptq for some t P r0, 1s then we use the inequalities x ě RpF pxqq and
F pRptqq ě t to conclude:

x ě RpF pxqq “ RpF pRptqqq ě Rptq “ x,

showing equality, and that:
R ˝ F ˝ R “ R.

Similarly for t “ F pxq we get:

t ď F pRptqq “ F pRpF pxqqq ď F pxq “ t,
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showing
F ˝ R ˝ F “ F.

Now consider the uniform distribution λ on r0, 1s and any x P R̄. Then we have:

pR˚λqpr´8, xsq “ λpR´1pr´8, xsqq
“ λpt P r0, 1s |Rptq ď xq
“ λpt P r0, 1s | t ď F pxqq
“ λpr0, F pxqsq
“ F pxq
“ Ppr´8, xsq.

It follows that: R˚λ “ P.

Lemma G.2. Let the notation be like in G.1. For u P r0, 1s and x P R̄ define:

Fupxq :“ Epx; uq :“ Ppr´8, xqq ` u ¨ Pptxuq.

Then E : R̄ ˆ r0, 1s Ñ r0, 1s is measurable, non-decreasing in both arguments with
F0p´8q “ 0, F1p8q “ 1, F0 is left-continuous and

Fupx̃q ď F1px̃q ď F0pxq ď Fupxq

for any x̃ ă x, u P r0, 1s. We further have for every u P p0, 1s:

R ˝ Fu ˝ R “ R,

and R ˝ Fu “ idR̄ P-almost-surely for any u P p0, 1s.

Proof. Most of the properties are clear from its definition. Let x ă x̃ then r´8, xs Ď
r´8, x̃q and thus F1pxq ď F0px̃q.
To show R ˝Fu ˝R “ R fix a t P r0, 1s, u P p0, 1s and let x :“ Rptq. If F1 is continuous in
x then Fu “ F1 and the claim R ˝ F1 ˝R “ R was already shown using the inequalities:

x ě RpF1pxqq “ RpF1pRptqqq ě Rptq “ x.

So let us assume that F1 is discontinuous in x “ Rptq. Then Fupxq P pF0pxq, F1pxqs. We
have:

RpFupxqq “ mintx̃ P R̄ |F1px̃q ě Fupxqu.

If F1px̃q ě Fupxq ą F0pxq then x̃ ě x, otherwise x̃ ă x leads to the contradiction
F1px̃q ď F0pxq. Since clearly F1pxq ě Fupxq we must have:

RpFupxqq “ x,

with x “ Rptq, which proves the claim: R ˝ Fu ˝ R “ R for u P p0, 1s.
We now want to show that R ˝ Fu “ idR̄ P-a.s. for u P p0, 1s. From R ˝ Fu ˝ R “ R we
already see, that R ˝ Fu|Rpr0,1sq “ idRpr0,1sq. We will see below that C :“ R̄zRpr0, 1sq is
measurable and PpCq “ 0, which will prove the claim.
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In the following we will only need F “ F1. First, by G.1 we know that for any x P R̄

we have RpF pxqq ď x with equality if and only if x P Rpr0, 1sq. So this gives us the
equivalence:

x P C ðñ x ą RpF pxqq.

We now claim that pRpF pxqq, xs Ď C for every x P C: Indeed, If x̃ P pRpF pxqq, xs then:

F pxq “ F pRpF pxqqq ď F px̃q ď F pxq

and thus F px̃q “ F pxq, from which follows that RpF px̃qq “ RpF pxqq ă x̃ and ergo x̃ P C.
It follows that C is the union of such intervals pRpF pxqq, xs with x P C. Furthermore,
F pCq is contained in the set of discontinuities DR of R: otherwise there would be an
x P C and a t ě F pxq such that Rptq P pRpF pxqq, xs Ď C, which is a contradiction. Since
DR is countable it must follow that F pCq and thus also RpF pCqq is at most countable.
Write RpF pCqq “ txn |n P Nu, which is the set of the possible left end-points of the
above intervals. For each fixed n P N let

Cn :“ tx P C |RpF pxqq “ xnu,

which is, as a union of intervals pxn, xs, x P Cn, either of the form pxn, x̄ns or pxn, x̄nq
with x̄n :“ supCn. In both cases we can cover Cn by Cn,m :“ pxn, xn,ms with xn,m P Cn
either equal to x̄n or converging to it from below for running m. So we can write C as
the countable union:

C “
ď

n,mPN

Cn,m.

We now have for each x “ xn,m:

PpCn,mq “ Pppxn, xsq “ PppRpF pxqq, xsq “ F pxq ´ F pRpF pxqqq “ F pxq ´ F pxq “ 0.

This implies:

PpCq “ P

˜

ď

n,mPN

Cn,m

¸

ď
ÿ

n,mPN

PpCn,mq “ 0,

showing that PpCq “ 0 and thus:

R ˝ Fu “ idR̄ P-a.s.

for u P p0, 1s.

Lemma G.3. Let the notations be like in G.1 and G.2. Let λ be the uniform distribution
on r0, 1s and P̄ :“ P b λ the product distribution on R̄ ˆ r0, 1s. For every e P r0, 1s
define the event:

tE ď eu :“ tpx, uq P R̄ ˆ r0, 1s | Epx; uq ď eu.

Then P̄pE ď eq “ e. In other words, the random variable:

E : R̄ ˆ r0, 1s Ñ r0, 1s,
px, uq ÞÑ Ppr´8, xqq ` u ¨ Pptxuq,
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is uniformly distributed under P̄ “ P b λ.
Furthermore, RpEq “ X P̄-a.s., where X : R̄ ˆ r0, 1s Ñ R̄ is the canonical projection
onto the first factor: Xpx, uq :“ x, and which has distribution P.

Proof. First, since λpt0uq “ 0 we can w.l.o.g. exclude u “ 0 and restrict P̄ to R̄ˆ p0, 1s.
We have seen in G.2 that R ˝ Fu ˝ R “ R for u P p0, 1s, which translates to:

R ˝ E|Rpr0,1sqˆp0,1s “ X|Rpr0,1sqˆp0,1s.

Also with C :“ R̄zRpr0, 1sq we get:

P̄pC ˆ p0, 1sq “ PpCq ¨ λpp0, 1sq “ 0 ¨ 1 “ 0.

So we get the second claim that:

R ˝ E “ X P̄-a.s.

Now we turn to tE ď eu for e P r0, 1s. We abbreviate U : R̄ ˆ r0, 1s Ñ r0, 1s to be the
projection onto the second factor: Upx, uq :“ u, which is uniformly distributed under P̄,
and also ppxq :“ Pptxuq “ F1pxq ´F0pxq. With these notations: E “ F0pXq `U ¨ ppXq.
First, we show that P̄pE “ eq “ 0 for all e P r0, 1s. For this let x :“ Rpeq. Then by the
above (RpEq “ X P̄-a.s.) we have:

P̄pE “ eq “ P̄pE “ e, X “ xq.

We have to distinguish between two cases: ppxq “ 0 and ppxq ą 0.
Case ppxq “ 0: We have:

P̄pE “ eq “ P̄pE “ e,X “ xq

ď P̄pX “ xq

“ ppxq

“ 0.

Case ppxq ą 0: We get:

P̄pE “ eq “ P̄pE “ e,X “ xq

“ P̄pF0pXq ` U ¨ ppXq “ e, X “ xq

“ P̄

ˆ

U “
e´ F0pxq

ppxq
, X “ x

˙

“ λ

ˆ"

e ´ F0pxq

ppxq

*˙

¨ ppxq

“ 0.

To prove P̄pE ď eq “ e for e P r0, 1s we have several cases:
Case e P F1pR̄q: Let x̃ be any element in R̄ with e “ F1px̃q (e.g. x̃ “ Rpeq). Then we

110



G. Proofs - Reparameterization of Transitional Random Variables

get:

P̄pE ď eq “ P̄pE ď F1px̃qq

“ P̄pRpEq ď x̃q
R˝E“X

“ P̄pX ď x̃q

“ Ppr´8, x̃sq ¨ λpp0, 1sq

“ F1px̃q ¨ 1

“ e.

For the cases e R F1pR̄q we put x :“ Rpeq and ẽ :“ F0pxq.
Then by definition, x is minimal with F1pxq ě e. We also have ẽ “ F0pxq ď e. Otherwise:
e ă F0pxq “ supx̃ăx F1px̃q implied that there existed x̃ ă x with e ă F1px̃q ď F0pxq,
which is a contradiction to the minimality of x “ Rpeq. Since ẽ ď e we can decompose:

P̄pE ď eq “ P̄pE ă ẽq ` P̄pE “ ẽq ` P̄pẽ ă E ď eq.

We have already seen that the second term P̄pE “ ẽq “ 0 vanishes.
For the first term we have:

P̄pE ă ẽq “ P̄pE ă F0pxqq

“ P̄pE ă F0pxqq

“ P̄pE ă sup
x̃ăx

F1px̃qq

“ sup
x̃ăx

P̄pE ď F1px̃qq

p˚q
“ sup

x̃ăx
F1px̃q

“ F0pxq

“ ẽ.

Equation (*) comes from the previous case for F1px̃q P F1pR̄q.
For the third term P̄pẽ ă E ď eq first note that E P pẽ, es implies that X “ x P̄-a.s. by
applying R: Indeed, every element t P pẽ, es Ď pF0pxq, F1pxqs can be written as t “ Fũpxq
for an ũ P p0, 1s and we can use:

Rptq “ RpFũpRpeqq “ Rpeq “ x.
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For ppxq ą 0 and the above we get:

P̄pẽ ă E ď eq “ P̄pẽ ă E ď e, X “ xq

“ P̄p0 ă F0pXq ` U ¨ ppXq ´ F0pxq ď e´ ẽ, X “ xq

“ P̄p0 ă U ď
e´ ẽ

ppxq
, X “ xq

“ λ

ˆˆ

0,
e´ ẽ

ppxq

˙

¨ Pptxuq

“
e ´ ẽ

ppxq
¨ ppxq

“ e ´ ẽ.

For the case ppxq “ 0, the first row can be upper bounded by P̄pX “ xq “ ppxq “ 0 as
before, but we also have ẽ ´ e “ 0 in this case, and the equality stays trivially true as
well.
Putting all together we get:

P̄pE ď eq “ P̄pE ă ẽq ` P̄pE “ ẽq ` P̄pẽ ă E ď eq

“ ẽ` 0 ` e´ ẽ

“ e.

This shows the claim.

Theorem G.4. Let Z be any measurable space and X be a standard measurable space
with a fixed embedding ι : X ãÑ R̄ “ r´8,8s onto a Borel subset (which always exists, so
w.l.o.g. X “ R̄ endowed with the Borel σ-algebra). Let KpX|Zq : Z 99K X be a Markov
kernel. Furthermore, let U :“ r0, 1s and KpUq be the uniform distribution/Markov kernel
on U . We write:

KpU,X|Zq :“ KpUq b KpX|Zq.

Also put:

F px; u|zq :“ KpX ă x|Z “ zq ` u ¨ KpX “ x|Z “ zq

Rpe|zq :“ inf tx̃ P X |F px̃; 1|zq ě eu .

Let E :“ F pX ;U |Zq. We consider X,U, Z, E as the measurable maps:

X : X ˆ U ˆ Z Ñ X ,

px, u, zq ÞÑ x,

U : X ˆ U ˆ Z Ñ U ,

px, u, zq ÞÑ u,

Z : X ˆ U ˆ Z Ñ Z,

px, u, zq ÞÑ z,

E : X ˆ U ˆ Z Ñ E :“ r0, 1s,
px, u, zq ÞÑ F px; u|zq.
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Then for all e P E and z P Z we have:

KpE ď e|Z “ zq “ e,

implying E KKKpU,X|ZqZ. Furthermore, we have:

X “ RpE|Zq KpU,X|Zq-a.s..

Proof. After the measurabilities are checked the statement directly follows from G.3 by
applying it for every z separately.

Corollary G.5. Let X and Z be random variables with values in any standard mea-
surable spaces X and Z, resp., and with a joint distribution PpX,Zq. Then there exists
a uniformly distributed random variable E on r0, 1s that is P-independent of Z and a
measurable function g such that X “ gpE,Zq P-almost-surely. Furthermore, E can be
constructed via a deterministic measurable function in X and Z and (uniformly dis-
tributed) independent noise U (on r0, 1s).

Proof. The regular conditional probability distribution PpX|Zq exists for standard mea-
surable spaces (and is unique up to a PpZq-zero-set), and is a Markov kernel. Then apply
the result from above for KpX|Zq :“ PpX|Zq to get gpe, zq :“ Rpe|zq and E.

Remark G.6. Any Polish space, i.e. any completely metrizable topological space with a
countable dense subset (separable), is a standard measurable space in its Borel σ-algebra.
These are fundamental theorems in classical descriptive set theory, see [Bog07, Fre15,
Kec95]. Examples of Polish and thus standard measurable spaces are r0, 1s, R, Rd, N,
any (discrete) finite or countable set, any topological or smooth manifold X , any finite
(or even countable) CW-complex Y, etc., (in its usual Borel σ-algebra). So these are all
measurably isomorphic to a Borel subset of r0, 1s (or R̄), and measurably isomorphic to
r0, 1s (or R̄) itself if non-countable (excluding finite and countable sets).

H. Operations on Graphs

In this section we present how one can create new CDMGs from old ones through
operations like hard interventions, extensions by soft intervention nodes, marginalization
and acyclification.

Definition H.1 (Hard interventional CDMG). Let G “ GpV | dopJqq “ pJ, V, E, Lq be
CDMG and W Ď J Y V . Then the hard interventional CDMG intervened on W is
GpV zW | dopJ Y W qq :“ pJ Y W,V zW,EdopW q, LdopW qq, where:

1. EdopW q :“ tv1 v2 P E | v1 P J Y V, v2 P V zW u,

2. LdopW q :“ tv1 v2 P L | v1, v2 P V zW u.

Definition H.2 (Soft interventional CDMG). Let G “ GpV | dopJqq “ pJ, V, E, Lq
be CDMG and W Ď J Y V . Then the soft interventional CDMG extended on W is
GpV | dopJ, IW qq :“ pJ 9Y IW , V, EdopIW q, Lq, where:
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1. IW :“ tIw |w P W u is a set of new input nodes, one Iw for each w P W .

2. EdopIW q :“ E 9Y tIw w |w P W zJu.

Definition H.3 (Marginalized CDMG, latent projection). Let G “ GpV | dopJqq “
pJ, V, E, Lq be CDMG and W Ď V . Then the latent projection of G onto V zW or
the marginal CDMG, where W is marginalized out, is the CDMG GpV zW | dopJqq :“
pJ, V zW,EzW , LzW q, where:

1. v v P EzW iff there exists n ě 1, w1, . . . , wn´1 P W and a directed walk in G:

v “ w0 ¨ ¨ ¨ wn “ v.

2. v v P LzW iff there exists n ě 1, w1, . . . , wn´1 P W and a walk in G of the
form (of a so called trek or arc):

v “ w0 ¨ ¨ ¨ wk´1 wk ¨ ¨ ¨ wn “ v,

where there are arrow heads pointing to v and v and every other node has at most
one arrow head pointing to it. Note that these include: v v, v w1 v,
v w1 v, v w1 v, etc., but not e.g.: v w1 v.

Remark H.4 (Marginalization preserves ancestral relations and acyclicity). Let G “
GpV | dopJqq be a CDMG and G1 “ GpV zW | dopJqq its marginalization.

1. Then for v1, v2 P G with v1, v2 R W we have the equivalence:

v1 P AncGpv2q ðñ v1 P AncG
1

pv2q.

2. If the CDMG GpV | dopJqq is acyclic then also GpV zW | dopJqq and a topological
order ă of GpV | dopJqq induces a topological order on GpV zW | dopJqq (by just
ignoring the nodes from W ).

Lemma H.5 (Marginalization preserves σ-separation, see [FM17, FM18, FM20]). Let
G “ GpV | dopJqq be a CDMG. Let A,B,C Ď J 9Y V and W Ď V such that pA Y B Y
Cq X W “ H. Then we have the equivalence:

A
σ

K
GpV | dopJqq

B |C ðñ A
σ

K
GpV zW |dopJqq

B |C.

Notation H.6. Let GpV | dopJqq “ pJ, V, E, Lq be a CDMG. Let us write: GpV 9Y J | dopHqq
for the CDMG: pH, J 9YV,E, Lq, where we interprete all nodes from J the same as the
nodes from V . Then we have by definition:

A
σ

K
GpV |dopJqq

B |C ðñ A
σ

K
GpV 9YJ |dopHqq

J Y B |C.
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Definition H.7 (Acyclification of CDMGs, see [FM17,FM18,FM20]). Let G “ GpV | dopJqq
be a CDMG. We define the acyclification Gacy “ GacypV | dopJqq “ pJ, V, Eacy, Lacyq of
GpV | dopJqq as follows:

1. v w P Gacy iff v R ScGpwq and there exists w̃ P ScGpwq such that v w̃ P G:

Eacy :“
 

v w | v R ScGpwq ^ Dw̃ P ScGpwq : v w̃ P G
(

.

2. v w P Gacy iff either v P ScGpwq or if there exists ṽ P ScGpvq and w̃ P ScGpwq
such that ṽ w̃ P G:

Lacy :“
 

v w |
`

v P ScGpwq
˘

_
`

Dṽ P ScGpvq ^ Dw̃ P ScGpwq : ṽ w̃ P G
˘(

.

Theorem H.8 (See [FM17,FM18,FM20]). Let G “ GpV | dopJqq be a CDMG, then its
acyclification GacypV | dopJqq is a conditional acyclic directed mixed graph (CDAMG)
and for all subsets A,B,C Ď J Y V we have the equivalence:

A
σ

K
GpV | dopJqq

B |C ðñ A
σ

K
GacypV | dopJqq

B |C ðñ A
σ

K
GacypV 9YJ | dopHqq

J Y B |C,

where the both right hand relations can, due their acyclicity, ignore the the extra condi-
tions vk R ScGpv˘kq in the Definition 5.8 of σ-separation.

I. Proofs - Separoid Rules for Sigma-Separation

In the following let GpV | dopJqq be a CDMG and A,B,C,D Ď J Y V (not necessarily
disjoint) subsets of nodes.

Since by Theorem H.8 we have the equivalence:

A
σ

K
GpV |dopJqq

B |C ðñ A
σ

K
GacypV | dopJqq

B |C ðñ A
σ

K
GacypV 9YJ |dopHqq

J Y B |C,

we can restrict ourselves to acyclic graphs. It is known that for acylic graphs without
input nodes like GacypV 9Y J | dopHqq the relation Kσ

GacypV 9Y J |dopHqq is a (symmetric) sep-
aroid, see e.g. [Ric03,FM17]. By the general theory in Appendix A Remark A.4 we then
know that Kσ

GacypV 9YJ |dopHqq is a H-H-separoid, see Definition A.3. By Theorem A.11
we then know that the relation Kσ

GacypV |dopJqq is a J-H-separoid and thus satisfies all the
separoid rules from Theorem 5.11. This already completes the proof.

Since we are interested in proving the global Markov property for (acyclic) causal
Bayesian networks, we will, for completeness sake, in the following give detailed proofs
for all separoid rules again, by assuming, w.l.o.g. that G “ GacypV | dopJqq is acyclic.
For that recall that for a CDMG G we say that A is σ-separated from B given C in G,
in symbols:

A
σ

K
G
B |C,
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if every walk from a node in A to a node in J Y B (sic!) is σ-blocked by C.
For acyclic CDMGs, a walk π is σ-blocked by C if it either contains a non-collider (i.e.
either an end node, fork, left/right chain) in C or a collider not in C.

We abbreviate the ternary relations in the following: K :“
σ

K
G

“
σ

K
GacypV |dopJqq

.

I.1. Core Separoid Rules for Sigma-Separation

Lemma I.1 (Left Redundancy).

A Ď C ùñ AKB |C.

Proof. If π is a walk from a node v in A to a node w in J YB then its first end node is
in A, so π is σ-blocked by A.

Lemma I.2 (J-Restricted Right Redundancy).

AK H |C Y J always holds.

Proof. If π is a walk from a node v in A to a node w in J then its last end node is in
C Y J , so π is σ-blocked by A.

Lemma I.3 (Left Decomposition).

A Y DKB |C ùñ DKB |C.

Proof. If π is a walk from a node v in D to a node w in J Y B, then π is a walk from
AY D to J Y B, which by assumption is σ-blocked by C.

Lemma I.4 (Right Decomposition).

AKB Y D |C ùñ AKD |C.

Proof. If π is a walk from a node v in A to a node w in J YD, then π is a walk from A

to J Y B Y D, which by assumption is σ-blocked by C.

Lemma I.5 (J-Inverted Right Decomposition).

AKB |C ùñ AKJ Y B |C.

Proof. If π is a walk from a node v in A to a node w in J Y J Y B then w P J Y B. If
w P J Y B then by assumption π is σ-blocked by C.

Lemma I.6 (Left Weak Union).

AY DKB |C ùñ AKB |D Y C.
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Proof. Lets assume the contrary: A��KB |D YC. Then there exists a shortest pD YCq-
σ-open walk π from a node v in A to a node w in J YB in G. Then every collider of π
is in D Y C and every non-collider of π is not in D Y C.
If now π does not contain any node from DzC then every collider of π lies in C. This
implies that π is C-σ-open, which contradicts the assumption: AY DKB |C.
So we can assume now that π contains a node in DzC. Then consider the shortest
sub-walk π̃ in π from w P J YB to a node u P DzC. This means that π̃ does not contain
any collider in DzC, so they are all in C. So π̃ is C-σ-open walk from AYD to J YB.
This contradicts the assumption: AY DKB |C.

Lemma I.7 (Right Weak Union).

AKB Y D |C ùñ AKB |D Y C.

Proof. Follow the same steps as in Left Weak Union I.6, but this time get a contradiction
with: AKB Y D |C. Then again we can assume that π contains a node in DzC. Then
consider the shortest sub-walk π̃ in π from v P A to a node u P DzC. This means that π̃
does not contain any collider in DzC, so they are all in C. So π̃ is C-σ-open walk from
A to J Y B Y D. This contradicts the assumption: AKB Y D |C.

Lemma I.8 (Left Contraction).

pAKB |D Y Cq ^ pDKB |Cq ùñ AY DKB |C.

Proof. Lets assume the contrary: AYD��KB |C. Then there exists a shortest C-σ-open
walk π from a node v in AYD to a node w in J YB in G. So every collider of π lies in
C and every non-collider lies not in C and v is the only node of π that lies in pAYDqzC
(otherwise π could be shortend).
Also v cannot lie in DzC as it would contradict the assumption: DKB |C. Thus
v P AzC and π is a walk from A to JYB whose colliders all lie in C Ď DYC and all non-
collider outside of DYC. But this contradicts the other assumption: AKB |DYC.

Lemma I.9 (Right Contraction).

pAKB |D Y Cq ^ pAKD |Cq ùñ AKB Y D |C.

Proof. Lets assume the contrary: A��KB YD |C. Then there exists a shortest C-σ-open
walk π from a node v in A to a node w in JYBYD in G. So every collider of π lies in C
and every non-collider outside C and w is the only node of π that lies in pJ YBYDqzC
(otherwise π could be shortend).
Also w cannot lie in DzC as it would contradict the assumption: AKD |C. Thus
w P pJ Y BqzC and π is a walk from A to J Y B whose colliders all lie in C Ď D Y C

and all non-colliders outside of D Y C. But this contradicts the other assumption:
AKB |D Y C.

Lemma I.10 (Right Cross Contraction).

pAKB |D Y Cq ^ pDKA |Cq ùñ AKB Y D |C.
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Proof. Verbatim the same as Right Contraction I.9, only the first contradiction is with:
DKA |C.

Lemma I.11 (Flipped Left Cross Contraction).

pAKB |D Y Cq ^ pB KD |Cq ùñ BKA Y D |C.

Proof. Lets assume the contrary: B��KAYD |C. Then there exists a shortest C-σ-open
walk π from a node v in B to a node w in JYAYD in G. So every collider of π lies in C
and every non-collider outside C and w is the only node of π that lies in pJ YAYDqzC
(otherwise π could be shortend).
Also w cannot lie in pJ YDqzC as it would contradict the assumption: BKD |C. Thus
w P AzC and the walk π (in reverse direction) is a walk from A to B whose colliders all
lie in C Ď D Y C and all non-colliders outside of D YC. But this contradicts the other
assumption: AKB |D Y C.

I.2. Further Separoid Rules for Sigma-Separation

Lemma I.12 (Left Composition).

pAKB |Cq ^ pDKB |Cq ùñ AY DKB |C.

Proof. Let π be a walk from a node v in A Y D to a node w in J Y B. If v P A then
π is σ-blocked by C by assumption: AKB |C. If v P D then π is σ-blocked by C by
assumption: DKB |C.

Lemma I.13 (Right Composition).

pAKB |Cq ^ pAKD |Cq ùñ AKB Y D |C.

Proof. Let π be a walk from a node v in A to a node w in J YBYD. If w P J YB then
π is σ-blocked by C by assumption: AKB |C. If w P J Y D then π is σ-blocked by C
by assumption: AKD |C.

Lemma I.14 (Left Intersection). Assume that A X D “ H, then:

pAKB |D Y Cq ^ pDKB |AY Cq ùñ AY DKB |C.

Proof. Lets assume the contrary: AYD��KB |C. Then there exists a shortest C-σ-open
walk π from a node v in AYD to a node w in J YB in G. So every collider of π lies in
C and every non-collider outside C and v is the only node of π that lies in pA Y DqzC
(otherwise π could be shortend).
If v P A then by the disjointness of A and D we have that v R D. Then π is a walk
from A to J Y B whose colliders lie in C Ď D Y C and all non-colliders outside of
pDzCq Y C “ D Y C. This contradicts the assumption: AKB |D Y C.
If v P D then similarly we get a contradiction: DKB |AY C
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Lemma I.15 (Right Intersection). Assume that B X D “ H, then:

pAKB |D Y Cq ^ pAKD |B Y Cq ùñ AKB Y D |C.

Proof. Lets assume the contrary: A��KB YD |C. Then there exists a shortest C-σ-open
walk π from a node v in A to a node w in JYBYD in G. So every collider of π lies in C
and every non-collider outside C and w is the only node of π that lies in pJ YBYDqzC
(otherwise π could be shortend).
If w R B then w P J YD. In this case π is a walk from A to J YD where every collider
lies in C Ď B Y C and all non-colliders are outside of pBzCq Y C “ B Y C. So π is a
pBYCq-σ-open walk from A to J YD. This contradicts the assumption: AKD |BYC.
If w R D then w P J YB. In this case π is a walk from A to J YB where every collider
lies in C Ď D YC and all non-colliders are outside of DYC. So π is a pD YCq-σ-open
walk from A to J Y D. This contradicts the assumption: AKB |D Y C.
Since B X D “ H there are no other cases (Bc Y Dc “ J Y V ) and we are done.

I.3. Derived Separoid Rules for Sigma-Separation

Lemma I.16 (Restricted Symmetry).

pAKB |Cq ^ pBK H |Cq ùñ B KA |C.

Proof. Follows from Flipped Left Cross Contraction I.11 with D “ H.

Lemma I.17 (J-Restricted Symmetry).

AKB |C Y J ùñ B KA |C Y J.

Proof. Follows from Restricted Symmetry I.16 and J-Restricted Right Redundancy I.2.

Lemma I.18 (Symmetry). If J “ H then we have:

AKB |C ùñ B KA |C.

Proof. Follows directly from J-Restricted Symmetry I.17.

Lemma I.19 (More Redundancies).

AKB |C ðñ pAzCq KpBzCq |C ðñ AY C K J Y B Y C |C.

J. Proofs - Global Markov Property

The proof of the global Markov property follows similar arguments as used in [LDLL90,
Ver93,Ric03,FM17,FM18,RERS17], namely chaining the separoid rules together in an
inductive way. The main difference here is that we never rely on the Symmetry property
but instead use the left and right versions of the separoid rules separately.
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Theorem J.1 (Global Markov property for causal Bayesian networks). Consider a
causal Bayesian network MpV | dopJqq with CDAG GpV | dopJqq and joint Markov kernel
PpXV | dopXJqq. Then for all A,B,C Ď J Y V (not-necessarily disjoint) we have the
implication:

A
σ

K
GpV | dopJqq

B |C ùñ XA KK
PpXV | dopXJ qq

XB |XC .

If one wants to make the implicit dependence on J more explicit one can equivalently
also write:

A
σ

K
GpV |dopJqq

J Y B |C ùñ XA KK
PpXV |dopXJ qq

XJ , XB |XC .

Proof. We do induction by #V .

0.) Induction start: V “ H. This means that A,B,C Ď J . The assumption:

A
σ

K
GpV |dopJqq

J Y B |C,

implies that we must have that A Ď C. Otherwise a trivial walk from A Ď J to J Y B

would be C-open. Since A,B,C Ď J we have the factorization:

PpXA, XB, XC | dopXJqq “
â

wPA

δpXw|Xwq

l jh n

“:QpXA|XCq

b
â

wPB

δpXw|Xwq b
â

wPC

δpXw|Xwq

l jh n

“PpXB ,XC | dopXJ qq

.

Because A Ď C the Markov kernel QpXA|XCq :“
Â

wPA δpXw|Xwq really is a Markov
kernel from XC 99K XA. This already shows:

XA KK
PpXV |dopXJ qq

XB|XC .

(IND): Induction assumption: The global Markov property holds for all causal Bayesian
networks (with input variables) with #V ă n (and arbitrary J).

1.) Now assume: #V “ n ą 0 and AKσ
GpV |dopJqq J Y B |C.

Since G is acyclic we can find a topological order ă for G where the elements of J are
ordered first. Let v P V be its last element, which is thus childless.
Note that, since ChGpvq “ H, the marginalization GpV ztvu| dopJqq has no bi-directed
edges and thus induces again a causal Bayesian network without latent variables with
#V ztvu “ n ´ 1 ă n.
Furthermore, we have the factorization:

PpXV | dopXJqq “ PvpXv| dopXPaGpvqqq b
â

wPPredGă pvqzJ

PwpXw| dopXPaGpwqqq

l jh n

PpX
PredGă pvqzJ

|dopXJ qq

,
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where PredG
ă pvq “ J 9YV ztvu is the set of predesessors of tvu. This factorization implies

that we already have the conditional independence:

Xv KK
PpXV | dopXJ qq

XPredGă pvq |XD,

where we put D :“ PaGpvq.

In the following we will distinguish between 4 cases:

A.) v P AzC,

B.) v P BzC,

C.) v P C,

D.) v R AY J Y B Y C,

Note that v P V , thus v R J , which shows that the above cover all possible cases.
Further note that:

A
σ

K
GpV |dopJqq

J Y B |C,

implies that:
AX pJ Y Bq Ď C.

Otherwise a trivial walk from A to J Y B would be C-open. This shows that AzC,
pJ Y BqzC and C are pairwise disjoint.

Case D.): v R AYJ YBYC. Then we can marginalize out v and use the equivalence:

A
σ

K
GpV |dopJqq

J Y B |C ðñ A
σ

K
GpV ztvu| dopJqq

J Y B |C.

With #V ztvu ă n and induction (IND) we then get:

XA KK
PpXV | dopXJ qq

XB |XC .

This shows the claim in case D.

Case A.): v P AzC. Then we can write:

A “ A1 9Y pA X Cq 9Y tvu,

B “ B1 9Y pB X Cq,
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with some disjoint A1 Ď AzC and B1 Ď BzC. We then have the implications:

A
σ

K
GpV | dopJqq

J Y B |C
Right Decomposition I.4
ùùùùùùùùùùùùùùñ A

σ

K
GpV |dopJqq

J Y B1 |C

Left Decomposition I.3
ùùùùùùùùùùùùùñ A1

σ

K
GpV |dopJqq

J Y B1 |C

marginalization, vRA1YJYB1YC
ùùùùùùùùùùùùùùùùùùùñ A1

σ

K
GpV ztvu| dopJqq

J Y B1 |C

induction (IND)
ùùùùùùùùùñ XA1 KK

PpXV |dopXJ qq
XB1 |XC . (#1)

On the other hand we have with D “ PaGpvq:

A
σ

K
GpV |dopJqq

J Y B |C
Right Decomposition I.4, B1ĎB
ùùùùùùùùùùùùùùùùùùñ A

σ

K
GpV |dopJqq

J Y B1 |C

Left Weak Union I.6, A“A1 9Y pAXCq 9Y tvu
ùùùùùùùùùùùùùùùùùùùùùùùùùñ tvu

σ

K
GpV |dopJqq

J Y B1 |A1 9YC.

p˚q, see below
ùùùùùùùùñ D

σ

K
GpV | dopJqq

J Y B1 |A1 9YC

marginalization, vRDYJYB1YA1YC
ùùùùùùùùùùùùùùùùùùùùùñ D

σ

K
GpV ztvu| dopJqq

J Y B1 |A1 9YC

induction (IND)
ùùùùùùùùùñ XD KK

PpXV |dopXJ qq
XB1 |XA1 9YC

A1 9YC
ùùùùñ XD KK

PpXV |dopXJ qq
XB1 |XA1, XC .

(#2)

(*) holds since every pA1 9YCq-open walk w ¨ ¨ ¨ from a w P D “ PaGpvq to J Y B1

extends to an pA1 9YCq-open walk from v to J Y B1 via v w ¨ ¨ ¨ , as w stays a
non-collider in the extended walk (not in A1 9YC) and v R A1 9YC.

As discussed above we also already have the conditional independence:

Xv KK
PpXV | dopXJ qq

XPredGă pvq |XD.
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With this and A1 9YB1 9YC Ď PredG
ă pvq we get the implications:

Xv KK
PpXV |dopXJ qq

XPredGă pvq |XD

Right Decomposition E.6
ùùùùùùùùùùùùùùùñ Xv KK

PpXV |dopXJ qq
XA1, XB1, XC |XD

Right Weak Union E.11
ùùùùùùùùùùùùùùñ Xv KK

PpXV |dopXJ qq
XB1 |XA1, XC , XD

Left Contraction E.12, (#2)
ùùùùùùùùùùùùùùùùñ Xv, XD KK

PpXV |dopXJ qq
XB1 |XA1, XC

Left Decomposition E.5
ùùùùùùùùùùùùùùñ Xv KK

PpXV |dopXJ qq
XB1 |XA1, XC

Left Contraction E.12, (#1)
ùùùùùùùùùùùùùùùùñ XA1, Xv KK

PpXV | dopXJ qq
XB1 |XC

XJ -Inverted Right Decomposition E.7
ùùùùùùùùùùùùùùùùùùùùùùñ XA1 , Xv KK

PpXV |dopXJ qq
XJ , XB1, XC |XC

Right Decompositon E.6, BĎB1 9YC
ùùùùùùùùùùùùùùùùùùùùùñ XA1, Xv KK

PpXV | dopXJ qq
XB |XC . (#3)

By Left Redundancy E.3 we have:

XA1, Xv, XC KK
PpXV | dopXJ qq

XB |XA1, Xv, XC.

With this we get the implications:

XA1, Xv, XC KK
PpXV |dopXJ qq

XB |XA1, Xv, XC

Left Contraction E.12, (#3)
ùùùùùùùùùùùùùùùùñ XA1, Xv, XA1, Xv, XC KK

PpXV | dopXJ qq
XB |XC

Left Decomposition E.5, AĎA1 9Y tvu 9YC
ùùùùùùùùùùùùùùùùùùùùùùùùñ XA KK

PpXV | dopXJ qq
XB |XC .

This shows the claim in case A.

Case B.): v P BzC. Then we can write:

A “ A1 9Y pA X Cq,

B “ B1 9Y pB X Cq 9Y tvu,

with some disjoint A1 Ď AzC and B1 Ď BzC.
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We then have the implications:

A
σ

K
GpV | dopJqq

J Y B |C
Left Decomposition I.3
ùùùùùùùùùùùùùñ A1

σ

K
GpV |dopJqq

J Y B |C

Right Decomposition I.4
ùùùùùùùùùùùùùùñ A1

σ

K
GpV |dopJqq

J Y B1 |C

marginalization, vRA1YJYB1YC
ùùùùùùùùùùùùùùùùùùùñ A1

σ

K
GpV ztvu| dopJqq

J Y B1 |C

induction (IND)
ùùùùùùùùùñ XA1 KK

PpXV | dopXJ qq
XB1 |XC . (#1’)

Again with D “ PaGpvq we get:

A
σ

K
GpV |dopJqq

J Y B |C
Left Decomposition I.3
ùùùùùùùùùùùùùñ A1

σ

K
GpV | dopJqq

J Y B |C

Right Decomposition I.4
ùùùùùùùùùùùùùùñ A1

σ

K
GpV | dopJqq

J Y B1 Y tvu |C

Right Weak Union I.7
ùùùùùùùùùùùùùñ A1

σ

K
GpV |dopJqq

J Y tvu |B1 9YC

p‚q, see below
ùùùùùùùùñ A1

σ

K
GpV | dopJqq

J Y D |B1 9YC

induction (IND)
ùùùùùùùùùñ XA1 KK

PpXV |dopXJ qq
XD |XB1 9YC

B1 9YC
ùùùùñ XA1 KK

PpXV | dopXJ qq
XD |XB1 , XC . (#2’)

p‚q holds since every pB1 9YCq-open walk ¨ ¨ ¨ w from A1 to a w P J Y D extends to
a pB1 9YCq-open walk from A1 to J Y tvu, either because w P J or via ¨ ¨ ¨ w v if
w P D “ PaGpvq. Note again that w stays a non-collider in the extended walk (outside
of B1 9YC) and v R B1 9YC.

As before we will use the following conditional independence:

Xv KK
PpXV | dopXJ qq

XPredGă pvq |XD.

124



J. Proofs - Global Markov Property

With this and A1 Y J Y B1 Y C Ď PredG
ă pvq we get the implications:

Xv KK
PpXV |dopXJ qq

XPredGă pvq |XD

Right Decomposition E.6
ùùùùùùùùùùùùùùùñ Xv KK

PpXV | dopXJ qq
XA1, XB1, XC |XD

Right Weak Union E.11
ùùùùùùùùùùùùùùñ Xv KK

PpXV | dopXJ qq
XA1 |XB1 , XC , XD

Flipped Left Cross Contraction E.15, (#2’)
ùùùùùùùùùùùùùùùùùùùùùùùùùñ XA1 KK

PpXV |dopXJ qq
XD, Xv |XB1 , XC

Right Decomposition E.6
ùùùùùùùùùùùùùùùñ XA1 KK

PpXV | dopXJ qq
Xv |XB1 , XC

Right Contraction E.13, (#1’)
ùùùùùùùùùùùùùùùùùñ XA1 KK

PpXV | dopXJ qq
XB1 , Xv |XC

XJ -Inverted Right Decomposition E.7
ùùùùùùùùùùùùùùùùùùùùùùñ XA1 KK

PpXV |dopXJ qq
XJ , XB1 , Xv, XC |XC

Right Decomposition E.6, BĎB1 9Y tvu 9YC
ùùùùùùùùùùùùùùùùùùùùùùùùùñ XA1 KK

PpXV |dopXJ qq
XB |XC . (#3’)

By Left Redundancy E.3 we have:

XA1, XC KK
PpXV | dopXJ qq

XB |XA1, XC .

With this we get the implications:

XA1, XC KK
PpXV |dopXJ qq

XB |XA1, XC

Left Contraction E.12, (#3’)
ùùùùùùùùùùùùùùùùùñ XA1, XA1, XC KK

PpXV |dopXJ qq
XB |XC .

Left Decomposition E.5, AĎA1 9YC
ùùùùùùùùùùùùùùùùùùùùñ XA KK

PpXV |dopXJ qq
XB |XC .

This shows the claim in case B.

Case C.): v P C. Then we can write:

A “ A1 9Y pAX Cq,

B “ B1 9Y pB X Cq,

C “ C 1 9Y tvu,

with some pairwise disjoint A1 Ď AzC, B1 Ď BzC and C 1 Ď C.
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J. Proofs - Global Markov Property

We then get the implications.

A
σ

K
GpV | dopJqq

J Y B |C
Left Decomposition I.3
ùùùùùùùùùùùùùñ A1

σ

K
GpV |dopJqq

J Y B |C

Right Decomposition I.4
ùùùùùùùùùùùùùùñ A1

σ

K
GpV | dopJqq

J Y B1 |C

C“C1 9Y tvu
ùùùùùùùñ A1

σ

K
GpV |dopJqq

J Y B1 |C 1 9Y tvu

We now claim that:

A1
σ

K
GpV |dopJqq

J Y B1 |C 1 9Y tvu

implies that one of the following statements holds:

A1 9Y tvu
σ

K
GpV |dopJqq

J Y B1 |C 1 _ A1
σ

K
GpV | dopJqq

J Y pB1 9Y tvuq |C 1.

Assume the contrary:

A1 9Y tvu
σ

��K
GpV |dopJqq

J Y B1 |C 1 ^ A1
σ

��K
GpV | dopJqq

J Y pB1 9Y tvuq |C 1.

So there exist shortest C 1-open walks π1 and π2 in GpV | dopJqq:

π1 : A1 Y tvu Q u0 ¨ ¨ ¨ uk P J Y B1,

and:
π2 : A1 Q w0 ¨ ¨ ¨ wm P J Y pB1 9Y tvuq.

So all colliders of π1 and π2 are in C 1 and all non-colliders outside of C 1. Since we
consider shortest walks and v R C 1 at most an end node of π1 and π2 could be equal to
v. Otherwise one could shorten the walk.
Then note that v R A1 and v R J Y B1, thus: uk ‰ v and w0 ‰ v.
If now πi does not contain v as an (end) node, then πi would be pC 1 9Y tvuq-open, which
is a contradiction to the assumption:

A1
σ

K
GpV | dopJqq

J Y B1 |C 1 9Y tvu.

So we can assume that the other end nodes equal v, i.e.: u0 “ v and wm “ v.
Furthermore, both π1 and π2 are non-trivial walks, since u0 ‰ uk and w0 ‰ wm. Since v
is childless and k,m ě 1 we have that the πi are of the forms:

π1 : v u1 ¨ ¨ ¨ uk,

and:
π2 : w0 ¨ ¨ ¨ wm´1 v,
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K. Causal Models

with u1, wm´1 P D “ PaGpvq. Then the following walk:

A1 Q w0 ¨ ¨ ¨ wm´1 v u1 ¨ ¨ ¨ uk P J Y B1,

is a pC 1 9Y tvuq-open walk from A1 to J Y B1, in contradiction to:

A1
σ

K
GpV | dopJqq

J Y B1 |C 1 9Y tvu.

So the claim:

A1 9Y tvu
σ

K
GpV |dopJqq

J Y B1 |C 1 _ A1
σ

K
GpV | dopJqq

J Y pB1 9Y tvuq |C 1,

must be true. So we reduced case C. to case A. or case B., which then imply:

XA1, Xv KK
PpXV |dopXJ qq

XB1 |XC1 _ XA1 KK
PpXV |dopXJ qq

XB1, Xv |XC1.

If we apply Left Weak Union E.8 to the left and Right Weak Union E.11 to the right we
get:

XA1 KK
PpXV |dopXJ qq

XB1 |XC1, Xv,

which - as before - implies:
XA KK

PpXV | dopXJ qq
XB |XC .

This shows the claim in case C.

Remark J.2. 1. Note that we only needed to use Left Weak Union E.8 for nodes
tvu Y A1, which were in V . So no assumptions about standard measurable spaces
for Xj, j P J , were needed.

2. All results would also hold under the weaker assumptions where all measurable maps
are replaced by universally measurable maps, all countably generated measurable
spaces by universally (countably) generated ones and all standard measurable spaces
by universal measurable spaces. Analytic versions would also be possible.

K. Causal Models

K.1. Causal Bayesian Networks - More General

We deviate here from the Section 6.1 of the main paper a bit and give here a slightly more
general definition of causal Bayesian networks that allow, besides input variables, also
for latent variables. The reason is that we want to demonstrate how the correspondence
of operations on graphs and operations on causal Bayesian networks, like interventions,
marginalizations, etc., immediately implies the global Markov property, Theorem 6.3
and Appendix J, for such more general cases.
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K. Causal Models

Definition K.1 (Causal Bayesian network). A causal Bayesian network (CBN) M con-
sists of:

1. finite pairwise disjoint index sets: J , V , U ,

corresponding to (non-stochastic) input variables Xj, j P J , (stochastic) observed
output variables Xv, v P V , and stochastic unobserved/latent output variables Xu,
u P U .

2. a conditional directed acyclic graph (CDAG): G “ GpU 9Y V | dopJqq “ pJ, U 9Y V,E,Hq,

i.e. an acyclic CDMG without bi-directed edges: L “ H,

3. a measurable space Xv for every v P J 9YU 9YV , where Xv is standard7 if v P U 9YV ,

4. a Markov kernel, suggestively written as: Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯

:

XPaGpvq 99K Xv,

pA, xPaGpvqq ÞÑ Pv

´

Xv P A
ˇ

ˇ

ˇ
do

`

XPaGpvq “ xPaGpvq

˘

¯

,

for every v P U 9Y V , where we write for D Ď J 9YU 9Y V :

XD :“
ź

vPD

Xv, XH :“ ˚ “ t˚u,

XD :“ pXvqvPD, XH :“ ˚,

xD :“ pxvqvPD, xH :“ ˚.

By abuse of notation, we denote the causal Bayesian network as:

MpU, V | dopJqq “
´

GpU 9YV | dopJqq,
´

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯¯

vPU 9YV

¯

Definition K.2. Let M “ MpU, V | dopJqq be a CBN.

1. We write the marginal CDMG of G “ GpU 9YV | dopJqq, where the latent nodes
U are marginalized out, as GpV | dopJqq “ pJ, V, E, Lq, which now might have bi-
directed edges.

2. The CBN M comes with the joint Markov kernel:

PpXU , XV | dopXJqq : XJ 99K XU 9YV ,

given by:

PpXU , XV | dopXJqq :“
ą
â

vPU 9YV

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯

,

7We could also work under the weaker assumption of universal measurable spaces if we would replace
all mentionings of measurability with the weaker notion of universal measurability.
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K. Causal Models

where the product b is taken in reverse order of a fixed topological order ă, i.e.
parents proceed children variables. Note that by remark 2.8 about associativity and
(restricted) commutativity of the product the joint Markov kernels does actually
not depend on the topological order.

3. The marginal Markov kernel P pXV | do pXJqq is called the observational Markov
kernel of M.

K.2. Operations on Causal Bayesian Networks

Definition K.3 (Hard interventions on CBNs). Let M “ MpU, V | dopJqq be a CBN
and W Ď J Y V . Then the hard interventional causal Bayesian network intervened on
W is given by: MpU, V zW | dopJ Y W qq :“

ˆ

GpU 9YV zW | dopJ Y W qq,
´

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯¯

vPU 9YV zW

˙

.

It then comes with joint Markov kernel:

P

´

XU , XV zW

ˇ

ˇ

ˇ
do pXJYW q

¯

“
ą
â

vPU 9YV zW

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯

.

Definition K.4 (Marginalizing CBNs). Let M “ MpU, V | dopJqq be a CBN and W Ď
V . Then the marginal causal Bayesian network, where W is marginalized out, is given
by: MpU 9YW,V zW | dopJqq :“

´

GpU 9Y V | dopJqq,
´

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯¯

vPU 9YV

¯

,

with the only difference that nodes from W are moved from V to U , i.e. are declared
latent. It then comes with the (same) joint Markov kernel:

P
´

XU 9YW , XV zW

ˇ

ˇ

ˇ
do pXJq

¯

“
ą
â

vPU 9YV

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯

,

but with the marginalized CDMG as marginal CDMG: GpV zW | dopJqq, and the marginal-
ized Markov kernel as marginal Markov kernel: PpXV zW | dopXJqq.

Remark K.5 (Modelling soft interventions). If we wanted to model soft interven-
tions onto some variables given by index set W in a CBN MpU, V | dopJqq with CDMG
G “ GpU 9YV | dopJqq we would introduce soft intervention variables XIw for each w P W
and then model the effect of the variable XIw onto Xw together with its “natural” causes
XPaGpwq. This would result in specifying a Markov kernel PpXw| dopXPaGpwq, XIwqq for
each w P W and leave the Markov kernels PpXv| dopXPaGpvqqq for all other variables
the same. This then would constitute a new CBN MpU, V | dopJ, IW qq with CDMG
GpU 9Y V | dopJ, IW qq.
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Example K.6 (Modelling hard interventions as soft interventions). If we now wanted to
model hard interventions in a CBN MpU, V | dopJqq on variables corresponding to W P V
as soft interventions we would define for w P W :

1. XIw :“ Xw 9Y t‹u with a new symbol ‹ that represents “no intervention”,

2. Markov kernels: PpXw P A| dopXPaGpwq “ xPaGpwq, XIw “ xIwqq :“

"

PpXw P A| dopXPaGpwq “ xPaGpwqqq if xIw “ ‹,

δpXw P A|Xw “ xIwq “ 1ApxIwq if xIw P Xw.

This then defines a CBN MpU, V | dopJ, IW qq with CDMG GpU 9YV | dopJ, IW qq.

K.3. Global Markov Property for More General Causal Models

Here we now extend the global Markov property from causal Baysian networks with
input nodes but without latent variables, see Theorem 6.3 and Appendix J, to causal
Bayesian networks with both, input variables and latent variables. We also shortly
discuss and indicate how one could even go beyond and use the results and techniques
from this paper to prove a global Markov property based on transitional conditional
independence for, say, structural causal models with input variables, latent variables,
variables introducing selection bias and that also allows for (negative) feedback cycles.

Theorem K.7 (Global Markov property for causal Bayesian networks). Consider a
causal Bayesian network MpU, V | dopJqq with marginal CADMG: GpV | dopJqq, and
observational Markov kernel: PpXV | dopXJqq. Then for all A,B,C Ď J 9Y V (not-
necessarily disjoint) we have the implication:

A
σ

K
GpV | dopJqq

B |C ùñ XA KK
PpXV | dopXJ qq

XB |XC .

Recall that we have - per definition - an implicit dependence on J , XJ , resp., in the
second argument on each side.

Proof. Because σ-separation is preserved under marginalization we have the equivalence:

A
σ

K
GpV |dopJqq

B |C ðñ A
σ

K
GpU 9YV |dopJqq

B |C.

Note that the CBN MpU, V | dopJqq can mathematically also be considered as the CBN
MpH, U 9Y V | dopJqq, where all latent variables are treated like observed ones. Then
the global Markov property for MpH, U 9YV | dopJqq, proven in Appendix J, implies the
mentioned transitional conditional independence:

A
σ

K
GpU 9YV | dopJqq

B |C ùñ XA KK
PpXV |dopXJ qq

XB |XC .

For this note that the CBN MpH, U 9Y V | dopJqq has the same graph GpU 9YV | dopJqq
as the original CBN MpU, V | dopJqq.
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Remark K.8. The above proof technique would work similarly if we would include an-
other set of nodes S and variables XS, representing selection bias. Then we would get
a graph that we could denote with GpV |S, dopJqq, either representing S directly or al-
lowing for undirected edges. An extension of σ-separation would then be adjusted, see
e.g. [FM18,FM20,BFPM21], such that:

A
σ

K
GpV |S,dopJqq

B |C ðñ A
σ

K
GpU 9YV 9YS|dopJqq

B |S Y C.

Then we could just directly apply the proven global Markov property to the right hand
side and we would be done:

A
σ

K
GpU 9YV 9YS|dopJqq

B |S Y C ùñ XA KK
PpXV ,XS |dopXJ qq

XB |XS, XC .

One could even go further and allow for input, latent, selection variables and cycles in a
notion of structural causal models (SCM), e.g. see again [FM18,FM20,BFPM21], since
the compatibility conditions for such cyclic SCM lead for every interventional setting to
an acyclic resolution and we would get:

A
σ

K
GpV |S,dopJqq

B |C ðñ A
σ

K
GacypU 9YV 9YS|dopJqq

B |S Y C.

Again the proven global Markov property would apply to the right hand side:

A
σ

K
GacypU 9YV 9YS|dopJqq

B |S Y C ùñ XA KK
PpXV ,XS |dopXJ qq

XJ , XB |XS, XC ,

showing the global Markov property based on transitional conditional independence even
for such general cases.

K.4. Causal/Do-Calculus

In this section we will prove the 3 main rules of do-calculus, see [Pea09,Pea93a,Pea93b,
FM20]. for causal Bayesian networks (CBN) that allow for input variables and latent
variables. We will demonstrate how the use of transitional conditional independence
circumvents the usual measure-theoretic problems of matching functions/densities on
null-sets, etc. Such questions were investigated e.g. also in [GR01]. First recall the
following.

Remark K.9 (Marginal conditional interventional Markov kernels). Consider a causal
Bayesian network:

MpU, V | dopJqq “
´

G “ GpU 9YV | dopJqq,
´

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯¯

vPU 9YV

¯

,

ă a fixed topological order for G. For any disjoint subsets D Ď J Y V , W Ď V we then

have the hard and soft interventional Markov kernel P
´

XU , XV zD

ˇ

ˇ

ˇ
do pXDYJ , XIW q

¯

“

ą
â

vPU 9YV zpDYW q

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯

bą
ą
â

vPW

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq, XIv

˘

¯

,
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where we reorder all factors in reverse order of ă, see Section K.2. If, furthermore,
A,B Ď J Y V then we can extend, marginalize and condition to get the marginal condi-
tional interventional Markov kernels, see Sections 2.2, 2.7:

P

´

XA

ˇ

ˇ

ˇ
XB, do pXDYJ , XIW q

¯

,

which are unique up to P
´

XB

ˇ

ˇ

ˇ
do pXDYJ , XIW q

¯

-null set. These are related to each other

by the graphical structure of the CDMG GpV | dopJ, IW qq as we will see next.

We now prove the do-calculus rules, see [Pea09], for causal Bayesian networks, which
were most of the time proposed and proven only for discrete spaces, but postulated
for arbitrary ones. Even when densities were used the measure theoretical difficulties
coming from dealing with the null-sets were typically ignored. Here we want to resolve
these problems by making use of the our strong version of the global Markov property
for causal Bayesian networks, Thereom K.7, in combination with transitional conditional
independence, Definition 3.1. It turns out the occuring Markov kernels will automatically
aline all the null sets.

Corollary K.10 (Do-calculus). Consider a causal Bayesian network:

MpU, V | dopJqq “
´

G “ GpU 9YV | dopJqq,
´

Pv

´

Xv

ˇ

ˇ

ˇ
do

`

XPaGpvq

˘

¯¯

vPU 9YV

¯

,

Let A,B,C Ď V and D Ď JYV . For simplicity, we assume that A,B,C,D are pairwise
disjoint. Then we have the following rules relating marginal conditional interventional
Markov kernels to each other. Note that for a more suggestive notation we reorder the
conditioning and do-parts in the Markov kernels arbitrarily.

1. Insertion/deletion of observation: If we have:

A
σ

K
GpV zD|dopDYJqq

B |C 9YD,

then there exists a Markov kernel:

P
`

XA|✟✟XB, XC , dopXD,✟✟✟XJzDq
˘

: XC ˆ XD 99K XA

that is a version of:
P pXA|XB̃, XC , dopXDYJqq ,

for every subset B̃ Ď B simultaneously. Such a Markov kernel is unique up to
P pXC | dopXDYJqq-null set. In particular and in short we could write:

P pXA|XB, XC , dopXDqq “ P pXA|XC , dopXDqq .
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2. Action/observation exchange: If we have:

A
σ

K
GpV zD|dopDYJ,IBqq

IB |B 9YC 9YD,

then there exists a Markov kernel:

P
`

XA|✚✚dopXBq, XC , dopXD,✟✟✟XJzDq
˘

: XB ˆ XC ˆ XD 99K XA

that is a version of:

P pXA|XB1
, dopXB2

q, XC , dopXDYJqq ,

for every disjoint decomposition: B “ B1 9YB2, simultaneously. Such a Markov
kernel is unique up to P pXB 9YC | dopXDYJ , XIBqq-null set. In particular and in
short we could write:

P pXA| dopXBq, XC , dopXDqq “ P pXA|XB, XC , dopXDqq .

3. Insertion/deletion of action: If we have:

A
σ

K
GpV zD|dopDYJ,IBqq

IB |C 9YD,

then there exists a Markov kernel:

P
`

XA|✘✘✘✘✘dopXBq, XC, dopXD,✟✟✟XJzDq
˘

: XC ˆ XD 99K XA

that is a version of:
P pXA| dopXB̃q, XC , dopXDYJqq

for every subset B̃ Ď B simultaneously. Such a Markov kernel is unique up to
P pXC | dopXDYJ , XIBqq-null set. In particular and in short we could write:

P pXA| dopXBq, XC , dopXDqq “ P pXA|XC , dopXDqq .

Proof. We make use of the global Markov property (GMP), theorem K.7.

Point 1.) The assumption:

A
σ

K
GpV zD|dopDYJqq

B |C 9YD,

implies the following transitional conditional independence by the global Markov prop-
erty K.7:

XA KK
PpXV |dopXDYJqq

XB |XC , XD.
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So we get the following factorization:

P pXA, XB, XC , XD| dopXDYJqq “ QpXA|XC , XDq b P pXB, XC, XD| dopXDYJqq ,

for some Markov kernel QpXA|XC , XDq. If we marginalize out the deterministic variables
XD we get:

P pXA, XB, XC | dopXDYJqq “ QpXA|XC , XDq b P pXB, XC| dopXDYJqq .

Clearly QpXA|XC , XDq serves here as a regular version of the conditional Markov kernel:

P pXA|XB, XC , dopXDYJqq .

If we marginalize out XB1
for any decomposition B “ B1 9YB2 in the above factorization

we also get:

P pXA, XC , XB2
| dopXDYJqq “ QpXA|XC , XDq b P pXC , XB2

| dopXDYJqq ,

showing that QpXA|XC , XDq is also a version of:

P pXA|XB2
, XC, dopXDYJqq .

In particular, this holds for B2 “ H. This shows point 1.

Point 2.) The assumption:

A
σ

K
GpV zD|dopDYJ,IBqq

IB |B 9YC 9YD,

implies the following transitional conditional independence by the global Markov prop-
erty K.7:

XA KK
PpXV | dopXDYJ ,XIB

qq
XIB |XB, XC , XD.

As before, we get the following factorization:

P pXA, XB, XC | dopXDYJ , XIBqq “ QpXA|XB, XC , XDq b P pXB, XC | dopXDYJ , XIBqq ,

for some Markov kernel QpXA|XB, XC , XDq. This then serves as a version of a regular
conditional Markov kernel for:

P pXA|XB, XC , dopXDYJ , XIBqq ,

and which is independent of XIB .
We can now look at the different input values for any decomposition: B “ B1 9YB2. For
this we put: XIB1

“ xB1
P XB1

and XIB2
“ ‹ “ p‹qvPB2

. This implies:

P pXA, XB, XC | dopXDYJ , XB1
“ xB1

qq

“ P
`

XA, XB, XC | dopXDYJ , XIB1
“ xB1

, XIB2
“ ‹q

˘

“ QpXA|XB, XC , XDq b P
`

XB, XC | dopXDYJ , XIB1
“ xB1

, XIB2
“ ‹q

˘

,

“ QpXA|XB, XC , XDq b P pXB, XC | dopXDYJ , XB1
“ xB1

qq .
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So we get:

P pXA, XB, XC| dopXDYJ , XB1
qq “ QpXA|XB, XC , XDq b P pXB, XC | dopXDYJ , XB1

qq ,

where we can further marginalize out the deterministic XB1
to get:

P pXA, XB2
, XC | dopXDYJ , XB1

qq “ QpXA|XB, XC , XDq bP pXB2
, XC | dopXDYJ , XB1

qq .

This implies that QpXA|XB, XC , XDq is a regular version of the conditional Markov
kernel:

P pXA|XB2
, XC , dopXDYJ , XB1

qq ,

for every decomposition: B “ B1 9YB2, simultaneously, in particular for the two cases
B1 “ H and B1 “ B. This shows point 2.

Point 3.) The assumption:

A
σ

K
GpV zD|dopDYJ,IBqq

IB |C 9YD,

implies the transitional conditional independence by the global Markov property K.7:

XA KK
PpXV |dopXDYJ ,XIB

qq
XIB |XC , XD.

So we have the following factorization:

P pXA, XC | dopXDYJ , XIBqq “ QpXA|XC , XDq b P pXC | dopXDYJ , XIBqq ,

for some Markov kernel QpXA|XC , XDq, which serves as a regular version of the condi-
tional Markov kernel:

P pXA|XC , dopXDYJ , XIBqq ,

and which is independent of XIB .
We can now look at the different input values for any decomposition: B “ B1 9YB2. For
this we put: XIB1

“ xB1
P XB1

and XIB2
“ ‹ “ p‹qvPB2

. This implies:

P pXA, XC | dopXDYJ , XB1
“ xB1

qq

“ P
`

XA, XC | dopXDYJ , XIB1
“ xB1

, XIB2
“ ‹q

˘

“ QpXA|XC , XDq b P
`

XC | dopXDYJ , XIB1
“ xB1

, XIB2
“ ‹q

˘

,

“ QpXA|XC , XDq b P pXC | dopXDYJ , XB1
“ xB1

qq .

So we get:

P pXA, XC | dopXDYJ , XB1
qq “ QpXA|XC , XDq b P pXC | dopXDYJ , XB1

qq ,

which shows that QpXA|XC , XDq is a regular version of the conditional Markov kernel:

P pXA|XC , dopXDYJ , XB1
qq

for every decomposition: B “ B1 9YB2, simultaneously, in particular for the two corner
cases: B1 “ H and B1 “ B. This shows point 3.
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Remark K.11. 1. Please note in Corollary K.10 how the null sets are handled. By
having one Markov kernel that serves as versions for all mentioned conditional
interventional Markov kernels at once circumvents the problem of having differ-
ent versions and then trying to simultaneously match them by changing them on
families of compatible null sets.

2. The 3 do-calculus rules, Corollary K.10, follow directly from the global Markov
property, Theorem K.7.

3. Slightly more general rules can be derived from the global Markov property Theorem
K.7 without the assumption of disjointness of A,B,C,D and by combining such
graphical separation criteria. This will become less suggestive and readable though.

4. In the 3 rules of do-calculus in Corollary K.10 we were not restricted to assume
that D contains J or is disjoint from it. This is thanks to the Definition 3.1 of
transitional conditional independence, which will automatically provide the cor-
rect Markov kernel. This is in contrast to e.g. [FM20], where a weaker version
of extended conditional independence was used. The strategy there was to first
construct a suitable Markov kernel, case by case, before checking the conditional
independence. For this they needed to make the restrictive assumption that J Ď D.

K.5. Backdoor Covariate Adjustment Formula

Here we will restate the well-known backdoor covariate adjustment rules for causal
Bayesian networks, see [Pea93a,Pea93b,Pea09,FM20], which were usually only stated for
discrete spaces and probability distributions. Here we want to show how this rule works
out in the general measure theoretic setting and highlight how the difficulties of matching
occurring Markov kernels are addressed. We are not aiming at finding new adjustment
rules, for extensions we refer to: [BTP14,PP14,SVR10,PTKM15,CB17,FM20]. For the
identification of causal effects we refer to: [Pea09,GP95,Tia02,TP02,Tia04,SP06,HV06,
HV08,RERS17,FM20].

Corollary K.12 (Conditional backdoor covariate adjustment formula). Consider a
causal Bayesian network:

MpU, V | dopJqq “
´

GpU 9Y V | dopJqq,
´

Pv

´

Xv

ˇ

ˇ

ˇ
do

´

X
PaG

`
pvq

¯¯¯

vPU 9YV

¯

.

Consider A,B,C, F Ď V and D Ď J YV with J Ď D that are pairwise disjoint. Assume
that the conditional backdoor criterion in the CDGM GpV zD| dopD, IBqq holds:

1. F
σ

K
GpV zD|dopD,IBqq

IB |pC Y Dq, and:

2. A
σ

K
GpV zD|dopD,IBqq

IB |pB Y F Y C Y Dq.

136



L. Comparison to Other Notions of Conditional Independence

Then there exists a Markov kernel:

PpXA|XF , XC ,✚✚dopXBq, dopXDqq

that simultaneously is a regular version of:

PpXA|XF , XC , dopXB, XDqq and PpXA|XF , XC , XB, dopXDqq;

and there exists a Markov kernel:

PpXF |XC ,✘✘✘✘✘dopXBq, dopXDqq

that simultaneously is a regular version of:

PpXF |XC , dopXB, XDqq and PpXF |XC , dopXDqq.

Furthermore, their composition:

PpXA|XF , XC ,✚✚dopXBq, dopXDqq ˝ PpXF |XC ,✘✘✘✘✘dopXBq, dopXDqq,

is then a version of: PpXA|XC , dopXB, XDqq.

Remark K.13. 1. The proof of Corollary K.12 goes along the same lines as Rule 2
and Rule 3 in Corollary K.10.

2. The meaning of the backdoor covariate adjustment criterion in Corollary K.12 is
that when one wants to estimate the (conditional) causal effect PpXA| dopXBqq, for
simplicity we use C “ D “ H, and one has a set of measured covariates/features
XF of the data that shields off XA from “backdoor” common confounders of XA

and XB then one can estimate the causal effect PpXA| dopXBqq by only using ob-
servational data from PpXF q and PpXA|XF , XBq.

L. Comparison to Other Notions of Conditional

Independence

In this section we want to look at other notions of conditional independence and compare
them to transitional conditional independence.

Recall that for transition probability space pW ˆ T ,KpW |T qq and transitional random
variables X : W ˆ T 99K X and Y : W ˆ T 99K Y and Z : W ˆ T 99K Z with joint
Markov kernel:

KpX, Y, Z|T q :“ pXpX|W,T q b YpY |W,T q b ZpZ|W,T qq ˝ KpW |T q,

we define the transitional conditional independence of X from Y given Z:

X KK
KpW |T q

Y |Z : ðñ DQpX|Zq : KpX, Y, Z|T q “ QpX|Zq b KpY, Z|T q.
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L.1. Variation Conditional Independence

We follow [CD17a,Daw01b] and their supplementary material [CD17b] to review varia-
tion conditional independence and then comment on some possible generalizations.

For this let W be a set and X : W Ñ X , Y : W Ñ Y , Z : W Ñ Z, U : W Ñ U be
maps.

Notation L.1 (See [CD17a] §2.2). We define:

RpXq :“ XpWq “ tXpwq |w P Wu P 2X ,

and for z P Z:

RpX|Z “ zq :“ X
`

Z´1pzq
˘

“ tXpwq |w P W, Zpwq “ zu P 2X .

We then define the map:

RpX|Zq : Z Ñ 2X , z ÞÑ RpX|Z “ zq.

In this sense we then can also make sense of:

RpX, Y |Z, Uq : Z ˆ U Ñ 2XˆY ,

pz, uq ÞÑ RpX, Y |Z “ z, U “ uq :“ tpXpwq, Y pwqq |w P W, Zpwq “ z, Upwq “ uu.

Definition L.2 (Variation conditional independence). We will say that X is variation
conditionally independent of Y given Z if:

@py, zq P RpY, Zq : RpX|Y “ y, Z “ zq “ RpX|Z “ zq.

In symbols we will write then:
X KK

v
Y |Z.

Notation L.3. We will write:
X Àv Y

if there exists a map ϕ : Y Ñ X such that ϕ ˝ Y “ X. Note that we use a slightly
simpler, but equivalent relation, than [CD17a] §2.2, Prop. 2.6.

Remark L.4 (See [CD17a] Thm. 2.7., [CD17b]). The ternary relation KKv together with
Àv and X _ Y :“ pX, Y q is a (symmetric) separoid.

Remark L.5. The relation between variation conditional independence and stochastic
conditional independence for random variables seems rather on the structural side, i.e.
both follow similar functorial relations. In short, if one wants to go from variation to
stochastic conditional independence one could start by replacing 2X with PpX q and maps
with measurable maps, etc. Then maps Z Ñ 2X become measurable maps Z Ñ PpX q,
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L. Comparison to Other Notions of Conditional Independence

which are nothing else but Markov kernels, reflecting the approach we went down for tran-
sitional conditional independence. So RpX, Y, Zq can be represented as the (constant)
map:

RpX, Y, Zq : ˚ Ñ 2XˆYˆZ , ˚ ÞÑ RpX, Y, Zq.

where ˚ “ t˚u is the one-point space. We also have the “marginal”:

RpY, Zq : ˚ Ñ 2YˆZ , ˚ ÞÑ RpY, Zq “ prYˆZ pRpX, Y, Zqq ,

which is received by ignoring the X-entries.
It is then easily seen that we have: X KKv Y |Z iff there exists a map:

QpX|Zq : Z Ñ 2X ,

such that:
RpX, Y, Zq “ QpX|Zq bv RpY, Zq,

where we put:

QpX|Zq bv RpY, Zq :“
ď

py,zqPRpY,Zq

ď

xPQpX|Z“zq

tpx, y, zqu.

Example L.6. We can now apply the above to X, Y, Z with common domain W ˆ T

and T : W ˆ T the canonical projection map. Then we get:

X KK
v,T
Y |Z

: ðñ X KK
v
T, Y |Z

ðñ DQpX|Zq : Z Ñ 2X : RpX, Y, Z|T q “ QpX|Zq bv RpY, Z|T q,

where we again now have:

RpX, Y, Z|T “ tq “ tpx, y, zq | Dw P W : Xpw, tq “ x, Y pw, tq “ y, Zpw, tq “ zu.

This shows the close formal relationship between variation conditional independence and
transitional conditional independence. It then follows from Remark L.4 and the general
theory in Appendix A with Theorem A.11 that KKv,T forms a T -˚-separoid.

It seems, more generally, that one can formulate a (transitional) conditional indepen-
dence relation in any monad with products and some extra structure. We leave this for
future research.

L.2. Transitional Conditional Independence for Random
Variables

If we wanted to re-define the notion of independent random variables X and Y on a
probability space pW,PpW qq we would have a hard time coming up with something else
than the classical definition of:

PpX, Y q “ PpXq b PpY q, (22)
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where PpXq and PpY q are the marginals. This is in contrast to conditionally independent
random variables X and Y given a third Z, where many nuances can play a role. For
instance, the direct analogon to relation 22 would read like:

PpX, Y |Zq “ PpX|Zq b PpY |Zq PpZq-a.s. (23)

The problem with definition 23 is that the conditional probability distributions, like
PpX, Y |Zq, may not exist on general measurable spaces X , Y , Z, in contrast to the
marginals PpXq, PpY q in equation 22. This then forces one to restrict oneself to only
work with measurable spaces where regular conditional probability distributions exist,
like standard measurable spaces. But even if the existence were guaranteed, they would
only be unique up to some null sets. One then either ends up with a notion of conditional
independence that would depend on the choices made or, as the better alternative, one
would work with almost-sure equations like we already indicated in equation 23.
If one wanted to work with more general measurable spaces one could demand that
equation 23 only holds for every A P BX and B P BY individually. Furthermore, one then
could replace PpX P A, Y P B|Zq with conditional expectations Er1ApXq ¨ 1BpY q|Zs,
etc., which exist on all measurable spaces. One then arrives at the most general and
weak form of conditional independence for random variables:

@A P BX @B P BY : Er1ApXq ¨ 1BpY q|Zs “ Er1ApXq|Zs ¨ Er1BpY q|Zs PpW q-a.s.,
(24)

which can, equivalently, but more compactly, also be written as:

@A P BX : Er1ApXq|Y, Zs “ Er1ApXq|Zs PpW q-a.s. (25)

We will use the following symbols for weak conditional independence:

X
ω

KK
PpW q

Y |Z.

Furthermore, if we used definition 24 or 25 on standard measurable spaces, where reg-
ular conditional probability distributions like PpX, Y |Zq exist, the equation 23 would
automatically be implied. So the equations 24 or 25 seem to be the way to go, as one
does not need to bother with existence questions, and when existence is secured the
above versions are equivalent anyways. The only downside is that this definition does
not provide one with a meaningful factorization. Furthermore, the conditional expecta-
tions, like Er1ApXq|Zs, are only defined for each event A separately and thus might not
be countably additive in A. So we are not given an object like a conditional distribution
that we could use to further work with.
In contrast, our definition of transitional conditional independence X KKPpW q Y |Z, when
restricted to random variables, would read like:

DPpX|Zq : PpX, Y, Zq “ PpX|Zq b PpY, Zq, (26)
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where clearly PpX|Zq would be a regular conditional probability distribution of X given
Z. So the existence of one of the regular conditional probability distributions PpX|Zq
and a proper factorization of the joint distribution are directly built into the definition
of transitional conditional independence. This makes this notion also meaningful for
general measurable spaces, with the tendency that random variables are declared con-
ditional dependent if such a regular conditional probability distribution does not even
exist. Certainly, all three definitions 26, 25, 23 are equivalent on standard measurable
spaces. Note that transitional conditional independence 26 is asymmetric in nature,
which at this level might look like a flaw, but which allows one to generalize the defi-
nition of transitional conditional independence to transitional random variables, where
dependencies are asymmetric from the start.

L.3. Transitional Conditional Independence for Deterministic
Variables

Theorem L.7 (Transitional conditional independence for deterministic variables). Let
F : T Ñ F and H : T Ñ H be measurable maps with F standard. We now consider
them as (deterministic) transitional random variables on the transition probability space
pW ˆ T ,KpW |T qq. Let Y : W ˆ T 99K Y be another transitional random variable.
Then the following statements are equivalent:

1. F KK
KpW |T q

Y |H.

2. There exists a measurable function ϕ : H Ñ F such that F “ ϕ ˝ H.

Proof. “ðù”: This direction follows from Left Redundancy E.3.
“ ùñ ”: Since F and H are deterministic and only dependent on T we get that:

KpF, Y,H |T q “ δpF |T q b δpH |T q b KpY |T q.

By the conditional independence we now have a Markov kernel QpF |Hq such that we
have the factorization:

KpF, Y,H |T q “ QpF |Hq b KpY,H |T q “ QpF |Hq b δpH |T q b KpY |T q.

Marginalizing out Y , H and taking T “ t we get from these equations:

δF ptq “ δpF |T “ tq “ QpF |Hptqq,

which is a Dirac measure centered at F ptq. We can now define the mapping:

ϕ : HpT q Ñ F , Hptq ÞÑ F ptq,

which is well-defined, because h :“ Hpt1q “ Hpt2q implies that QpF |H “ hq is a Dirac
measure centered at F pt1q and F pt2q. Since BF separates points (F is standard) we get:
F pt1q “ F pt2q. ϕ is measurable. Indeed, its composition with δ : F Ñ PpFq, z ÞÑ δz
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equals QpF |Hq, which is measurable. Since BF “ δ˚BPpFq, see Lemma B.35, also ϕ

is measurable. Since F is a standard measurable space, ϕ extends to a measurable
mapping ϕ : H Ñ F by Kuratowski’s extension theorem for standard measurable spaces
(see [Kec95] 12.2 and Theorem B.50). Finally, note that we have F ptq “ ϕpHptqq for all
pw, tq P W ˆ T , which shows the claim.

T
F //

H

��

F� _

δ

��
H

Q
//

Dϕ
<<
②
②
②
②
②
②
②
②
②

PpFq

Remark L.8. Note that the proof of Theorem L.7 also works for universal measurable
spaces F if one replaces measurability with universal measurability everywhere. One then
needs to use Kuratowski’s extension theorem for univeral measurable spaces, Theorem
B.52.

L.4. Equivalent Formulations of Transitional Conditional
Independence

Our groundwork of developing the framework of transition probability spaces, transi-
tional random variables and transitional conditional independence now allows us to rig-
orously compare different notions of extended conditional indpendence in the literature.
We will compare to three of them, namely the one from [CD17a,RERS17,FM20].

To relate transitional conditional independence to other notion of conditional inde-
pendence it is useful to reformulate transitional conditional independence in other terms.
The main result for this will be the next theorem.

Theorem L.9. Let pW ˆ T ,KpW |T qq be a transition probability space and X : W ˆ
T 99K X and Y : W ˆ T 99K Y and Z : W ˆ T 99K Z transitional random variables.
We put:

KpX, Y, Z|T q :“ pXpX|W,T q b YpY |W,T q b ZpZ|W,T qq ˝ KpW |T q,

We will write KpX|Z,��T q for a fixed version of the Markov kernel appearing in the con-
ditional independence XKKKpW |T q δ˚ |Z (only in case it holds).
With these notations, the following are equivalent:

1. X KK
KpW |T q

Y |Z,

2. X KK
KpW |T q

T b Y |Z,

3. X KK
KpW |T q

δ˚ |Z and KpX, Y, Z|T q “ KpX|Z,��T q b KpY, Z|T q.
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4. X À˚
K Z and for every t P T we have: Xt

ω

KK
KpX,Y,Z|T“tq

Yt |Zt (in the weak sense).

Furthermore, any of those points implies the following:

5. For every probability distribution QpT q P PpT q we have the conditional indepen-
dence:

X KK
KpW |T qbQpT q

T b Y |Z.

Proof. 3. ùñ 1. is clear by definition.
1. ùñ 2.: by T-Inverted Right Decomposition E.7.
2. ùñ 4.,5.: By assumption we have the factorization:

KpX, Y, Z, T |T q “ KpX|Zq b KpY, Z, T |T q,

for some Markov kernel KpX|Zq. Via marginalization and multiplication this implies
the two equations:

KpX,Z, T |T q “ KpX|Zq b KpZ, T |T q,

KpX, Y, Z|T q b QpT q
l jh n

“:QpX,Y,Z,T q

“ KpX|Zq b KpY, Z|T q b QpT q
l jh n

“QpY,Z,T q

,

for every QpT q P PpT q. The last equation shows 5.
If we take QpT q “ δt we get:

KpX, Y, Z|T “ tq “ KpX|Zq b KpY, Z|T “ tq.

Together with the first of the above equations this shows 4.
4. ùñ 3.: By X À˚

K Z we have a factorization:

KpX,Z|T q “ PpX|Zq b KpZ|T q.

This means that for every t P T and every measurable A Ď X , C Ď Z we have:

Et r1ApXtq ¨ 1CpZtqs “ Et rPpX P A|Ztq ¨ 1CpZtqs ,

where the expectation Et is w.r.t. KpX, Y, Z|T “ tq. This shows that PpX P A|Ztq
is a version of Etr1ApXtq|Zts for every t P T , by the defining properties of conditional
expectation.
By the assumption Xt KKω

KpX,Y,Z|T“tq Yt |Zt we then have for every fixed t P T and mea-
surable A Ď X :

Etr1ApXtq|Yt, Zts “ Etr1ApXtq|Zts “ PpX P A|Ztq KpX, Y, Z|T “ tq-a.s.

By the defining properties of conditional expectation for Etr1ApXtq|Yt, Zts we then get
that for every measurable A Ď X , B Ď Y , C Ď Z:

Et r1ApXtq ¨ 1BpYtq ¨ 1CpZtqs “ Et rPpX P A|Ztq ¨ 1BpYtq ¨ 1CpZtqs .
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Since this holds for every t P T we get:

KpX, Y, Z|T q “ PpX|Zq b KpY, Z|T q,

which shows the claim.

Corollary L.10. If X is standard and Z countably generated (e.g. also standard) then
we have the equivalence:

X KK
KpW |T q

Y |Z b T ðñ @t P T : Xt KK
KpX,Y,Z|T“tq

Yt |Zt.

Proof. This directly follows from Theorem L.9 4. with pZ, T q in the role of Z and Remark
3.6 to get the first part of 4.

L.5. The Extended Conditional Independence

We shortly review the definition of extended conditional independence introduced in
[CD17a].

Definition L.11 (Extendend conditional independence, see [CD17a] Def. 3.2). Let W
and T be measurable spaces and E “ pPtpW qqtPT be a family of probability measures on
W. Let X, Y, Z be measurable maps on W and Φ,Θ measurable maps on T such that
the joint map pΦ,Θq is injective. For these cases extended conditional independence
was defined as:

X KK
E

pY,Θq |pZ,Φq

if for all φ P ΦpT q and all real bounded measurable h there exists a function gh,φ such
that for all t P Φ´1pφq we have that:

Et rhpXq|Y, Zss “ gh,φpZq PtpW q-a.s.,

where the conditional expectation Et is w.r.t. PtpW q.

We now show that when pY,Θq and pZ,Φq are considered as transitional random
variables on transition probability space pW ˆ T ,PpW |T qq, where we put PpW |T “
tq :“ PtpW q, then transitional conditional independence implies extended conditional
independence.

Lemma L.12. We have the implication:

X KK
PpW |T q

pY,Θq |pZ,Φq ùñ X KK
E

pY,Θq |pZ,Φq.

Proof. Indeed, by the assumption we get a Markov kernel QpX|Z,Φq such that:

PpX, Y,Θ, Z,Φ|T q “ QpX|Z,Φq b PpY,Θ, Z,Φ|T q

“ QpX|Z,Φq b δpΘ|T q b δpΦ|T q b PpY, Z|T q.

144



L. Comparison to Other Notions of Conditional Independence

Marginalizing out Θ and Φ gives:

PpX, Y, Z|T “ tq “ QpX|Z,Φ “ Φptqq b PpY, Z|T “ tq.

For any φ and function h we then define:

gh,φpzq :“

ż

X

hpxqQpX P dx|Z “ z,Φ “ φq.

Then for each t P Φ´1pφq and B P BY and C P BZ we get:

ż

C

ż

B

ż

X

hpxqPpX P dx, Y P dy, Z P dz|T “ tq

“

ż

C

ż

B

ż

X

hpxqQpX P dx|Z “ z,Φ “ ΦptqqPpY P dy, Z P dz|T “ tq

“

ż

C

ż

B

gh,φpzqPpY P dy, Z P dz|T “ tq.

Since this is the defining equation for the conditional expectation we get the claim:

Et rhpXq|Y, Zss “ gh,φpZq PtpW q-a.s..

Remark L.13. So transitional conditional independence is the stronger notion and im-
plies extended conditional independence, but it works for all transitional random vari-
ables, not just of the restricted type in Definition L.11. Furthermore and in contrast to
extended conditional independence, transitional conditional independence satisfies all the
(asymmetric) separoid rules, Theorem 3.11, for all measurable spaces, except Left Weak
Union and T -Restricted Right Redundancy, which hold when one can ensure the existence
of regular conditional Markov kernels, e.g. on standard measurable spaces, see Theorem
2.24. This makes transitional conditional independence a better fit for the use in graph-
ical models, see, for instance, the global Markov property, Theorem 6.3. Note that both
notions only have a restricted direct relation to variation conditional independence, see
Theorem 3.8 and [CD17a,CD17b]. A formal analogy between variation conditional in-
dependence and transitional conditional independence was discussed in Remark L.5 and
Example L.6.

L.6. Symmetric Extended Conditional Independence

If we wanted to arrive at a symmetric version of extended conditional independence that
satisfies all (symmetric) separoid rules (at least when restricted so standard or universal
measurable spaces) we could just use symmetrized transitional conditional independence:

X
_

KK
KpW |T q

Y |Z : ðñ X KK
KpW |T q

Y |Z _ Y KK
KpW |T q

X |Z.
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Since KKKpW |T q forms a T -˚-separoid it is immediate that KK_
KpW |T q is a symmetric sep-

aroid by the general theory of τ -κ-separoids, see Theorem A.12. We clearly have the
implication:

X KK
KpW |T q

Y |Z ùñ X
_

KK
KpW |T q

Y |Z,

showing that the asymmetric version is stronger than the symmetrized version, where
the latter might have lost some information about the interplay between X, Y, Z and T.
Furthermore, because of its symmetry it can not equivalently express classical statistical
concepts like ancillarity, sufficiency, adequacy, etc., see Section 4. A symmetric notion
for discrete Markov kernels was intoduced in [RERS17] without the measure theoretic
overhead.

L.7. Extended Conditional Independence for Families of
Probability Distributions

In this subsection we will introduce a strikingly simple and powerful form of extended
conditional independence that works for all measurable spaces and satisfies all the sep-
aroid rules. For this consider a transition probability space pW ˆ T ,KpW |T qq and
transitional random variables X : W ˆ T Ñ X , Y : W ˆ T Ñ Y , Z : W ˆ T Ñ Z.
Furthermore, fix a set Q Ď PpT q of probability measures on T , e.g. Q “ PpT q or
Q “ tδt | t P T u. Then we can define Q-extended conditional independence as:

X
ω

KK
KpW |T qbQ

Y |Z : ðñ @QpT q P Q : X
ω

KK
KpW |T qbQpT q

Y |Z.

It is easily seen that the usual weak conditional independence KKω satisfies all separoid
axioms [Daw01a,CD17a] for arbitrary measurable spaces. Furthermore, if one combines
several separoids by conjunction ^ then one gets another separoid, see [Daw01a]. So
KKω

KpW |T qbQ clearly satisfies all (symmetric) separoid axioms for arbitrary measurable
spaces. By Theorem L.9 we have the implications:

X KK
KpW |T q

Y |Z ùñ X
ω

KK
KpW |T qbQ

T, Y |Z ùñ X
ω

KK
KpW |T qbQ

Y |Z.

The middle ternary relation in X, Y, Z satisfy the asymmetric separoid rules from Theo-
rem 3.11, but without any requirement for standard or countably generated measurable
spaces, in contrast to transitional conditional indpendence on the left. The asymmetric
separoid rules for the middle relation follow from the right relation and Theorem A.11.

It seems that Q-extended conditional independence checks all boxes that one would
like to have from a notion of extended conditional independence. It is certainly simpler
than most other notions. It just comes with one drawback: it does not provide one with
the existence or factorization of certain Markov kernels. When the reverse implication
holds is stated in Theorem L.9, e.g. if δt P Q for all t P T and X À˚

K Z, where the latter
encodes the existence of a certain Markov kernel, which is thus the main obstruction to
arrive at transitional conditional independence.
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To ellaborate further, a specialized version of this Q-extended conditional indepen-
dence was first introduced in [FM20], where it was used to derive the causal do-calculus
rules, see [Pea09,FM20], for certain structural causal models. In their proofs they had
to construct certain Markov kernels and then check for Q-extended conditional indepen-
dence. Since the construction of such Markov kernels became complicated many corner
cases could not been proved. The main ingredient of their proof was a global Markov
property for Q-extended conditional independence:

A
σ

K
GpV |dopJqq

J Y B |C ùñ XA

ω

KK
PpXV |dopXJ qqbQ

XJ , XB |XC .

Here, Q-extended conditional independence was not strong enough to produce the
needed Markov kernels. This is in contrast to transitional conditional independence,
whose global Markov property, Theorem 6.3 now gives:

A
σ

K
GpV |dopJqq

B |C ùñ XA KK
PpXV |dopXJ qq

XB |XC ,

which is a stronger conclusion and provides us with the needed Markov kernels for free.
This was one of the core motivation for developing transitional conditional independence.
For a proof of the do-calculus rules for causal Bayesian networks with non-stochastic
input variables and latent variables that also covers such corner cases easily see Corollary
K.10, which is based on the global Markov property, Theorem 6.3.
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