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Zusammenfassung

Die RNA-Polymerase II (RNAP II) ist ein makromolekularer Komplex, der

die RNA aus einer DNA-Matrize synthetisiert. Während des Initiationss-

chritts der Transkription, öffnet RNAP II die doppelsträngige DNA, um den

DNA-Code freizulegen. Da die Bildung der DNA-Transkriptionsblase nur

unzureichend verstanden ist, nutzten wir Molekulardynamik-Simulationen

(MD), um Erkenntnisse über diesen Prozess zu erlangen.

Da die DNA-Öffnung auf Zeitskalen erfolgt, die für einfache MD Simula-

tionen nicht zugänglich sind, prüften wir verschiedene Enhanced Sampling

Methoden, um die MD Simulationen zu beschleunigen und den DNA-Öff-

nungsprozess zu untersuchen. Wir fanden heraus, dass die vielversprechend-

ste Methode zur Untersuchung der DNA-Öffnung die Steuerung von Simula-

tionen mit einer Kombination aus (i) geführter DNA-Rotation und (ii) Path

Collective Variables war. Auf diese Weise erhielten wir kontinuierliche atom-

are Trajektorien des gesamten DNA-Öffnungsprozesses, welche qualitative

Einblicke in die Rolle der Protein–DNA Wechselwirkungen im Allgemeinen

ermöglichten.

Mit dem Ziel die DNA-Öffnung quantitativer zu beschreiben, möchten wir

weitere Enhanced Sampling Techniken untersuchen, welche wir auf einen

einfachen Prozess anwenden: die Permeation von Fosmidomycin durch das

OprO Porin. Es zeigte sich, dass das Replica-Exchange Umbrella Sampling

in der Lage ist, die Genauigkeit des Profils der freien Energie drastisch zu

erhöhen, im Vergleich zu gewöhnlichem Umbrella Sampling.
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Abstract

RNA polymerase II (RNAP II) is a macro-molecular complex that synthesizes

RNA by reading the DNA code, a process called transcription. During the

initiation step of transcription, RNAP II opens double-stranded DNA in

order to read the DNA code. Since formation of the DNA transcription

bubble remains poorly understood, we used molecular dynamics simulations

(MD) to provide atomic-level insights into this process.

Because DNA opening occurs at time-scales that are not accessible to plain

MD simulations, we have explored different enhanced sampling methods to

accelerate MD simulations enabling to study the DNA opening process. Ul-

timately, by steering simulations with a combination of (i) guided DNA ro-

tation and (ii) path collective variables, we obtained a continuous atomic

trajectories of the complete DNA opening process. The simulations pro-

vided qualitative insights into the role of loop dynamics and protein-DNA

interactions during DNA opening.

With the aim of obtaining a more quantitative description of DNA opening,

we decided to further explore alternative enhanced sampling techniques ap-

plied on a simpler process, yet still challenging from a sampling perspective,

that is drug permeation through the OprO porin. This study showed that

replica-exchange umbrella sampling (REUS) is able to drastically increase

precision of free energy profiles compared to standard umbrella sampling.
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1

Introduction

Proteins play major roles in cell functions and structures, thus understanding their origin

is of paramount importance to unravel the fundamental mechanism of life. Until 1944,

when Avery et al. showed that the molecular storage of genetic information was made

of DNA (1), proteins were thought to be both the genetic and the functional material

of life. Later in 1958, Watson and Crick theorized the central dogma of molecular

biology (2, 3) suggesting that proteins are synthesized from RNA through a process

called translation, and that RNA is synthesized from DNA through a process called

transcription. This proposed model for genetic information transfer is now established,

even though some exceptions can break this model, e.g. viral RNAs. According to

this scheme, DNA is the biomolecule storing the genetic information. From a natural

selection standpoint (4, 5), DNA is more suitable than RNA for storing the genetic

information because DNA is more stable than RNA (6), and has a higher fidelity during

replication (7). The role of RNA is to deliver the genetic message from the nucleus —

where DNA and genetic information source-code is protected— to the cytoplasm—where

proteins are synthesized—; therefore RNA is involved in genetic information transfer.

Moreover, RNA allows genetic expression modulations without impacting the integrity of

the source-code held in the DNA, some examples of such modulations are RNA splicing

or RNA chemical modifications.

Understanding processes involving DNA, RNA and protein is not only of fundamental

interest to comprehend life, but is also of therapeutic significance. Indeed, misregulation

of cell cycles in general and of transcription in particular can lead to uncontrolled cell

growth and ultimately to cancers (8–10), a disease that has been estimated by the

1



1. INTRODUCTION

International Agency for Research on Cancer to rise with 18.1 million new cases and to

cause 9.9 million deaths worldwide in 2020 (11). In fact, an active compound targeting

proteins involved in transcription, is produced by a plant named Tripterygium wilfordii

—commonly called “thunder god vine”— and has been used for centuries in traditional

Chinese medicine to prevent cell proliferation or inflammation (12, 13). Actinomycin D

is another drug targeting the transcriptional machinery used in clinic to treat Ewing’s

sarcoma, Wilm’s tumor and rhabdomyosarcoma (13, 14). Transcription is therefore a

cornerstone of molecular biology and comprehending this mechanism paves the way for

potential therapeutic applications, motivating the work of the present thesis.

1.1 Deoxyribonucleic acid: DNA

DNA is the biomolecule coding for all proteins of a cell, and therefore contributes to

cell structure and function. DNA is a polymer of nucleotides (polynucleotide chain)

linked by a phosphodiester bond; each nucleotide monomer is composed of a phosphate

group, a deoxyribose and a nitrogenous nucleobase (15–17). The two ends of a nucleotide

namely: the 5’-phosphate and 3’-hydroxyl ends, are denoted 5’ and 3’ ends; this notation

is commonly used to refer to a specific DNA reading direction: 3’ to 5’ or 5’ to 3’.

There are four different types of nucleobase in DNA: adenine (A), thymine (T),

cytosine (C) and guanine (G) (18); the combination of three of these four nucleobases

is called a codon. A succession of codons, framed by so-called start and stop codons,

defines a genetic unit called gene. Each codon within a gene codes for a specific amino

acid (2). Amino acids are the building block of proteins; hence, the sequence of codons

in a gene defines the sequence of amino acids in a protein.

In its canonical 3D structure, DNA is composed of two polynucleotide chains which

intertwine and interact with each other mainly by the mean of hydrogen bonds (H-bonds)

and base stacking interactions (19, 20) (Fig. 1.1). H-bonds form between complementary

base-pairs, i.e. between A and T, and between C and G. Stacking interactions result

from hydrophobic property of the bases and of attractive London dispersion forces.

The two DNA strands form a right-handed B-DNA helical structure; this canonical

3D DNA structure was discovered by James Watson and Francis Crick (21), based on

x-ray crystallographic data from Rosalind Franklin and Maurice Wilkins (22), and on

works from Erwin Chargaff et al. (23, 24) which were key for understanding base-pair

2



1.2 Ribonucleic acid: RNA

Figure 1.1: B-DNA 3D structure and involved intramolecular interactions -

Watson-Crick hydrogen bonds between a G–C and an A–T pairs are shown in blue dashed

lines in the blue rectangles. Stacking interactions between two thymine bases are shown in

purple dashed lines in the purple rectangle. In this structure, 5’-phosphate ends are missing.

The 3D structure of B-DNA shown here can be accessed with the following pdb code: 2BNA

(25). This 3D model has been obtained at 16K to eliminate thermal disorder and to obtain

a ground-state for B-DNA.

complementarity principle. Double-stranded structure of DNA ensure minimal exposure

of the nucleobases to solvent, and therefore participates to the stability of the genetic

code.

1.2 Ribonucleic acid: RNA

RNA is, like DNA, a polymer of nucleotides linked by phosphodiester bonds. However,

unlike DNA: (i) RNA nucleotides (called ribonucleotides) are composed of a ribose sugar,

3



1. INTRODUCTION

(ii) uracil (U) nucleobase is found in RNA instead of thymine, and (iii) RNA is usually

single-stranded, i.e. they are constituted of only one polynucleic chain (26). Exceptions

exist in viruses for which the genome is constituted of double-stranded RNAs; for this

reason, double-stranded RNAs are usually detected as a threat by living organisms and

trigger defense mechanism in the host, e.g. RNA interference mechanism, in order to

degrade double-stranded viral RNAs. In some specific biological processes, RNAs can

also be found hybridized to DNA strand, where base-pair complementarity principle

stated in the previous section applies, except that U pairs with A in RNA–DNA het-

eroduplexes. RNA–DNA heteroduplexes are found for example in transcription, where

a DNA matrix sequence is used to synthesize a complementary RNA sequence (this pro-

cess will be detailed in section 1.3). Even if RNA is usually single-stranded, a single

RNA strand can fold onto itself an form a particular three-dimensional structure. RNA

three-dimensional structures are a result of (i) Watson-Crick interactions within bases

of the single-stranded RNA that form specific secondary structures, e.g. stem-loop and

pseudoknots, and (ii) non-Watson-Crick interactions between secondary structures that

form tertiary structures (27).

With respect to their functions, RNAs are classified in two categories: coding RNAs,

also called messenger RNAs (mRNAs), and non-coding RNAs (ncRNAs). Messenger

RNAs code for proteins while non-coding RNAs are involved in translation (transfer

RNAs and ribosomal RNAs), in gene regulations (micro RNAs, small interfering RNAs

and long noncoding RNAs) and RNA maturation (small nuclear RNA and small nucle-

olar RNAs).

1.3 Transcription by RNA polymerase II

The following reviews and articles have been used to write this section: (28–35).

The process of RNA synthesis from DNA is named transcription; such process is

catalyzed by a macro-molecular complex named RNA polymerase (RNAP). Five RNAPs

are found in eukaryotes: RNAP I through V. In this work we focused on the RNAP II

which is involved in synthesis of messenger RNAs, some small nuclear RNAs, small

nucleolar RNAs, small interfering RNAs, micro RNAs and long noncoding RNAs (36).

RNAP II is constituted of twelve RNA polymerase subunits (RPBs): RPB1 through 12.

RPB1 and RPB2 are the largest polymerase subunits and hold the catalytic activity

4



1.3 Transcription by RNA polymerase II

of the complex (Fig. 1.2). Other proteins are involved in transcription: transcription

factors II (TFII) and the mediator complex. They associate to and dissociate from

RNAP II at different stages of transcription. The three stages of transcription are:

initiation, elongation and termination.

1.3.1 Transcription initiation

The initiation step is the first step of transcription and is itself subdivided into two steps:

(i) pre-initiation complex (PIC) assembly —constituted of the twelve RNAP II subunits,

TFIIA, TFIIB, TFIID, TFIIE, TFIIF and TFIIH—, followed by (ii) DNA opening.

Specific DNA sequences, called promoters, trigger the PIC assembly by recruiting

TFIID which binds specifically to this promotor sequence via its TATA-box-binding

protein (TBP) subunit (38–44). The first promotor sequence being discovered is called

TATA-box (45), hence the name for TBP, and has for consensus sequence: TATAWAWR

(W means A or T, and R means A or G). Beside the TATA-box, other TATA-less

promotor sequences are found in genes and represent ∼ 85% of the promoters found in

coding genes (46–50), nevertheless these promoters are also recognized by TBP. Upon

TBP binding to the promotor, TBP induces a ∼90°-bending in the DNA (51–53). It

has been shown that TFIID–DNA interactions are stabilized by the assembly of TFIIA,

however TFIIA is not strictly necessary for transcription in vitro (54, 55). Following

TFIID association to the PIC via its TBP subunit, TFIIB binds to DNA at the B

recognition elements, and is also involved in early PIC assembly by (i) promoting TBP

binding (56) and by (ii) recruiting RNA polymerase II associated to TFIIF (57–59)

through contacts with RPB1 and RPB2 (60–62). The complete PIC is finally assembled

after bindings of TFIIE and TFIIH.

After PIC assembly, the DNA code has to be accessible to the enzyme in order to

transcribe RNAs. Indeed, one DNA strand will serve as a substrate for complementary

RNA synthesis, this strand is called the template strand, the other DNA strand is called

the non-template strand. To access the template strand, hydrogen bonds between the

two DNA strands need to be broken, and the resulting unfolded DNA region is called

transcription bubble. The canonical model of DNA opening by the PIC involves ATP

hydrolysis by the XPB subunit of TFIIH, providing the energy needed by TFIIH to

translocate DNA through the PIC. DNA translocation is a rotational and translation

motion of the double-stranded DNA towards the active site. Because of tight interactions

5



1. INTRODUCTION

Figure 1.2: Transcription of RNA from a DNA matrix by RNAP II - (A–D)

Different point of views of RNAP II during transcription. RNAP II subunits are represented

as transparent surfaces, catalytic subunits RPB1 and RPB2 are colored in purple and cyan

respectively, all other RPB subunits are depicted in grey. The DNA template strand and

non-template strand are colored in dark blue and light blue respectively. Note that the non-

template strand has not been resolved at the complex center and has been represented with

light blue dashed line. The RNA product is depicted in red and the catalytic magnesium

ion is depicted in orange. The RNAP II complex shown in this figure can be found in the

pdb with the access code: 5FLM (37).

6



1.3 Transcription by RNA polymerase II

between the PIC and the promotor region, translocation is only possible up to this DNA

region. Combination of DNA translocation towards the active site and restraint on

the promotor region due to tight interactions with the PIC mechanically induces DNA

unwinding (63–65). A recent study showed that transcription is possible in absence of

the XPB subunit, while transcription is hindered by inhibition of the ATPase activity

of XPB (66) needed for translocation. These data present XPB as an inhibitor of DNA

opening as opposed to the classical model, inhibition released by the presence of ATP

allowing translocation of DNA. This alternative model unifies DNA opening mechanism

of RNAP I, II and III, as RNAP I and II do not bind to any translocases of helicases

during initiation. In line with this alternative model, it has been suggested that TFIIH-

independent DNA opening is possible in yeast RNAP II (67) or in human RNAP II

under negative supercoiling conditions (68), where DNA melting would be driven by the

binding energy released during PIC assembly.

1.3.2 Transcription elongation

After transcription initiation, the PIC is still tightly bound to the promotor region. To

enter elongation, the PIC has to leave the promoter region through a process called

promotor escape. Promotor escape allows DNA to slide through the PIC, and thus

allows RNAPII to read the complete DNA sequence of a gene. Promotor escape is

triggered by phosphorylation of Ser-5 in the C-terminal domain (CTD) of RPB1, and

this phosphorylation is induced by the CDK7 kinase domain of TFIIH (69). Elongation

factor proteins are also needed in order for the elongation to proceed.

Synthesis of RNAs starts at the transcription start site (TSS) which refers to the

first deoxyribonucleotide to be read by the polymerase and is numbered: +1. The TSS

is positioned ∼ 30 base pairs (bp) downstream of the TATA-box. The polymerase syn-

thesizes RNAs by growing the polynucleotide chain from the 5’ end to the 3’ end, one

ribonucleotide at a time. In the canonical model of RNA synthesis, the cycle of ribonu-

cleotide addition is composed of the following steps: (i) a ribonucleoside triphosphate

(NTP) binds to the complementary deoxyribonucleotide from the template DNA strand,

(ii) specific interactions form between the polymerase complex, the catalytic magnesium

ions and the NTP, (iii) the RNA 3’-OH carries out a nucleophilic attack on the NTP

γ-phosphate, (iv) RNAP II translocates along DNA to allow the next NTP to bind to

the next DNA nucleotide template (33).

7



1. INTRODUCTION

If RNAP II introduces by mistake a non-complementary nucleotide in the mRNA

sequence, this could lead to proteins with defective functions. To prevent such dele-

terious effect, natural selection favored evolution of a proofreading mechanism within

RNAPs allowing to correct possibly misincorporated nucleotides. By this proofreading

mechanism, RNAP II demonstrates very low error rate, reaching up to one misinserted

nucleotide every 2× 105 nucleotides (70).

During elongation, crucial mRNA maturation processes occurred, including notably:

5’ terminal capping of mRNA with a methylated guanosine triphosphate (m7Gppp) (71).

Addition of the 5’ cap is carried out by three enzymes namely: a triphosphatase, a guany-

lyltransferase, and a methyltransferase. The mRNA capping process follows these steps:

(i) the γ-phosphate of the first transcribed RNA residue is cleaved by the triphosphatase,

(ii) a GMP is transferred to the remaining diphoshate at the 5’ end of the first RNA

residue by the guanylyltransferase, this results in a reverse 5’ to 5’-triphosphate link be-

tween GMP and the first RNA residue, finally (iii) a methyl group is added to the guanine

cap on amine N7 (71). Capping of mRNAs has many functions: (i) it protects mRNA

from degradation, (ii) it is required to export mRNAs from the nucleus to the cytoplasm

in higher eukaryotes (72), (iii) it allows cap-dependent initiation of protein synthesis

(73), (iv) it is required for efficient mRNA splicing (74), and it is implicated in mRNA

polyadenylation (75). Capping of mRNAs is not the only mRNA maturation process to

occur co-transcriptionally. Indeed, splicing also mainly takes place during transcription

elongation (76). During splicing, introns —non-coding sequences within mRNAs— are

removed and exons —coding sequences within mRNAs— are linked together. Splicing is

a regulation process of genetic expression as several orderings and combinations of exons

are possible through alternative splicing, leading to different protein sequences derived

from a single gene, thus participating to protein diversity (77).

1.3.3 Transcription termination

Two models have been proposed for transcription termination of protein-coding genes:

the torpedo model and the allosteric model (35, 78, 79). In the torpedo model, cleavage

of the mRNA product produces a new 5’ end that enables 5’-3’ exoribonuclease 2 to

degrade the remaining RNA bound to RNAP II until it reaches the complex and triggers

disassembly of RNAP II. In the allosteric model, association of termination transcription

factors or disassembly of elongation factors lead to conformational changes of RNAP II

8



1.4 Molecular dynamics simulation

and mRNA release. After termination, mRNAs are polyadenylated, i.e. a sequence of

adenoside nucleotides is added at the 3’ end of mRNAs (80, 81). The poly(A) mRNA’s

tail is involved in translation initiation (82) and in mRNA stability (83).

1.4 Molecular dynamics simulation

This section has been written based on several books (84–86) and on the gromacs man-

ual (87).

Atomic positions evolve under a potential energy. Molecular dynamics (MD)

simulations model movements of atoms using classical mechanics. Each atom is described

with its position in space and its velocity, and its position evolve under a potential called

forcefield. The forcefield describes the inter-atomic interactions and is often taken as:

U(rN ) =
N−1∑
i=1

(
kb,i
2

)
(ri − ri0)

2 +
N−2∑
i=1

(
kθ,i
2

)
(θi − θi0)

2 +
N−3∑
i=1

ui(Φi)

+
∑
i<j

{
qiqj

4πϵ0rij
+ 4ϵij

[(
σij
rij

)12

−
(
σij
rij

)6
]}

(1.1)

where rN refers to the whole set of x, y and z coordinates for N atoms. The first term

refers to the interaction between pairs of bonded atoms and the second one refers to

bond-angle vibration between three bonded atoms i-j-k. Bond stretching and bending

angle interactions are defined as harmonic potentials centered in ri0 and θi0 respectively

and with force constants kb,i and kθ,i respectively. In the third term, ui is a function

defining the dihedral angle between the i-j-k and the j-k-l planes of four bonded atoms

i-j-k-l; ui is generally defined as a sum of cosine functions. The forth term describes elec-

trostatic and van der Waals interactions with a Coulomb and a Lennard-Jones potentials

respectively. The first line in equation 1.1 gathers bonded interactions and the second

line non-bonded interactions. All forcefield parameters are derived from experimental

data or ab initio calculations or a combination of both.

In molecular dynamics simulations, atoms evolve according to Newton’s second law:

mi
∂2ri
∂t2

= Fi, i = 1...N (1.2)

9
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where mi is the mass of atom i, t is the time and Fi is the force applied on atom i, and

defined as the negative derivative of the potential function U(rN ):

Fi = −∂U
∂ri

(1.3)

Several algorithms are available to integrate Newton’s equation of motion; within the

molecular dynamics package used throughout this thesis, the default integrator algorithm

is called leap-frog algorithm(88) and applies the following equations:

r(t+ δt) = r(t) + δtv(t+
1

2
δt) (1.4)

v(t+
1

2
δt) = v(t− 1

2
δt) + δta(t) (1.5)

where v(t) and a(t) are the velocity and the acceleration at time t respectively. The

time-step δt has to be chosen carefully to allow accurate integration while keeping sim-

ulations computationally affordable (89).

Maintaining physiological temperature and pressure in MD simulations. To

model molecular processes occurring in life, one needs to maintain a temperature and

a pressure best reproducing those present in the studied organism. For instance, this

implies to simulate at ∼310K and ∼1 bar for human biomolecules. In order to simu-

late biomolecules at physiological constant temperature and pressure, i.e. to simulate

in an NPT ensemble (constant number of particles, constant pressure and constant

temperature), several algorithms allowing temperature and pressure coupling have been

developed. Because the velocity rescaling algorithm (90) was extensively used to main-

tain constant temperature in the projects described in this thesis, we will briefly describe

this approach. The instantaneous temperature relates to the kinetic energy as follows:

T =
2K

kBnDOF
(1.6)

with:

K =
1

2

N∑
i=1

mi|vi|2 (1.7)

10
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where K is the kinetic energy, kB the Boltzmann constant, nDOF the number of degrees

of freedom, mi the mass of atom i, and vi the velocity of atom i. In its simplest form,

the velocity rescaling algorithm consists in rescaling the velocities by a factor λ at a

predetermined frequency in order to reach the target temperature Ttarget. Using eq. 1.7

in eq. 1.6, and by scaling the instantaneous velocities by λ we obtain:

Ttarget =

∑N
i=1miλ

2|vi|2

kBnDOF
(1.8)

solving for λ,

λ =

√
kBTtargetnDOF∑N

i=1mi|vi|2
(1.9)

which can also be written simply as:

λ =

√
Ktarget

K
(1.10)

where Ktarget and K are the target kinetic energy and the instantaneous kinetic energy

respectively. The limitation of this simple implementation is that (i) the kinetic energy

does not follow the canonical equilibrium distribution, and (ii) it disturbs considerably

the velocities. Instead of choosing Ktarget exactly equal to the kinetic energy correspond-

ing to Ttarget, one could draw Ktarget from the canonical equilibrium distribution, and

therefore overcoming the first limitation mentioned above. However, the velocities will

still exhibit fast fluctuations. In the implementation of velocity rescaling proposed by

Bussi et al. (90) and which was used in this thesis, the change in kinetic energy is rather

defined by:

dK = (Ktarget −K)
dt

τ
+ 2

√
KtargetK

nDOF

dW√
τ

(1.11)

where dW refers to a Wiener noise, τ is the time scale of the thermostat, the first term

in the addition corresponds to an exponential decay towards the target kinetic energy,

and the last term in the addition corresponds to a stochastic term. This implementation

ensures the sampling of proper canonical ensemble of velocities and applies only smooth

changes of velocities as the rescaling procedure is distributed over several time steps.
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Concerning pressure coupling, one can maintain constant pressure with Berendsen

pressure coupling (91). This method consists in modeling the change in volume with

an exponential decay towards a reference pressure Ptarget with: dP = (Ptarget − P )dt/τ ,

where τ is similar to the τ parameter described above for the velocity rescaling ther-

mostat as it controls the slope of the exponential decay. Another approach for pressure

coupling is the Parrinello-Rahman barostat (92). It is superior to Berendsen as it gen-

erates a true NPT ensemble. The general idea of this method consists in a Lagrangian

formulation of the equation of motion where positions of atoms are described with the

box vectors and where the target pressure is a constraint. To obtain the target pres-

sure, an external pressure is applied, leading to a change in volume of the simulation

box. When the internal and external pressure are in equilibrium, the target pressure is

reached.

1.5 Sampling challenge in molecular dynamics simulation

To understand the sampling challenge inherent to molecular dynamics simulations, we

first have to introduce some statistical mechanics concepts (84–86).

Total energy of a system depends on the potential and kinetic energies:

H(pN , rN ) = U(rN ) +K(pN ) (1.12)

where H is the Hamiltonian, and equivalent here to the total energy, rN has already

been referred as the entire set of x, y and z coordinates for N atoms, and pN is the set

of px, py, pz momenta for N atoms. Momentum of atom i is defined as pi = mivi.

We now introduce the Boltzmann distribution, which gives the probability of ob-

serving a particular microstate in phase space, i.e. the probability of observing our

simulated atoms in a specific configuration in space and with a specific set of velocities.

The Boltzmann distribution is defined as:

ρ(pN , rN ) =
exp

(
−H(pN ,rN )

kBT

)∫
exp

(
−H(pN ,rN )

kBT

)
dpNdrN

=
exp

(
−K(pN )

kBT

)
exp

(
−U(rN )

kBT

)∫
exp

(
−K(pN )

kBT

)
exp

(
−U(rN )

kBT

)
dpNdrN

(1.13)
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where the denominator in eq. 1.13 is called partition function and is usually denoted

Z. Because momenta and positions of an atom are independent we can factorize the

integrals in Z and eq. 1.13 becomes:

ρ(pN , rN ) =

 exp
(
−K(pN )

kBT

)∫
exp

(
−K(pN )

kBT

)
dpN

 exp
(
−U(rN )
kBT

)∫
exp

(
−U(rN )
kBT

)
drN


=

exp
(
−K(pN )

kBT

)
Zkinetic

exp
(
−U(rN )
kBT

)
Zconfig


= ρ(pN )× ρ(rN ) (1.14)

where Zkinetic and Zconfig are the kinetic and the configuration integrals respectively. In

this work we are only interested in the distribution of configurations and therefore we will

only consider ρ(rN ) ∝ exp(−βU(rN )), with β defined as the reciprocal of kBT . We are

usually not interested in properties of a single configuration, but rather in properties of

ensembles of configurations; these ensembles are called macrostates. More specifically,

we are typically interested in studying “stable” macrostates, that is to say ensemble

of configurations lying in the same energy basin. For instance, from a drug discovery

perspective, one could investigate the bound state of a drug to its target and the unbound

state of this same drug to understand its binding mechanism. We will now simply refer

to configurations belonging to the same energy basin as “state”.

The probability ρA of observing a specific state A is linked to the free energy of this

same state as follow:

GA = −kBT ln

∫VA
drNexp(−βU(rN ))

Zconfig


= −kBT ln(ρA) (1.15)

where VA is the “configurational volume” corresponding to state A. Because biomolecules

are high dimensional systems, it is in practice impossible to compute Zconfig and conse-

quently it is also not possible to compute the absolute free energy of a state. However,

computing the free energy difference between two states A and B is more accessible

as the configuration integrals from the respective probability distributions cancel each

other:
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GA −GB = −kBT ln

∫VA
drNexp(−βU(rN ))

Zconfig

+ kBT ln

∫VB
drNexp(−βU(rN ))

Zconfig


= −kBT ln

∫VA
drNexp(−βU(rN ))∫

VB
drNexp(−βU(rN ))

 (1.16)

where VB is the “configurational volume” corresponding to state B.

Because it is hard to visualize and understand biological processes in 3N dimensions,

a projection of this high dimensional space on a lower dimensional space is usually used to

describe these processes. The function mapping configurations from the 3N–space to the

lower dimensional space is commonly called collective variable (CV) and will be denoted

as: ξ̂(rN ). The value that this function yields will be denoted ξ. The definitions we gave

earlier for the free energy in the full 3N–space is conceptually similar to the definition

of free energy in CV–space: G(ξ) = −kBT ln(ρ(ξ)); the free energy as a function of a

collective variable is called potential of mean force (PMF).

Figure 1.3 shows an example of a two-state model —that is to say, two low energy

states separated by a transition state located at the energy barrier— with associated

thermodynamics and kinetics. For a real biological process, the potential of mean force

would be rougher with multiple minima separated by multiple transition states, however

this two-state model still holds in certain cases and is rigorous enough to explain basic

thermodynamic and kinetic concepts we are interested in here. Obtaining a potential

of mean force of the biological process of interest helps to understand (i) how probable

two stable states are relative to each other, measured with free energy difference: ∆G,

and (ii) how many transitions from one state to another are to be expected per time

unit, measured with reaction rates: kA→B and kB→A. Determining a collective variable

that clearly describes the transition state is of foremost importance to compute accurate

rates and to understand at the molecular level what triggers the transition from one

stable state to another (more on this in section 1.5.1).

Now that we have introduced rates we can understand what is the sampling problem

in atomistic molecular dynamics simulations. The mean first passage time, that is the

reciprocal of a rate and which has dimension of a time, tells us on average how long one

would have to observe a process until the first transition occurs. In molecular biology

these timescales can span from the order of the microsecond for small molecule diffusing

14



1.5 Sampling challenge in molecular dynamics simulation

Figure 1.3: Potential of mean force of a two-state model with two minima in

state A and B, as a function of a collective variable ξ - The red star represents the

transition state and is denoted: ξ‡. Thermodynamic parameters of this two-state system:

∆G, ∆G‡
A, and ∆G‡

B refers to the free energy difference between states A and B, the free

energy difference between state A and the transition state, and the free energy difference

between state B and the transition state respectively. Kinetic parameters: kA→B and kB→A

are rates from A to B and from B to A respectively. Rates are related to ∆G‡
A and ∆G‡

B

as follow: kA→B ∝ exp(−β∆G‡
A) and kB→A ∝ exp(−β∆G‡

B).

through a membrane channel to the order of the minute for transcription of a com-

plete gene (93). Considering that with a 2 fs time-step and with current computational

power (beside supercomputer) we can reach ∼33 ns/day for an OprO membrane system

(∼94410 atoms) or ∼13 ns/day for a RNAP II system (∼832078 atoms), one would need

several years to several million years of atomistic simulations to gather a statistically

relevant number of transitions to state about thermodynamics or kinetics of the afore-
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mentioned processes. This is the reason why several methods have been developed to

speed up atomistic simulations, they will be discussed in next sections.

1.5.1 Overcoming the sampling challenge by adding an external po-

tential along a collective variable

By adding a bias potential along one or few relevant collective variables to the forcefield

defined previously in eq. 1.1, it is possible to guide simulations through the free energy

landscape and therefore to enhanced configurational sampling. A correction has to be

applied to the obtained configuration distribution in order to recover the true unbiased

distribution. The most crucial aspect of enhanced sampling methods based on collective

variable is to determine which function of atomic coordinates, i.e. which collective

variable, would best characterize the studied process and, therefore, would be the most

relevant to use for biasing the simulation. To emphasize how crucial the choice of the

collective variable is, we have depicted in Fig. 1.4 two potential of mean forces of

fictious two-state models: (i) one where the chosen collective variable (ξ1) is sufficient

to describe the A-B transition (Fig. 1.4A), and (ii) one potential of mean force where a

slowly varying degree of freedom (ξ2) is integrated over, leading to incorrect identification

of the transition state (Fig. 1.4B).

When a collective variable rigorously describes the minima and the transition states

(as ξ1 in Fig. 1.4A), the term “reaction coordinate” is preferred (94, 95). A collective

variable is rather called order parameter when it properly separates stable states but

cannot identify transition states (94, 95) (as ξ1 in Fig. 1.4B). The theoretical perfect

reaction coordinate is called the committor function and gives the probability of a con-

figuration to relax into a stable state before reaching any other stable states. In our

two-state model in Fig. 1.4, commitment probability of B for a configuration is the

probability for this configuration to relax into stable state B before reaching state A.

Furthermore, commitment probability of B should be equal to 0.5 at the transition state

—the transition state is the isocommittor point—. Hence, by launching simulations at

the transition state identified by using a collective variable, and by computing com-

mitment probabilities of several trajectories, one can check the validity of a putative

reaction coordinate (94, 95). This test is illustrated in Fig. 1.4, where the black dotted

arrows depicted in the first row are trial trajectories initiated at the transition states
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1.5 Sampling challenge in molecular dynamics simulation

Figure 1.4: Effect of neglecting orthogonal slowly varying degree of freedom

when computing PMFs - First row of A and B shows PMFs as a function of two collective

variables ξ1 and ξ2. The second row corresponds to PMFs depicted in the first row but

projected on ξ1. The true transition states are denoted ξ‡true, the transition states identified

by projected PMFs on ξ1 are denoted ξ‡proj. Because computing a PMF as a function of

a CV implies to integrate over other orthogonal degrees of freedom, the CV chosen (here

ξ1) to compute a PMF must contain all important degrees of freedom describing the A−B

transition (as in column A); otherwise the transition state will be misidentified and will not

correspond to the highest free energy region between the two stable states A and B (as in

B). Black dotted arrows are trajectories of simulations started at the transition state ξ‡proj
identified in PMFs projected on ξ1. This figure has been inspired by Fig. 8 in (94).

ξ‡proj identified with PMFs in the second row. Because ξ1 is indeed a reaction coordi-

nate in Fig. 1.4A, trajectories started from ξ‡proj will have a probability of 0.5 to fall in

state A before reaching B, and a probability of 0.5 to fall in state B before reaching A.

However, because ξ1 is not a reaction coordinate in Fig. 1.4B, trajectories started from
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ξ‡proj will have a higher probability to fall first in state B than to fall first in state A.

In practice, finding the transition state and, therefore, describing kinetics of a process

is challenging; thus, finding a good approximation of the reaction coordinate which is

able to describe at least the thermodynamics of a process is already an achievement.

A myriad of bias-based enhanced sampling techniques have been developed in the field,

but we will detail in the next sections the two most popular ones that were also used in

this work: umbrella sampling (US) (96) and metadynamics (97).

Umbrella sampling (US). The first step to apply umbrella sampling is to obtain

configurations along a chosen collective variable. To this aim, steered molecular dynamics

simulation (SMD), also called constant velocity pulling simulation, is often used (98, 99).

Steered molecular dynamics simulation consists in adding a time-dependent harmonic

restraint to the system’s Hamiltonian and is defined as:

Usmd(ξ, t) =
1

2
k(ξ − ξ0(t))

2 (1.17)

=
1

2
k(ξ − (ξ0(t = 0) + vt))2

where k is the force constant, ξ defines the instantaneous position of the system in

CV–space, ξ0(t) is the target CV value at time t, and v is a velocity defining how

ξ0(t) changes through time. The next step in applying umbrella sampling is to run

i independent simulations restrained with a bias harmonic potential Ubias, i(ξ), these

independent simulations are often called umbrella windows. For each umbrella window

i, Ubias, i(ξ) is defined as: Ubias, i(ξ) =
1
2k(ξ − ξ0, i)

2, where ξ0, i is the reference position

along ξ for umbrella window i. The only difference between Ubias, i(ξ) and Usmd(ξ, t)

in eq. 1.17 is that the reference position of the harmonic potential is constant through

time for Ubias, i(ξ). With these multiple umbrella windows spanning the CV-space, it is

now possible to compute probabilities of our system to visit each region of the sampled

CV-space. However, to recover unbiased probabilities and ultimately the unbiased PMF,

one has to reweight the obtained biased probabilities. A popular method to compute

PMF from biased simulations is called Weighted Histogram Analysis Method (WHAM)

(100) and has been extensively used in this thesis; this method will therefore be briefly

described in the following paragraph.
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We first recall from section 1.5 that ξ̂(rN ) is the function that maps the coordinates

rN to the collective variable ξ. The aim of WHAM is to recover the unbiased free

energy profile, but as we have mentioned in section 1.5, only free energy differences are

accessible as the partition function cannot be computed for high dimensional systems.

Therefore, the free energies of any points ξ: G(ξ), are in practice expressed relative to

the free energy of a chosen reference point ξ∗: G(ξ∗). By defining G(ξ∗) equal to zero,

eq. 1.16 becomes:

G(ξ) = −β−1ln

(
ρ(ξ)

ρ(ξ∗)

)
(1.18)

where ρ(ξ) and ρ(ξ∗) are unbiased probability distributions. For each umbrella window i

biased with Ubias, i(ξ), it is possible to express the obtained biased probability distribution

ρbiasedi (ξ) as:

ρbiasedi (ξ) =

∫
drNδ

(
ξ̂(rN )− ξ

)
e−β(U(rN )+Ubias, i[ξ̂(r

N )])∫
drNe−β(U(rN )+Ubias, i[ξ̂(rN )])

= e−βUbias, i(ξ)
Z−1
config

∫
drNδ

(
ξ̂(rN )− ξ

)
e−βU(rN )

Z−1
config

∫
drN e−βUbias, i[ξ̂(rN )]e−βU(rN )

(1.19)

= e−βUbias, i(ξ)
ρi(ξ)

⟨e−βUbias, i[ξ̂(rN )]⟩
(1.20)

where δ is the Dirac delta function, and ρi(ξ) is the estimate of the unbiased distribution

obtained from umbrella window i. Equation 1.19 is obtained by applying the definition

of the Dirac delta function, moreover multiplying the numerator and the denominator

by Z−1
config makes the presence of ρi(ξ) explicit in the numerator. To obtain 1.20 from

1.19 we simply applied the definition of an expectation value in the denominator. Using

eq. 1.20 in 1.18 yields:

Gi(ξ) = −β−1ln

(
ρbiasedi (ξ)

ρ(ξ∗)

)
− Ubias, i(ξ) + Fi (1.21)

where Fi is an undetermined constant defined via:
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e−βFi = ⟨e−βUbias, i[ξ̂(r
N )]⟩. (1.22)

The difficulty to obtain G(ξ) from the Gi(ξ) resides in determining the Fi constants. To

obtain G(ξ) in WHAM, the overall unbiased distribution is expressed as a weighted sum

over each unbiased distribution i:

ρ(ξ) =
N∑
i=1

ωiρi(ξ) (1.23)

where N is the number of umbrella windows, ωi is the weight associated to the estimated

unbiased probability distribution obtained from umbrella window i, the weights are

constrained under:
∑N

i=1 ωi = 1. Then the best estimate for ρ(ξ) is obtained by using

eq. 1.20 and by minimizing the statistical errors of ρ(ξ) leading to the following two

WHAM equations that need to be solved self-consistently until convergence of ρ(ξ):

ρ(ξ) =

∑N
i=1 niρ

biased
i (ξ)∑N

i ni exp[−β(Ubias, i(ξ)− Fi)]
(1.24)

exp(−βFi) =

∫
dξ exp[−β(Ubias, i(ξ)] ρ(ξ) (1.25)

where ni is the number of data points in the umbrella histogram i.

A critical test to check if important orthogonal degrees of freedom have been omitted

when designing collective variables for US is to carry out SMD in forward and reverse

directions along the collective variable, and further use these simulations to compute

potential of mean forces with umbrella sampling. If these PMFs are different, it means

that simulations follow different pathways because they are not guided through im-

portant degrees of freedom orthogonal to the designed collective variables. In some

other cases, detecting ill-designed collective variables is immediately obvious from the

computed PMF as we observe constant increase of energy along the collective variable,

meaning that the system is following nonphysical pathways, i.e. pathways with very

large associated free energy that would not be observed in nature; for this reason the

system is always pushed back to the CV-region that was already explored and of lower

20



1.5 Sampling challenge in molecular dynamics simulation

free energy. The fact that different pathways are followed depending on the initial con-

dition or that a system keeps on backtracking along CV–space relative to the pulling

direction in individual umbrella windows is often called “memory effect” or “hysteresis

effect”.

Metadynamics. Metadynamics adds an history-dependent bias potential on one or few

collective variables, therefore discouraging the simulations to stay in states corresponding

to CV values that are often explored, i.e. discouraging sampling of low energy regions.

The metadynamics bias potential applied at time t is defined as:

UG(ξ, t) =

∫ t

0
dt′

w

τG
exp

(
− [ξ(rN)− ξ(rN(t′))]2

2σ2

)
(1.26)

where ξ(rN) is the instantaneous position of the system along the collective variable,

ξ(rN(t′)) is the center of the Gaussian at time t′ along the CV, w is the Gaussian

height and τG is the deposition rate of Gaussians. Several flavors of metadynamics

have been developed since its first formulation, among them we find notably (i) well-

tempered metadynamics which uses decreasing Gaussian height through time to avoid

exploring irrelevant high free energy space (101), and (ii) multiple walkers metadynamics

which consists in several metadynamics simulations running in parallel and sharing the

same history-dependent biased potential allowing to explore the free energy landscape

much faster (102). The basic assumption of standard metadynamics is that after a

sufficiently large time t, the bias potential compensates the unbiased PMF and, therefore,

the latter can be estimated by −UG(ξ, t). For multiple walkers metadynamics, a WHAM

approach similar to what has been described for umbrella sampling is a valid approach in

order to recover the unbiased PMF (102, 103). Several other alternative methods have

been proposed to unbias standard metadynamics simulation and its variants, details

and comparison of some of these methods can be found in ref. (104). As we have

emphasized already, the definition of the collective variable is critical to obtain a valid

PMF; but unlike umbrella sampling for which poorly designed collective variable can be

easily detected, detecting hysteresis effect in metadynamics might be tedious. Therefore,

one has to carefully check the convergence of PMFs obtained with metadynamics before

stating about thermodynamics, or a fortiori about kinetics.
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1.5.2 Overcoming the sampling challenge with generalized-ensemble

methods

Replica exchange. As it has been introduced in section 1.5, inefficient sampling is

due to low reaction rates between states separated by high energy barriers (Fig. 1.3).

Reaction rates can be expressed as a function of free energy differences between stable

states and transition state:

kA→B ∝ exp(−β∆G‡
A) (1.27)

kB→A ∝ exp(−β∆G‡
B)

where kA→B and kB→A are reaction rates from state A to state B and from state B to

state A respectively (Fig. 1.3), and ∆G‡
A and ∆G‡

B are free energy differences between

the transition state and state A, the transition state and state B, respectively. To further

rationalize how we can increase transition rates, we need to introduce the following

thermodynamic relationships:

∆G = ∆H − T∆S (1.28)

∆H = ∆U − P∆V (1.29)

where H is the enthalpy, S the entropy, and U the internal energy (i.e. the potential

energy). By using eq. 1.28 in eq. 1.27 we have:

kA→B ∝ exp
(
−β(∆H‡

A − T∆S‡
A)
)

(1.30)

kA→B ∝ exp

(
−
∆H‡

A

kBT
+

∆S‡
A

kB

)

where ∆H‡
A and ∆S‡

A are respectively enthalpy and entropy differences between transi-

tion state and state A. From eq. 1.30 it is clear that, if the barrier is of enthalpic nature,

one solution to increase kA→B is to increase the temperature T .

Replica exchange molecular dynamics (REMD), also called parallel tempering, is one

method using simulations at high temperature to overcome free energy barriers (105–

108). In parallel tempering, several simulations (called replicas) of the same system
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kept at different temperatures are launched in parallel, and at regular time interval,

exchange between configurations from neighboring replicas is attempted according to

the Metropolis criterion (109). Because exchanges are ruled by the Metropolis criterion,

simulations fulfill detailed balance. The probability of exchange acceptance α between

neighboring replicas i and j is taken as:

α = min

[
1, exp

((
1

kBTj
− 1

kBTi

)
(U(rj)− U(ri))

)]
(1.31)

where rj and ri are configurations in replicas j and i respectively, and Tj and Ti are

temperatures of replicas j and i respectively. If α = 1, then configurations are exchanged

between replicas, else if α ≤ 1 a random number R is drawn between 0 and 1 from

a uniform distribution and exchange of configurations is accepted if R ≤ α. With

this method, reactive transitions are favored in replicas at higher temperature, and

the replica at the target temperature is also able to sample states explored at higher

temperatures with correct Boltzmann distribution due to configuration exchanges with

replicas at higher temperature. Equation 1.31 shows that if the temperature difference

between replicas is too high, the probability of exchange acceptance will be very low,

however if the temperature difference is too low then the probability of crossing a free

energy barrier will be lower, defeating the purpose of parallel tempering. It has been

shown empirically through several studies that an optimal acceptance probability for

exchange resides between 10% and 40% (110–118). One issue with parallel tempering

is that temperature spacing between replicas needed to obtain acceptance probability

in the [10%, 40%]-range decreases with system size (87), limiting the upper bound of

temperature range used for REMD for large systems, hence the difficulty to apply REMD

in those cases.

To overcome limitations found in parallel tempering when studying large systems,

Hamiltonian replica exchange (HREX) techniques have been developed, and more specif-

ically the REST2 variant of replica exchange solute tempering (REST) (119, 120). In

HREX, not only temperature can be scaled between replicas, but also the Hamiltonian,

yielding the following probability of exchange acceptance:

α = min

[
1, exp

(
−Ui(rj) + Ui(ri)

kBTi
+

−Uj(ri) + Uj(rj)

kBTj

)]
(1.32)
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where Ui and Uj are scaled forcefield potentials applied in replicas i and j respectively. By

scaling down forcefield parameters, one aims to decrease ∆H‡
A (eq. 1.29) and ultimately

to increase transition rates (eq. 1.30). Indeed decreasing enthalpy difference between

the transition state and the stable state is equivalent to increasing the temperature (eq.

1.30). Moreover, as the potential energy is an extensive property, it is possible to scale

specific parts of the Hamiltonian that are thought to be relevant to decrease free energy

barriers, which is not possible with an intensive property like temperature. In practice,

one could for example scale down non-bonded interactions and dihedral potentials of

the solute of interest, and keeping default forcefield parameters of solvent (120). In this

regard, REST2 requires a rough prior knowledge of important degrees of freedom of

the studied transitions, as opposed to parallel tempering where no prior knowledge is

needed. However the computational cost of REST2 is lower than for parallel tempering,

especially for large systems.

Another method called replica-exchange umbrella sampling (REUS, also referred to

as windows-exchange umbrella sampling or bias-exchange umbrella sampling) belongs

to HREX methods and is used to alleviate potentially ignored slowly varying degrees of

freedom orthogonal to chosen collective variables (108). In REUS, exchange of config-

urations between neighboring umbrella windows is attempted at regular time interval,

each umbrella window being harmonically restrained at different position along chosen

CVs. Temperature is usually kept constant and therefore the probability of exchange

acceptance can be written simply as:

α = min

[
1, exp

(
Ui(ri)− Ui(rj) + Uj(rj)− Uj(ri)

kBT

)]
(1.33)

where Ui and Uj are forcefield potentials and bias potentials applied in windows i and j

respectively, ri and rj are configurations from windows i and j respectively. With this

method, windows exploring degrees of freedom orthogonal to the biased CV are allowed

to diffuse along the biased CV-space, and these orthogonal degrees of freedom are then

better sampled all along our CV of interest.

Simulated tempering. In simulated tempering (121), temperature is treated as a

variable in addition to configuration. The probability distribution of a configuration ri

at temperature Tk is given by:
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1.5 Sampling challenge in molecular dynamics simulation

ρ(ri, Tk) ∝ exp

(
−U(ri)

kBTk
+ gk

)
(1.34)

where gk is a temperature dependent weight factor. Simulated tempering is a serializa-

tion of parallel tempering as configurations are sampled under different temperatures

within a single simulation. Transition between temperature states, i.e. transition be-

tween simulation at Tj and Ti, is ruled by a Metropolis criterion, and the probability of

exchange acceptance is given by:

α = min

[
1, exp

(
−
U(rj)

kBTj
+
U(ri)

kBTi
− (gi − gj)

)]
(1.35)

where weight factors gi and gj have to be adjusted in order to sample equally all tem-

perature states.

1.5.3 Boosting configurational sampling by increasing the time-step

As already stated when describing integration of Newton’s equation of motion in eq.

1.4, choosing a right time-step is crucial to find good balance between calculation time

and calculation accuracy. Indeed, if the time-step is too small trajectories will sample a

small part of the configurational space; and if the time-step is too large instabilities will

arise in the integration of the equation of motion due to some atoms visiting region of

potential energy with steep slope. Therefore, the simulation time-step is bound to the

fastest simulated atomic motions.

In atomistic molecular dynamics simulations, bond-stretching vibrations involving

hydrogens are the fastest atomic motions with a period of about 10 fs (89). In addi-

tion, these types of motion are rather of quantum mechanical character than of classical

mechanical character, and therefore cannot be rigorously described with classical dynam-

ics. One solution to better describe bond-stretching involving hydrogen and to suppress

dependency of time-step on these fast motions is to constrain bond lengths to a fixed

distance. Indeed, a quantum oscillator in its ground state resembles a constrained bond

more closely than a classical oscillator (87). Three algorithms are available in Gromacs

to carry out constraint dynamics (122–124), the main idea of these algorithms is to solve
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the equation of motion with additional Lagrange multipliers. By constraining bond-

stretching involving hydrogens, it is possible to run molecular dynamics simulations

with a 2 fs time-step instead of a 1 fs time-step.

The next fastest atomic motions are angle bendings involving hydrogen atoms, with

a period of about 13 fs (89). Two methods can be used to increase this period, and thus

to increase further the time-step: virtual interaction sites and hydrogen mass reparti-

tioning (HMR) (89, 125, 126). By modeling hydrogens as virtual interaction sites, their

positions are calculated from positions of three nearby heavy atoms, therefore removing

oscillation of angle bendings involving these atoms. With hydrogen mass repartitioning,

hydrogen masses are scaled up by a factor fH and heavy atom masses connected to hy-

drogens are scaled down; by this mean, the oscillation period of bond angles involving

hydrogen atoms are increased while keeping overall masses of chemical moieties constant.

With these two methods, one can use a 4 fs time-step during simulations, doubling the

performance of atomistic molecular dynamics simulations.

By using hydrogen mass repartitioning, we artificially change atom masses and con-

cerns about the relevance of the simulations to model our physical world can be raised.

To answer these concerns, we have to look where atom masses are involved in atomic

models used in MD and what are observables we are interested in. The average of an

observable A in the canonical ensemble is defined as:

⟨A⟩ =

∫∫
A exp(−βH)dpN drN∫∫
exp(−βH)dpN drN

=

∫∫
A exp(−βU(rN ))exp(−βK(pN ))dpN drN∫∫
exp(−βU(rN ))exp(−βK(pN ))dpN drN

(1.36)

where H is the Hamiltonian. Now if our observable is only dependent on positions, i.e.

if A = A(rN ), eq. 1.36 becomes:

⟨A⟩ =

∫
A(rN ) exp(−βU(rN )) drN

∫
exp(−βK(pN ))dpN∫

exp(−βU(rN )) drN
∫
exp(−βK(pN ))dpN

=

∫
A(rN ) exp(−βU(rN )) drN∫

exp(−βU(rN )) drN
(1.37)

The only term in eq. 1.37 that depends on masses is the kinetic energy, however

this term cancels out if our observable is only dependent on positions. Therefore in
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1.5 Sampling challenge in molecular dynamics simulation

theory, when observables of interest are only position-dependent, like for example the

free energy, results obtained with and without hydrogen mass repartitioning should be

comparable.
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2

Aims of the project

The ultimate goal of this project is to unravel atomistic details of DNA opening within

the pre-initiation complex during transcription initiation. Because molecular dynamics

(MD) simulation is able to provide atomic mechanistic insights of biomolecular processes,

MD simulations were the method of choice in this thesis to study DNA opening during

transcription initiation. However, as this has been introduced, DNA opening is a complex

conformational change involving large roto-translational motions at time scales that are

not accessible to brute-force MD simulations with current compute power. Thus, a

major part of this project has been dedicated to develop and test methods allowing to

overcome the sampling challenge.
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2. AIMS OF THE PROJECT
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3

Finding an RMSD–based

collective variable to drive

large-scale conformational

changes

3.1 Proposed RMSD-based collective variable: ξprop

When the two end states of a conformational transition are known (e.g. from cryo-EM or

x-ray crystallography experiments), one can use the known 3D structure of these states

to drive conformational transition between states by comparing instantaneous confor-

mations with reference states. A widely used metric for protein structure comparison is

the root-mean-squared distance (RMSD). After aligning structures we want to compare

(127), the RMSD is defined as:

∆(X,Y ) =

√∑N
i=1(xi − yi)2

N
(3.1)

where X denotes the set of 3D coordinates for a selection of atoms, e.g. Cα atoms, of a

configuration to compare with the set of 3D coordinates of another configuration Y . N

is the number of atoms to compare, xi and yi are coordinates of atom i in configuration

X and Y respectively.
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A collective variable based on RMSDs relative to two end states is commonly used

in the literature (128) and has been defined as:

ξcom(X) = ∆(X,XB)−∆(X,XA) (3.2)

where ∆(X,XA) and ∆(X,XB) are RMSDs between an instantaneous configuration X

and reference states A and B respectively. In order to better compare ξcom with our

proposed collective variable which will be introduced hereafter, we will use a normalized

form of eq. 3.2:

ξcom(X) =
∆(X,XB)−∆(X,XA)

∆(XA, XB)
(3.3)

where ∆(XA, XB) is RMSD between reference state A and B. As shown in Fig. 3.1A,

ξcom is sub-optimal for defining the two end states A and B. Therefore, we proposed the

following functional form to better describe the two end states:

ξprop(X) =

(
∆B

∆(X,XB)

)α

−
(

∆A

∆(X,XA)

)α

(3.4)

where ∆A and ∆B are RMSD fluctuations of configurations within state A and B re-

spectively, and α is a tuning parameter controlling curvature of isolines in Fig. 3.1B.

Notably, we have found a very close functional form of our proposed CV in the literature

(129).

3.2 Testing ξprop on alanine dipeptide toy model

In order to validate our proposed CV, we decided to test it on the alanine dipeptide (CH3-

CONH-CHCH3-CONH-CH3) toy model in vacuum for driving isomerization between two

stable states namely: c7eq and cax (Fig. 3.2). For alanine dipeptide isomerization eq.

3.4 becomes:

ξprop(X) =

(
∆c7eq

∆(X,Xc7eq)

)α

−
(

∆cax

∆(X,Xcax)

)α

(3.5)

32



3.2 Testing ξprop on alanine dipeptide toy model

Figure 3.1: Projection of RMSD–based CVs ξcom and ξprop onto the ∆(X,XA)

∆(X,XB)-plane (see equations 3.3 and 3.4) - (A) Restraining the system to ξcom = +1

or ξcom = −1 is not optimal to sample stable states A and B. Indeed, these configurational-

space regions also include configurations up to ∼7.5 Å–RMSD away from reference states.

(B) Restraining the system to ξprop = −1 or ξprop = +1 allows to specifically sample

reference states A and B respectively.

Figure 3.2B shows that RMSD fluctuation within both states is of ∼0.05 nm, thus we

can consider that: ∆c7eq ≈ ∆cax ≈ 0.05 nm. Under this approximation eq. 3.5 becomes:

ξprop(X) =

(
0.05

∆(X,Xc7eq)

)α

−
(

0.05

∆(X,Xcax)

)α

(3.6)

Relevant degrees of freedom describing isomerization of alanine dipeptide are the two

dihedral angles: ϕ and ψ; therefore, we have first computed a PMF as a function of ϕ

and ψ to have a reference PMF for comparison (Fig. 3.2A).

Pulling simulations along ξprop exhibit hysteresis effect. After carrying constant

velocity pulling simulations along ξprop to drive the system from cax to c7eq and from

c7eq to cax, we observed that different paths were sampled depending on the pulling di-

rection (Figs. 3.3A–B); the paths taken when starting pulling simulations from c7eq and

cax will be denoted Path 1 and Path 2 respectively (Figs. 3.3A-B). As explained in the
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Figure 3.2: Alanine dipeptide overview - (A) Reference alanine dipeptide PMF com-

puted with well-tempered metadynamics. Purple and yellow points represent configurations

obtained from 1ns of free simulation started from cax and c7eq respectively. When simulating

from c7eq, another stable state c7eq′ appears. (B) Purple and yellow points are defined as in

(A) and are represented on the ∆(X,Xc7eq) ∆(X,Xcax)-plane. Isosurfaces of ξprop(X) are

projected on the RMSD–space, here α =0.5 (see eq. 3.6). (C) Representative configuration

of c7eq and cax states with two points of view.

introduction, this behavior suggests that our proposed collective variable is not a good

approximation of the reaction coordinate for isomerization of alanine dipeptide. Indeed,
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as shown in Figs. 3.3A–C, the same value of ξprop maps configurations with different

free energies (in Fig. 3.3 we took two configurations at ξprop = −0.21 as examples). The

main issue with our proposed collective variable is that RMSD relative to a reference

configuration is a degenarated metric, meaning that a lot of configurations are mapped

to large values of RMSD. Therefore, ξprop gathers configurations with different thermo-

dynamic properties for large RMSD relative to c7eq and cax, i.e. close to ξprop = 0.

Accordingly ξprop is not a suitable reaction coordinate for conformational change. Nev-

ertheless, ξprop is a useful order parameter as it can clearly identifies configurations close

to our reference states, i.e. close to ξprop = 1 and close to ξprop = −1.

Combining ξprop with a second RMSD-based CV alleviates hysteresis effect.

In order to overcome degeneracy of our proposed collective variable for values close to

ξprop = 0, we introduced a second collective variable that is RMSD of instantaneous

configuration relative to a configuration close to ξprop = 0. This configuration has been

extracted from trajectories following either Path 1 or Path 2, in order to specifically

drive the simulation through one of these two paths. We defined: ξmid1 = ∆(X,Xmid1)

and ξmid2 = ∆(X,Xmid2) as the RMSD relative to the configuration extracted from Path

1 (Xmid1) and Path 2 (Xmid2) respectively. As shown in Figs. 3.4A and 3.4C, pulling

simulations along ξprop and ξmid1 followed Path 1, independently of the starting config-

uration. Similarly, pulling simulations along ξprop and ξmid2 were effectively restrained

along Path 2 whether the simulation where started from c7eq or cax.

Pulling simulations along Path 1 and Path 2 were then used to perform 2D umbrella

sampling. From these US simulations, we obtained PMFs shown in Figs. 3.4B and

3.4D. From these PMFs, we computed a free energy difference between cax and c7eq of:

2.11± 0.20 kcal.mol−1 for Path 1 and of 1.87± 0.05 kcal.mol−1 for Path 2, values which

are comparable to free energy difference computed from our reference metadynamics

simulation using ϕ and ψ angles as reaction coordinates: 1.71± 0.03 kcal.mol−1.

3.3 Discussion

With this study, we showed that it is not possible to drive conformational change with

ξprop alone because a large number of configurations with different thermodynamic prop-

erties correspond to regions close to ξprop = 0. By choosing a reference configuration
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observed in a specific pathway and close to ξprop = 0, we defined an additional CV

that allows to single out configurations within the ξprop = 0 isosurface that belong to a

specific pathway. By this mean, we were able to compute PMFs displaying free energy

difference between reference states comparable to free energy difference computed with

the reference PMF obtained with ϕ and ψ dihedral angles. Despite these encouraging

results, isomerization of alanine dipeptide in vacuum is a very simplistic model compare

to protein conformational changes we would like to tackle, i.e. DNA opening during

transcription initiation. Indeed, with increasing system size we expect to encounter ad-

ditional RMSD degeneracy problems. Further testing of our combination of CVs on

conformational change displayed in lysozyme L99A T4, a system often used for method

validations, confirmed that a path defined with three reference configurations is not

sufficient to obtain PMFs without hysteresis effects.

Defining collective variables permitting to drive a system through a particular path-

way has been subject of several studies in the literature. Among them, the string method

(130–134) and path collective variable (PCV) (135) have proven to be efficient meth-

ods for enhancing conformational changes (136–141). For our next project: studying

DNA opening during transcription initiation, we have chosen to use PCV because it is

implemented in PLUMED(142), a plugin for MD packages, facilitating its application.

3.4 Materials and Methods

Simulation setup. Molecular dynamics simulations were carried out with Gromacs ver-

sion 2018.6 patched with Plumed 2.5.1. Initial atomic coordinates of c7eq and cax were

obtained during the CECAM School “Open source software for enhanced-sampling sim-

ulations”. Amber99sb-ildn forcefield was used to parameterize alanine dipeptide (143).

Stochastic dynamics (SD) integrator was used to integrate the equation of motion. Sim-

ulations were carried out in NV T at a temperature of 300K. The SD integrator was

used as a thermostat with a friction constant of 0.5 ps−1. All bonds were constrained

with the Lincs algorithm (144).

Obtaining intermediate configurations to define ξmid1 and ξmid2. Constant-

velocity pulling simulations of 20 ns were carried out from ξprop = +1 to ξprop = −1

and from ξprop = −1 to ξprop = +1 with a force constant of 20,000 kJmol−1. From
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these simulations, configurations corresponding to ξprop = 0 that satisfied equal RMSD–

distance between c7eq and cax were selected to define ξmid1 and ξmid2. For these pulling

simulations and all simulations described bellow, we have chosen α = 0.5 in eq. 3.6.

Generating configurations along specific pathway for umbrella sampling. In

order to generate starting configurations for US, we have first carried out constant-

velocity pulling simulations along ξprop and ξmid1 for sampling Path 1, and along ξprop

and ξmid2 for sampling Path 2. To check that similar pathways were followed regard-

less of the pulling direction along ξprop, we performed five steered MD simulations from

ξprop = +1 to ξprop = −1 and five steered MD simulations from ξprop = −1 to ξprop = +1,

for a total of ten simulations per pathways. We set force constants to 5000 kJmol−1 for

ξprop and to 10,000 kJmol−1 nm−2 for ξmid1 and ξmid2. For Path 1, the simulations were

steered from ξmid1 = 0.142 nm to ξmid1 = 0nm during the first 10 ns; then steered from

ξmid1 = 0nm to ξmid1 = 0.152 nm during the last 10 ns. For Path 2, the simulations were

steered from ξmid1 = 0.071 nm to ξmid1 = 0nm during the first 10 ns; then steered from

ξmid1 = 0nm to ξmid1 = 0.071 nm during the last 10 ns.

Umbrella sampling. We then performed US with 100 umbrella windows, with ref-

erence positions between ξprop = −1 and ξprop = +1 in steps of 0.02, using a force

constant of 8000 kJmol−1 and with 80 ns of simulation per window. Reference positions

of harmonic potential along ξmid1 and ξmid2 were chosen equal to the reference position

from which the frame were extracted in the initial constant velocity-pulling. Force con-

stants were set to 10,000 kJmol−1 nm−2 for ξmid1 and to 35,000 kJmol−1 nm−2 for ξmid2.

PMFs were computed with the weighted histogram analysis method (100) implemented

for 2D PMF (Grossfield, Alan, “WHAM: the weighted histogram analysis method”, ver-

sion 2.0.11, http://membrane.urmc.rochester.edu/wordpress/?page_id=126). Er-

rors were computed with block averaging, using eight time blocks of 10 ns.

Reference well-tempered metadynamics simulation. Well-tempered metadynam-

ics simulation of 80 ns was carried out on ϕ and ψ dihedral angles. Simulation was set-up

with a 1 ps time-step Gaussian deposition rate, a Gaussian width of 0.35 rad and a Gaus-

sian height of 1.2 kJmol−1. After reweighting the histograms accumulated on a ϕ-ψ grid,
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the relationship: G(ξ) = −kBT lnρ(ξ) was used in order to compute the reference PMF.

Block averaging with eight time blocks were used to compute error bars.
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Figure 3.3: Pulling simulations along our proposed collective show memory

effect - (A) Evolution of a pulling simulation from c7eq (ξprop =1) to cax (ξprop = −1) in ϕ-ψ–

space (left plot) and ∆(X,Xc7eq)-∆(X,Xcax)–space (right plot). The blue point corresponds

to configuration in (C) with blue carbons. (B) Evolution of a pulling simulation from cax

(ξprop = −1) to c7eq (ξprop =1) in ϕ-ψ–space (left plot) and ∆(X,Xc7eq)- ∆(X,Xcax)–space

(right plot). The orange point corresponds to configuration in (C) with orange carbons.

Different path are explored in A and B, there are denoted path 1 and path 2 for A and B

respectively. (C) Two configurations corresponding to ξprop = −0.21 are mapped on our

reference PMF, blue and orange points correspond to configuration on the right side with

blue and orange carbons respectively.
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Figure 3.4: Pulling simulations along ξprop and ξmid does not exhibit hysteresis

effect - (A) Pulling simulations along ξprop and ξmid1 follow Path 1, regardless of the initial

configuration. Blue and red color points depict early and late simulation time points respec-

tively. Red stars represent the configuration used to define ξmid1. (B) 2D PMF along ξprop

and ξmid1. This 2D PMF is projected onto ξprop on the right. (C) Pulling simulations along

ξprop and ξmid2 follow Path 2, regardless of the initial configuration. Blue points and red

points correspond to frames close to t = 0ns or t = 20ns respectively. Red stars represent

the configuration used to define ξmid2. (D) 2D PMF along ξprop and ξmid2. This 2D PMF

is projected onto ξprop on the right.
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4

Driving DNA opening during

transcription initiation by RNA

polymerase II with atomistic MD

simulations

Content of this chapter has been published (145). References to videos have been re-

moved as they are not crucial for understanding our work, but they can be accessed

online.

4.1 Introduction

Transcription of DNA to RNA is catalyzed by RNA polymerases (RNAPs), a cornerstone

of the central dogma of molecular biology (3). In eukaryotes, RNAP II carries out the

synthesis of coding RNAs and of many non-coding RNAs. Transcription involves three

main steps: initiation, elongation and termination. To trigger initiation, the 12-subunits

RNAP II first assembles with general transcription factors to form the pre-initiation

complex (PIC) (63). Within the 12 RNAP II subunits, RNA polymerase subunits 1 and

2 (RPB1 and RPB2, respectively, Fig. 4.1A) form the cleft and the active site. Several

loops protrude from the two large subunits (Fig. 4.1A), which are well conserved among

eukaryotes, including the rudder (in RPB1), fork loop 1 (FL1, in RPB2), and fork loop 2

(FL2, in RPB2) (146, 147). During initiation, these loops are in proximity with the DNA
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as the transcription bubble forms. The architecture of RNAP II and the mechanism of

transcription initiation have been described in several excellent reviews (33, 148).

Structural studies provided snapshots of the two end states of the PIC during tran-

scription initiation in eukaryotes (63, 67, 149–156): snapshots of the closed complex

(CC), in which DNA is double-stranded and located on top of the RNAP II cleft, and of

the open complex (OC), in which the transcription bubble has formed and is loaded into

the active site (Fig. 4.1A and 4.1B). While a cryo-EM structural study of the bacterial

RNAP also revealed intermediate states of DNA opening (157), atomic details of the

DNA opening pathway during transcription initiation in eukaryotes are missing. Con-

sequently, the roles of conserved amino acid motifs of the rudder and of FL1 and FL2

during transcription initiation are largely unclear.

Previous molecular dynamics (MD) simulations focused on the elongation step of

transcription (158–166) and on the clamp dynamics during initiation in bacterial RNAP

(167). A recent coarse-grained MD study addressed DNA melting by inserting DNA

base mismatches (168). However, DNA opening has not been simulated with atomistic

models or without DNA base mismatches.

In this work, we used MD simulations to obtain a continuous opening transition from

the CC to the OC in atomic detail. Because the CC-to-OC transition involves conforma-

tional rearrangements on the scale of several nanometers, obtaining such transition by

brute-force MD simulations is computationally prohibitive. Therefore, we used steered

MD simulations (98, 99) along a set of collective variables (CVs) to drive DNA opening

and to enhance the sampling along the DNA opening pathway. Our CC-to-OC simu-

lation provides insight into the spatial rearrangements of the DNA and of the protein

loops during initiation, and they reveal extensive polar interactions of the DNA with the

rudder, FL1, and FL2. These observed interactions suggest roles of the protein loops

in supporting DNA strand separation and in stabilizing the transcription bubble in the

OC.

4.2 Results

Steering a 55 Å-conformational transition with a combination of collective

variables. Upon forming the transcription bubble, DNA carries out a transition in-

volving a rotation of the DNA double strand by ∼370◦ as well as a translation of the
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Figure 4.1: PIC complex in CC and overlap of DNA in CC and OC - (A) Cryo-EM

structure of the CC without TFIIH and TFIIS (pdb code 5IY6 (151)). Zinc ions shown as

black spheres. (B) Overlay of the DNA in CC and OC, taken from structures 5IY6 and 5IYB

respectively (151). The DNA region involved in the DNA bubble formation is highlighted in

green. (C) DNA sequence simulated in this work, corresponding to the DNA sequence found

in 5IYB. DNA numbering according to Ref. (151), where +1 refers to the transcription start

site in the OC structure.

DNA strands by up to 55 Å relative to the protein (151). Simulating such large-scale,

nonlinear conformational transitions in atomic detail imposes considerable challenges.

One possible strategy for favoring these large-scale motions is to introduce base mis-

matches between the two DNA strands, as used for obtaining the OC cryo-EM structure

by He et al. (151) or used for favoring DNA melting in coarse-grained MD simulations

(168). In contrast to these previous studies, we simulated DNA opening without base

mismatches, according to the biologically relevant state of the CC (Fig. 4.1C). We ob-

tained a relaxed pathway of DNA opening with a combination of two methods. First,

we obtained an initial pathway using steered MD simulations along a combination of

three collective variables (CVs); second, the initial pathway was relaxed using the path

collective variable (PCV) method (169).
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Figure 4.2: Transition from closed to open DNA in atomic detail - (A) Opening

transition snapshots with corresponding Spath value (progression along the DNA opening),

rotation of the downstream DNA helix (ξ1), RMSD relative to the open bubble (ξ3), and

DNA helix bending angle. The target open bubble conformation is depicted in light gray.

For reference, two catalytic magnesium ions are shown as green spheres. (B) Simulation

box. Colors for the PIC in CC are consistent with Fig. 4.1. Water molecules, sodium

ions, and chloride ions are colored in blue and white, pale pink, and pale green respectively.

Most of water molecules and ions have been removed for clarity. (C) Section of the PIC in

OC obtained from steered MD simulations. Open DNA from 5IYB structure is shown for

reference. The transcription bubble is colored in pale green.
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To guide the opening pathway, steered MD simulations were carried out along a

combination of the following three CVs: (i) a rotational CV applied to the downstream

DNA helix, thereby driving the melting of the DNA strand (Fig. 4.2A, ξ1); (ii) two

CVs given by the root mean-square distance (RMSD) of the sugar-phosphate backbone

of the DNA relative to the conformation in the OC, taken from the 5IYB structure (ξ2

and ξ3) (151). Figure 4.2A illustrates the evolution of the rotational CV ξ1 and of the

RMSD-based CV ξ3. By pulling along these CVs we obtained an initial path of DNA

opening.

A path collective variable (PCV) for steering and relaxing the DNA opening

path. Because our steered MD simulations were carried out on much shorter time scales

compared to experimental time scales, it is reasonable to believe that the initial path

is still biased by non-equilibrium effects. To relax the conformations along the opening

pathway and, thereby, to mitigate such non-equilibrium effects, we applied the PCV

method (169). Generally, PCVs are defined using two CVs: the position Spath along the

initial path and the distance Zpath from the path, where the path is defined along N

intermediate conformations (see Materials and Methods for details). In this study, the

initial PCV was defined with 72 intermediate conformations taken form the steered MD

simulation. Then, we carried out two rounds of constant-velocity pulling along Spath.

Within each round, the path was allowed to relax, providing us with an updated set

of increasingly relaxed intermediate conformation and, thereby, an updated PCV. The

final PCV along 63 relaxed intermediate conformations, allows convenient opening sim-

ulations by pulling along the single Spath, instead of pulling along the three CVs used

for obtaining the initial path (see above). In addition, projection onto the final Spath

provides a convenient measure for the progress of the opening pathway, as used below

in our figures and analysis.

Atomistic transition from the closed to a stable open DNA. By pulling along

the aforementioned Spath, we obtained all-atom continuous trajectories of DNA opening

from the CC to the OC (Fig. 4.2A/C). To test whether we have reached a state with

a stable open DNA bubble, we simulated the final state without any biasing potential

for 200 ns. In this simulation, the distances between the disrupted base pairs were

reasonably stable (Fig. 4.3A, E), demonstrating that the strands did not re-anneal, as
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expected for a stable OC. Three additional free simulations of 300 ns each corroborated

the stability of the OC (Fig. 4.3B–D, F). The open DNA bubble exhibited a length of

12 base pairs (bp), in reasonable agreement with the length of 13 bp in the reference

structure by He et al. (151). We quantified the spatial extension of the bubble with

the average distance dbb between the 12 disrupted base pairs. In the unbiased 200 ns

simulation of the OC, we obtained dbb = 2.36 nm (Fig. 4.3), in reasonable agreement

with the value of 2.67 nm in the reference structure. Minor structural differences relative

to the reference OC are expected because (i) the DNA bubble is flexible and (ii) RNAP

II in the OC accommodates various DNA bubble lengths and widths during initiation

and, more generally, during the entire transcription process (170). Overall, the stability

of the DNA transcription bubble in our free simulation implies that the previous pulling

simulation represents a complete DNA opening pathway.

Figure 4.2A provides an atomic view on the large DNA rearrangements. First, due

to the clockwise rotational motion carried out by the downstream DNA, the DNA be-

came underwound in the transcription bubble region. Second, due to the translational

motions induced on the transcription bubble towards the active site, the DNA bent at

the transcription bubble region. These two topological changes of DNA led ultimately

to the disruption of 12 bp. DNA rotational angles, bending angles and RMSD relative

to the reference OC are depicted in Fig. 4.2A for four snapshots of our DNA opening

trajectory. This interplay between negative supercoiling (clockwise rotational motion of

DNA), DNA bending, and base pair disruptions have been reported previously in DNA

minicircles (171–174). In addition, negative supercoiling has been shown to promote

DNA opening during transcription with minimal transcription factors (68), further cor-

roborating that our simulations reflect experimentally relevant conditions. Together, we

obtained a simulation protocol that provides continuous atomistic transitions from the

CC to a stable OC with an open DNA transcription bubble within computationally ac-

cessible simulation times. The protein–DNA contacts and interaction energies obtained

from the simulations are discussed in the following sections.

Fork loop 2 tilts during DNA opening. Because DNA opening occurs inside the

PIC, the DNA extensively interacts with protein domains and, in particular, with the

protein loops. While DNA was loaded into the active site in the simulations, FL2 tilted

into the transcription bubble, in-between the two DNA strands (Fig. 4.4A-D).
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Figure 4.3: Analysis of the stability of the open DNA bubble in free simulation

- (A) To test the stability of the DNA transcription bubble, a free simulation of 200 ns was

carried out, starting from the final configuration of the pulling simulation along the final

Spath. To quantify the stability of the DNA bubble, we monitored the DNA backbone COM

distance between disrupted base pairs of the transcription bubble during the free simulation:

base pair −11, −10, −9, −8, −7, −6, −5, −4, −3, −2, −1 and +1 are depicted in light

blue, dark blue, light green, dark green, light pink, red, light orange, dark orange, light

purple, dark purple, and maroon, respectively. The average distance between the 12 base

pairs is depicted in dark pink. (B-D) Similar analysis as in panel (A) for three additional

free simulations of the OC, started at t = 0ns, t = 100 ns and t = 190 ns of trajectory

obtained in (A). (E) DNA snapshots taken every 10 ns from the free simulation in (A). (F)

Comparison of the last configurations obtained from (B), (C) and (D). Overall, distances

between disrupted base pair and visual inspection of the trajectories show that the two

strands do not re-anneal, suggesting that a DNA bubble was obtained that is stable at least

on the microsecond time scale.
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Figure 4.4: Tilting of sensor fork loop 2 (FL2) into the transcription bubble

during DNA opening - (A-D) Snapshots of FL2 (cyan) during DNA opening correspond-

ing to Spath =1.16, 31.8, 51.5 and 62.6 respectively. The final tilted state of FL2 is depicted

in panel D. For reference, the starting position of FL2 (marine blue), Asp-492 and Lys-494

are shown.

Whereas solvent-exposed protein loops are often flexible, the FL2 conformation point-

ing into the open bubble was remarkably stable, locked by electrostatic protein–DNA

interactions, as observed in the free 200 ns simulation following the opening transition

described above. The FL2 tilting in our simulations is compatible with a hypothesized

role of FL2 as a sensor for the open transcription bubble (151). A recent study revealed

a similar conformational change of FL2 during the transition from the CC to the OC,

further supporting that FL2 is acting as a sensor for DNA opening (156).

Fork loops 1 and 2 support DNA opening by hydrogen bond attack on

Watson-Crick pairs. The simulations revealed how DNA opening is supported by

the rearrangement of hydrogen bonds (H-bonds) between DNA, protein, and water, as

shown in Fig. 4.5. Namely, the loss of 31 Watson-Crick (WC) DNA–DNA H-bonds (Fig.

4.5A, orange curve) was predominantly compensated by the formation of approximately
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40 DNA–Water H-Bonds (Fig. 4.5A, blue curve). The open DNA was further stabilized

by the formation of approx. 12 DNA–protein H-bonds (Fig. 4.5A, green curve), among

which ∼50% formed with the Watson-Crick edge (Fig. 4.5A, red curve), and the other

∼50% formed with other edges or with the DNA backbone.

The progression of WC H-bonds (Fig. 4.5A, orange curve), together with visual

inspection of the MD trajectories, revealed three key protein residues involved in desta-

bilizing the double-stranded DNA by attacking the Watson-Crick H-bonds. These events

are reflected by marked decreases of the number of WC H-bonds at Spath = 45.9, 49.6,

and 55.4 (Fig. 4.5A, vertical lines) and are visualized in the molecular representations

of Figs. 4.5B–D. First, the side chain of Gln-461 of FL1 interacted with the base pairs

at −6, thereby competing with the WC base pairing (Fig. 4.5B, Spath = 45.9). Second,

the side chain of Lys-458 of FL1 interacted via H-bonds with base pairs at position −9

and −10 (Fig. 4.5C, Spath = 49.6). Third, at a later stage of the opening process and

after FL2 tilted into the open bubble, Arg-491 of FL2 destabilizes WC H-bonds, thereby

promoting the unzipping of the double-stranded DNA (Fig. 4.5D, Spath = 55.4). Hence,

DNA–protein interactions do not merely serve as a compensation for the loss of DNA–

DNA interactions in order to energetically stabilize the final OC state, but they might

also catalyze the rupture of the WC base pairing.

The DNA dynamics in RNAP II driven by FL1 and FL2 are not unique but instead

resemble dynamics observed in other DNA-interacting enzymes. For instance, base flip-

ping has been suggested as an early mechanistic stage for DNA opening in a bacterial

promoter (176). Likewise, H-bond attack to WC base pairs has been proposed for the

cytosine 5-methyltransferase, where the enzyme infiltrates the DNA helix by forming

H-bonds with nucleic bases, consequently destabilizing WC H-bonds and inducing base

flipping (177, 178). Similarly, a base flipping event at position −6 of the template strand

occurred during DNA opening in our simulation. Here, base flipping was promoted by

the aforementioned Gln-461, via disruption of the WC H-bonds during the DNA opening

(Fig. 4.5B, black arrow).

To get additional insights into the role of DNA–Protein interactions during DNA

opening, and to identify selection pressure on the three key residues mentioned above,

we analyzed the residue conservation of FL1 and FL2 among six eukaryotic organisms

by means of multiple sequence alignments. Overall, FL1 and FL2 are strongly conserved

among eukaryotes demonstrating their critical biological roles (Fig. 4.5E). However,
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Figure 4.5: Rupture of Watson-Crick H-bonds in the transcription bubble and

formation of DNA–protein and DNA–water H-bonds during the DNA opening

process - (A) Development of the H-bonds of the transcription bubble region: number of

H-bonds between WC edge and water (blue), between base pairs (orange), between DNA

and protein (green), and between DNA WC edge and protein (red). Smooth lines are shown

to guide the eye. (B) WC H-bond disruption driven by Gln-461 and base flipping (black

arrow) of DNA residue −6 in the template strand. (C–D) Attack of WC H-bond by fork

loops 1 and 2, respectively. (E) Sequence alignment (CLUSTAL W (175)) of fork loop 1

and 2 from six different eukaryotes: Homo sapiens, Caenorhabditis elegans, Saccharomyces

cerevisiae, Solanum lycopersicum, Arabidopsis thaliana and Dictyostelium discoideum. The

residue color highlights the degree of conservation: invariant residues (red), residues with

similar properties (blue), or with weakly similar properties (yellow). Residues in dotted

boxes are discussed in the text.

Gln-461 is not conserved among eukaryotes, suggesting that the DNA–Gln-461 inter-

actions observed in our simulations is either not critical for DNA opening or may be

replaced with other interactions. In contrast, Lys-458 is well conserved among the ana-

lyzed eukaryotes (Fig. 4.5E); we hypothesize that the substitutions with Asn in Solanum

lycopersicum and Arabidopsis thaliana may interact with DNA similar to Lys, thus sup-

porting the role of residue 458 in destabilizing the double-stranded DNA. Arg-491 is
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invariant among all the eukaryotic organisms chosen here (Fig. 4.5E), underlining its

biological relevance in DNA strand separation. Taken together, our data suggest that

residues of FL1 and FL2 catalyze DNA opening by attacking WC H-bonds between

double-stranded DNA, providing a rationale for the marked sequence conservation of

FL1 and FL2. According to the simulations and the sequence alignment, the conserved

residues Lys-458 and Arg-491 are involved in H-bond attack; however, we cannot exclude

the possibility that other conserved residues play similar roles.

Fork loops–DNA and rudder–DNA electrostatic interactions stabilize the

open DNA conformation. To rationalize the energetic driving forces for DNA open-

ing, we monitored the potential energy from DNA–DNA, DNA–Protein, and DNA–

Water interactions (Fig. 4.6A). Here, potential energies were taken as the sum of

Lennard-Jones and short-range Coulomb interactions, averaged over 50 ns of simula-

tion and normalized relative to the state of the CC. The loss of interactions between

the DNA strands is primarily compensated by a large gain of DNA–Protein interactions,

as evident from the large negative DNA–Protein potential energies (Fig. 4.6A, orange

and red). Although DNA opening leads to an increase of DNA–water interactions, as

expected from the formation of H-bonds between water and the WC edge (Fig. 4.5A,

blue), DNA–water interactions (Fig. 4.6A, blue) play a much smaller role as compared

to DNA–Protein interactions (Fig. 4.6A, red).

To quantify which type of DNA–Protein interactions drive DNA opening, we further

analyzed the number of contacts of the DNA bubble region with different groups of

amino acids of common physicochemical properties (Fig. 4.6B). Evidently, the DNA

forms ∼50 new contacts with basic protein residues, far more compared to contacts with

polar or acidic residues. This finding reflects that RNAP II cleft is highly positively

charged which helps to attract the negatively charged DNA backbone deeper into the

cleft and, in particular, into the active site. This finding demonstrates, not surprisingly,

that electrostatic interactions between the DNA and RNAP II are the key energetic

driver for transcription bubble formation.

Visual inspections of the simulations revealed reoccurring salt bridges and hydrogen

bonds between the protein and the open DNA. Gln-456 and Lys-457 (in FL1) form H-

bonds with the template strand of DNA (Fig. 4.7A), suggesting that FL1 stabilizes the

open bubble by compensating the loss of H-bonds between the two DNA strands and by
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Figure 4.6: Electrostatic interactions support DNA opening - (A) Coulomb and

Lennard-Jones short-ranged interactions between DNA and water (blue), between DNA

and DNA (orange) and between DNA and protein (red). (B) Number of contacts within

the DNA bubble region with all protein residue types (blue), with basic protein residues

(orange), with hydrophobic protein residues (green), with hydrophilic protein residues (red)

and with acidic protein residues (purple). Smooth lines are shown to guide the eye.

imposing a steric obstacle against strands re-annealing. In close proximity to FL1, Arg-

327 (in the rudder) forms a salt bridge with the template strand (Fig. 4.7B). Likewise,

Lys-494 (in FL2) and Arg-222 (in RPB2) interact with the non-template strand via

salt bridges and H-bonds (Fig. 4.7C). Arg-222, Lys-413 and Arg-416 are examples of

residues outside the fork loops or the rudder that form electrostatic interactions with

the non-template strand of the open DNA conformation (Fig. 4.7D).

To corroborate the relevance of the DNA–protein interactions observed in our sim-

ulations for stabilizing the transcription bubble, we inspected the conservation of the

residues mentioned above with sequence alignments. Accordingly, Lys-494 (Fig. 4.5E,

FL2) and Arg-222 (Fig. 4.7E, RPB2) are invariant while Lys-413 (Fig. 4.7E, RPB2) is

well conserved, supporting their biological relevance. Gln-456 (Fig. 4.5E, FL1) and Arg-

416 (Fig. 4.7E, RPB2) are largely conserved except in Dictyostelium discoideum and in

Saccharomyces cerevisiae respectively, underlining their putative role in stabilizing the

transcription bubble. In contrast Arg-327 (Fig. 4.7E, rudder) is not conserved but may

be replaced with Thr or Gln; however, all those residues are capable of forming H-bonds

with the DNA backbone and, thereby may all stabilize the open bubble. Finally, Lys-457
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Figure 4.7: Electrostatic interactions between DNA and PIC stabilize open

DNA in the OC - (A-D) H-bonds between protein and DNA. (B-D) Salt bridges between

cationic residues with the anionic DNA backbone. (E) Sequence alignment (CLUSTAL W)

of the rudder from different eukaryote organisms. Red residues are invariant, blue are from

groups of strongly similar property and yellow from groups of weakly similar properties.

(Fig. 4.5E, FL1) is not conserved suggesting that this residue is less critical for stabi-

lizing the transcription bubble. Together, our simulations show extensive interactions

between the PIC and DNA that stabilize the DNA bubble. In the light of the sequence

alignments, many of these interactions are critical, whereas some may be replaced by

other interaction.

4.3 Discussion

We have presented the first all-atom simulation of a continuous DNA opening transition

within human RNAP II. The simulations revealed extensive electrostatic and polar in-

teractions of the DNA with the protein, predominantly with the two fork loops and with

the rudder. Closer inspection of these interactions suggested that the rudder and the

two fork loops are involved in (i) the separation of the two DNA strands by means of

H-bond attack to WC base pairs and (ii) in maintaining the open DNA conformation by

a combination of steric hindrance and electrostatic interactions. The biological relevance
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of the protein residues involved in the observed interactions was further scrutinized by

analyzing their conservation among eukaryotic amino acid sequences. Finally, we ob-

served a base flipping event as well as the flipping of FL2 into the transcription bubble,

in line with previous experiments (151, 156, 176–178).

Mutagenesis experiments targeting the fork loops and the rudder have been carried

out in archaeal RNAP II and have revealed that the rudder helps in stabilizing the

melted DNA in the OC (179). In addition, these experiments suggested that FL2 and,

in particular Arg-451 —the archaeal equivalent of Arg-491 mentioned in this work—,

plays a role in unwinding downstream DNA during elongation. However, mutagenesis of

FL1 did not impact DNA opening in archaeal RNAP II in this study. Whereas archaeal

and human RNAP II exhibit high sequence conservation, the physiological temperature

in which DNA opening occurs may strongly differ, which might influence DNA melting.

Indeed, a temperature of 70°C was used in the permanganate footprinting experiment

by Naji et al. compared to a temperature of 37°C expected for human physiological

conditions (179). The same kind of mutagenesis experiments in eukaryotic RNAP II

system, ideally for human RNAP II, would be highly interesting to confirm that FL1,

FL2, and the rudder are essential for DNA opening.

Simulating and relaxing such a large-scale roto-translational conformational transi-

tion with atomic MD force fields is computationally challenging. A recent coarse-grained

MD study introduced base pair mismatches in the transcription bubble region to favor

DNA opening (168). However, if DNA melting occurs without simultaneous rotation

of the downstream DNA, high DNA strains in the upstream or downstream DNA re-

gion emerge, which is incompatible with the open DNA conformation from experimental

structures (150, 151, 180). Therefore, in this work, we used steered MD simulations

along a combination of three CVs to guide the large-scale displacement of DNA by up

to 55 Å simultaneously with DNA rotation by ∼ 346°. Finding a suitable set of CVs for

obtaining a stable OC without undesired DNA melting outside the transcription bubble

required extensive optimization and human supervision; hence, future studies may aim

towards more automated protocols for findings suitable sets of CVs. Having obtained

an initial DNA opening simulation from steered MD, we used the PCV framework to

relax the initial opening pathway. Notably, we tried to compute the potential of mean

force along the PCV with umbrella sampling (96) or metadynamics (97), with the aim
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to obtain an estimate for the free energy of DNA opening; however, we observed con-

siderable hysteresis problems, suggesting that it is difficult to sample all the degrees of

freedom orthogonal to the PCV such as all alternative protein–DNA interaction motifs.

This observation further implies that our simulations provided a plausible pathway for

DNA opening, but not necessarily the minimum free energy pathway. For instance,

alternative pathways may involve sets of protein–DNA pair interactions in addition to

the interactions presented in Figs. 4.5 and 4.6. To enable exhaustive conformational

sampling and free energy calculations, future simulations may investigate the use of ad-

ditional enhanced sampling techniques such as bias-exchange umbrella sampling (181)

or the use of extensive compute power (182).

In eukaryotes, the transcription factor TFIIH catalyzes, both, DNA translocation and

DNA opening by using the energy released by ATP hydrolysis (183–186). DNA opening

can also be triggered by torsional stresses generated by negative supercoiling produced

mostly by remote transcription processes; therefore, ATP is also the indirect energy

source for DNA opening under negative supercoiling conditions (68, 187–192). However,

it has been suggested that translocase activity is not necessary for RNA transcription

and, thus, that ATP-independent DNA opening is achievable by RNAP II (67) with the

use of binding energy generated from PIC assembly (66). In this study, we modeled

DNA opening in absence of TFIIH with the use of rotational and translational CVs.

However, since TFIIH also produces torsional stress to downstream DNA, our current

protocol for DNA opening will be useful to study DNA opening in presence of TFIIH.

Simulations with TFIIH will be particularly relevant to understand the role of its XBP

subunit, the TFIIH subunit containing the translocase activity and the motor for DNA

unwinding (185).

The transcription factor TFIIB contains the B-reader and B-linker elements, which

also help DNA opening (152, 193). Because refined atomic models of the B-reader and

B-linker were not resolved in the CC structure by He et al. (151), we simulated the CC-

to-OC transition in the absence of these TFIIB elements. Further atomistic simulation

will be needed to investigate whether the B-reader and B-linker support DNA opening

using similar interaction motifs as observed here for FL1, FL2, and for the rudder.

To conclude, we obtained an atomic model for a continuous DNA opening event in

the human PIC. The simulations revealed extensive interactions of the DNA with the

protein, in particular with loops protruding into the polymerase cleft: FL1, FL2, and the
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rudder. According to the simulations, the loops play multiple roles for DNA opening:

(i) by attacking WC H-bonds, they may catalyze the melting of the DNA; (ii) extensive

polar interactions via salt-bridges with the DNA backbone and, to a lower degree, via

H-bonds with the DNA backbone and bases stabilize the open DNA conformation; (iii)

FL2 tilted into the DNA bubble during opening, a conformational transition that is

compatible with a function of FL2 as a sensor for an open transcription bubble.

4.4 Materials and Methods

Simulation setup. MD simulations were carried out with Gromacs (194) version 2020.2

patched with Plumed (142, 195) version 2.6.1, and with Gromacs version 2021 patched

with Plumed version 2.7.0. The initial atomic coordinates for the CC were obtained from

the Protein Data Bank (accession code 5IY6 (151)) from which we removed TFIIH and

TFIIS. We used YASARA version 20.8.23 to add acetyl and N-methyl amide capping

groups at the ends of the missing protein regions and at the C and N termini. We

also used YASARA to add missing atoms (196). The system was solvated with TIP3P

water molecules and Na/Cl counter ions were added to neutralize the system with a salt

concentration of 100mM (197). In total, the system contained 832078 atoms. The OL15

force field was used for the DNA (198). The ff14sb force field was used for the protein

(199) except for the zinc(II)-coordinating Cis and His residues, for which the improved

parameters by Macchiagodena et al. were used (200).

Electrostatic interactions were computed with the particle-mesh Ewald method (201),

using a real-space cutoff at 1 nm and a Fourier spacing of 0.16 nm. Dispersion interactions

and short-range repulsion were described with a Lennard-Jones potential with a cutoff

at 1 nm. Bonds and angles of water were constrained with the SETTLE algorithm

(123) and bonds involving other hydrogen atoms were constrained with LINCS (124).

To remove atomic clashes, the system was energy minimized with the steepest-descent

algorithm. We next equilibrated the system under NVT conditions for 100 ps at 300K

using the velocity-rescale thermostat with one heat bath for the coordinated ions, DNA

and protein and another heat bath for water and counter-ions (90). Then, we equilibrated

the system at 1 bar for 10 ns under NPT conditions using Parrinello-Rahman pressure

coupling and using the same thermostat as in the NVT equilibration (92). During both
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equilibration steps, all heavy atoms were position restrained with a force constant of

1000 kJmol−1 nm−2.

To enable the use a 4 fs time-step for further pulling simulations we used hydrogen

mass repartitioning (HMR) (89). Accordingly, to increase the oscillation period of the

bond angles involving hydrogen atoms, the hydrogen masses were scaled up by a factor of

fH and the heavy atom masses connected to hydrogens were scaled down, while keeping

the overall masses of chemical moieties constant. To choose a scaling factor fH that

yields stable simulations at a 4 fs time step, we tested scaling factors from 2 to 3 in steps

of 0.2, where three simulations were carried out for each scaling factor. Each simulation

was carried out for 20 ns in NPT conditions. None of the simulations with a scaling

factor of 2.8 or 3 were stable, whereas all other simulations were stable. For production

simulations, we decided to use fH = 2.5.

To exclude that HMR leads to excessive energy drift, we carried out three NVE

simulations with fH = 2.5 using 4 fs time step for 500 ps and, for reference, three NVE

simulation without HMR using a 2 fs time step. On average, we obtained an energy drift

of 0.06%ns−1 with HMR, which was even smaller than the average value of −0.13%ns−1

without HMR (4.1). Hence, integrating Newton’s equations of motion with HMR models

was numerically stable and exhibited only a marginal energy drift.

Total energy drift with HMR (%ns−1) Total energy drift without HMR (%ns−1)

0.06 -0.12

0.06 -0.14

0.06 -0.12

Table 4.1: Drifts of the total simulation energy during three independent NVE simulations

of 500 ps with HMR using a 4 fs time step (left column) or without HMR using a 2 fs time

step (right column). Energy drifts are shown relative to the total energy of the simulation

per nanosecond. Using HMR does not increase the energy drift.

Simulation of initial DNA opening pathway. We generated an initial path from

the CC to the OC with a steered MD simulation of 175 ns using a combination of one

rotational CV and two RMSD-based CVs.
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As the first CV, we used a rotational CV defined as ξ1 = 1/4
∑4

i=1 γi(X;X0), where

each dihedral angle γi was defined as:

γi(X;X0) = dih(vi(X0),uaxis,vi(X)) (4.1)

Here, uaxis denotes the helix axis of the DNA in region +3 to +23 (Fig. 4.8A). X0 is

the configuration at t = 0ns, and X is the configuration at a later simulation time t.

Further, vi(X0) denotes the vector connecting the two centers of mass (COMs) ci,1(X0)

and ci,2(X0) at t = 0ns (Figs. 4.8B and 4.8D-F), and vi(X) is the instantaneous vector

connecting the same COMs at simulation time t (Figs. 4.8C and 4.8H). The two groups

of atoms used to define ci,1 and ci,2, respectively, were constructed by splitting the helix

DNA region +3 to +23 along the axis, as illustrated in Figs. 4.8B and 4.8D-F. The four

vi(X0) defining ξ1 are depicted in Fig. 4.8G.

As a second CV, we used ξ2 = ∆(X,XOC1). Here, XOC1 denotes the DNA backbone

atoms of the OC in the region −17 to −5, taken from the 5IYB structure (151), and

∆(X,XOC1) denotes the RMSD of the instantaneous structureX relative to the reference

structure XOC1. As a third CV, we used ξ3 = ∆(X,XOC2). Here, XOC2 denotes the

backbone atoms of the OC in the region −17 to +2, again taken from the 5IYB structure.

During the 175 ns of steered MD simulation, we applied different forces on the three

CVs described above:

1. The rotational CV (ξ1) was pulled from 6.27 rad (close to 2π) to 0.01 rad over the

first 100 ns using a force constant of 7000 kJmol−1 rad−2. Over the next 4 ns, the

force applied on ξ1 was turned off by linearly decreasing the force constant from

7000 kJmol−1 rad−2 to 0 kJmol−1 rad−2.

2. The RMSD relative to XOC1 (ξ2) was pulled from 2.35 nm to 0.4 nm over the first

50 ns using a force constant of 10,000 kJmol−1 nm−2. Over the next 50 ns, ξ2

was pulled from 0.4 nm to 0 nm using a force constant decreasing linearly from

10,000 kJmol−1 nm−2 to 0 kJmol−1 nm−2.

3. The RMSD relative to XOC2 (ξ3) was pulled from 1.99 nm to 0 nm between simu-

lation times of 50 ns and 100 ns, using a linearly increasing force constant between

20,000 kJmol−1 nm−2 and 30,000 kJmol−1 nm−2. Over the next 75 ns, ξ3 was re-

strained at 0 nm using a force constant of 30,000 kJmol−1 nm−2.
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Figure 4.8: Illustration of the definition of the rotational CV ξ1 - (A) Axis of the

DNA helix used to define one vector of the dihedral angles in region +3 to +23. Residues

colored in grey were used to compute the centers of geometry defining the axis (grey beads).

(B-C) Blue and pink DNA segments highlight two horizontal halves of the DNA, where the

blue bead at c1,1(X0) and the pink bead at c1,2(X0) are located at the center of geometry of

the pink and blue halves, respectively. In panel (C), bead positions c1,1(X) and c1,2(X) that

would lead to a rotation angle of γ1(X) = −90° are illustrated as well. (D-F) Definition of

the three other reference vectors v2(X0), v2(X0), and v4(X0). Residues used for computing

the COMs are colored accordingly to their associated COMs. (G) All COMs and their

associated vectors used to define the rotational CV ξ1 at t = 0ns. (H) Example of a −90°
rotation of the DNA helix compared to the reference configuration at t = 0ns in panel (G).

59



4. DRIVING DNA OPENING DURING TRANSCRIPTION
INITIATION BY RNA POLYMERASE II WITH ATOMISTIC MD
SIMULATIONS

To exclude that independent steered MD simulations would lead to qualitatively

different opening pathways, five independent 175 ns simulations were carried out and

analyzed in terms of number of hydrogen bonds, contacts, and interaction energies (Fig.

4.9). Whereas independent simulations exhibit different fluctuations of in the down-

stream DNA helix, the trends of the interactions and conformations of the DNA bubble

are largely preserved.

Relaxation of the initial DNA opening pathway. In order to relax and sample in-

termediate states along the opening pathway, we first used constant-velocity pulling from

the CC to the OC with a Path Collective Variable (PCV) (169). The two components

of a PCV are Spath and Zpath, and are defined as:

Spath(X) =

∑N
i=1 ie

−λMi(X)∑N
i=1 e

−λMi(X)
(4.2)

Zpath(X) = − 1

λ
ln

N∑
i=1

e−λMi(X) (4.3)

where the unitless Spath describes the progression along the path and Zpath describes the

deviation from the path. N denotes to the number of reference configurations defining

the DNA opening path. The distance metric Mi(X) = ∆2(X,Xi) is the mean squared

deviation (MSD) of the instantaneous configuration X relative to the reference configu-

ration Xi. The choice of the N reference configurations was optimized to obtain similar

MSDs between neighboring configurations and a good flatness of the surface spanned by

the N×N MSD matrix (169). The symbol λ is the smoothing parameter, proportional

to the inverse of the MSD between adjacent reference configurations.

To relax the initial path along Zpath, we performed two rounds of constant-velocity

pulling along Spath, while applying a wall potential on Zpath acting above Zpath(X) =

0.035 nm−2. For the first relaxation round, we took N = 72 reference configurations

from the initial path, set λ = 21.7 nm−2, and we carried out 100 ns of constant-velocity

pulling along Spath from 1.1 to 71.3, corresponding to configurations close to the first

or last reference configuration. We used a force constant of 5000 kJmol−1 for Spath and

a force constant of 2.8 × 106 kJmol−1 for Zpath. To build a new path for the following

relaxation round satisfying the two criteria for reference selection mentioned above with-

out discarding configurations in the OC, another 20 ns simulation was required with an
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Figure 4.9: Comparison of five independent initial DNA opening simulations ob-

tained by pulling along our combination of RMSD-based and rotational CVs - (A)

Development of number of H-bonds in the transcription bubble region: number of H-bonds

between WC edge and water (blue), between base pairs (orange), between DNA and protein

(green), and between DNA WC edge and protein (red). (B) Number of contacts within

the DNA bubble region with all protein residue types (blue), with basic protein residues

(orange), with hydrophobic protein residues (green), with hydrophilic protein residues (red)

and with acidic protein residues (purple). (C) Coulomb plus Lennard-Jones short-ranged

interactions between DNA and water (blue), between DNA and DNA (orange) and between

DNA and protein (red). To guide the eye, curves in panels (A–C) were smoothed with

Gaussian filters with widths of 0.9 ns, 7 ns, and 14 ns, respectively. (D-F) Overlay of DNA

configurations from five independent pulling simulations at time points (D) t = 57ns, (E)

t = 95ns and (F) t = 171 ns. Protein and solvent is not shown for clarity. Overall, the five

independent opening trajectories reveal similar trends in terms of interactions and confor-

mations, albeit the downstream DNA helix exhibits substantial conformational flexibility.
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harmonic restraint centered on Spath(X) = 71.3, with a force constant of 5000 kJmol−1

and keeping the wall potential acting above Zpath(X) = 0.035 nm2 with an offset of

0.005 nm2 and a force constant of 2.8 × 106 kJmol−1 nm−4. For the second relaxation

round, we used N = 91 reference configurations from the first relaxation round, set

λ = 45.43 nm−2, and we carried out 100 ns of constant-velocity pulling along Spath from

1.15 to 90.85 using a force constant of 4000 kJmol−1 for Spath and a force constant of

4 × 106 kJmol−1 for Zpath. For the same reasons as for the first relaxation round, we

extended the second relaxation simulation for another 20 ns with an harmonic restraint

centered on Spath(X) = 90.85, with a force constant of 4000 kJmol−1 and keeping the

wall potential acting above Zpath(X) = 0.035 nm2 with an offset of 0.005 nm2 and a force

constant of 4× 106 kJmol−1 nm−4.

Sampling the final DNA opening path. From the second relaxation round of

constant-velocity pulling described above, we selected N = 63 reference configurations

to define our final PCV. This final PCV was set up with λ = 36nm−2. To sample DNA

and loop conformations along the DNA opening path, we extracted 90 configurations

from the second round of constant-velocity pulling with Spath ranging from 1.250 to 62.9.

Each of those 90 configurations was used to start a simulation of 50 ns restrained on a

particular value of Spath with an harmonic potential.

The reference positions and the force constants of the harmonic potentials of these

90 simulations are shown in Figure 4.10. These 90 simulations were used to characterize

the opening path in terms of H-bonds, potential energies, and atomic contacts (Figs.

4.5A and 4.6).

Simulation analysis. Hydrogen bonds were defined with a cutoff distance of 0.35 nm

between the hydrogen atom and the H-bond acceptor, and with a cutoff angle hydrogen–

donor–acceptor of 30°. The base pairs +2 and +3 exhibited disrupted hydrogen bonds

but were mismatched with other bases in the downstream DNA fork; hence, during the

analysis, we did not consider these bases as part of the open DNA bubble. Contacts

were defined with a cutoff distance of 0.3 nm. The potential energies were computed as

the average of the sum of Lennard-Jones and short-range Coulomb interactions with a

cutoff at 1 nm. Simulation trajectories were visualized with PyMOL (202) and VMD
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Figure 4.10: Tables of harmonic potential centers Spath and force constants κ

used to sample the DNA opening path

(203). Images were generated with PyMOL.

Conformational stability of the OC. To test the stability of the OC obtained from

the second relaxation round, we performed a free simulation of the OC, i.e., without any

biasing potential. To this end, a 200 ns simulation was started from the final configura-

tion of the second relaxation round. We quantified the stability of the OC by monitoring

the distances between the 12 disrupted base pairs of the transcription bubble (Fig. 4.3).

The 12 distances were computed with the center of geometries of the heavy backbone

atoms of the two complementary nucleotides. The 12 distances were then averaged in

each time frame. For reference, the same protocol was used to compute the average

distances between the 13 dissociated base pairs in the reference OC (5IYB (151)).

Multiple sequence alignments. RPB1 and RPB2 protein sequences were taken from

the UniProtKB/Swiss-Prot database (204). The organisms were chosen to cover different

kingdoms of the eukaryotic domain. The alignments were carried out with CLUSTAL

W version 2.1 (175).
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5

Comparing umbrella sampling

methods applied on the

permeation of fosmidomycin

through bacterial outer

membrane porin OprO

In order to find enhanced sampling techniques that could help solving hysteresis ef-

fects experienced when computing PMFs for DNA opening, we explored (205) how

Hamiltonian-replica exchange (119, 120) umbrella sampling, simulated tempering-enhanced

umbrella sampling (STeUS) (121, 206), and replica-exchange umbrella sampling (108)

perform in computing PMFs compared to standalone umbrella sampling (96).

5.1 Introduction

Pseudomonas aeruginosa bacteria are Gram-negative bacteria, which differentiate from

Gram-positive bacteria by the presence of an outer membrane and a thinner peptidogly-

can layer 5.1. Pseudomonas aeruginosa is an opportunistic pathogen, meaning that it

is usually not harmful to healthy individuals, but can infect and cause disease in hosts

with defective immune system or already weakened by other diseases. For this reason,

infections by Pseudomonas aeruginosa are frequent in hospitals, accordingly they are
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Figure 5.1: Pseudomonas aeruginosa bacterium and focus on its cell wall -

Overview of the principal molecular and macromolecular components of Pseudomonas aerug-

inosa, a gram-negative bacterium. Only one flagellum is represented here, but in reality

Pseudomonas aeruginosa would have many more flagella allowing to propel the bacterium

in its environment. Pili have adhesive and sexual functions (219).

classified as nosocomial infections (207–209). Pathogens causing nosocomial infections

are often multi-drug resistant, this is specifically true for Pseudomonas aeruginosa and,

therefore, the World Health Organization stated for a critical need of new antibiotics

against this group of pathogens in order to protect hospitalized patients (210).

Absorption of nutrients by Pseudomonas aeruginosa from the extracellular medium is

mediated by outer membrane porin proteins (Fig. 5.1). Porins select incoming molecules

by their charge and their size (211–213), thus it is of paramount importance to take into

account drug permeability through porins in order to design effective drugs. Notably,

Pseudomonas aeruginosa lacks many porins found in other Gram-negative bacteria, ex-

plaining partly its particular drug-resistance (213–216). Detailed descriptions of bacte-

rial outer membrane porins as well as permeation mechanisms of small-molecules through

these molecular gateways are available in recent excellent reviews (217, 218).

In this study we focused on the permeation of fosmidomycin through the OprO porin,
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a polyphosphate-specific homotrimeric transmembrane protein. Fosmidomycin is an

inhibitor of the 1-deoxy-D-xylulose 5-phosphate reductoisomerase, an enzyme involved in

a biosynthesis pathway for isoprenoids, but specific to bacteria and protozoa. Isoprenoids

play major roles in all organisms including electron transport and cell signaling (220),

therefore blocking the bacterial specific pathway of isoprenoid biosynthesis is an effective

strategy to impede proliferation of the pathogen.

Even though understanding the mechanism of fosmidomycin permeation through the

OprO porin is of certain interest for drug design, the main motivation for undertaking

this study was of methodological interest. Indeed, studying such process with MD sim-

ulations represent a sampling challenge, and recent work from Golla et al. showed that

standalone umbrella sampling (US) (96) using the drug position along the pore as CV was

leading to hysteresis effects (221). However, well-tempered metadynamics with multiple

walkers along this same CV was also tested and yielded more accurate PMFs (221, 222).

In line with the work from Golla et al. (221), well-tempered metadynamics with multiple

walkers have also been successfully applied for studying permeation processes of several

small-molecules through the OmpF porin from E. coli (223). Although standalone US

has failed to provide meaningful PMFs for the permeation of fosmidomycin through

OprO (221), improved flavors of US have been developed, namely: Hamiltonian replica-

exchange umbrella sampling (108, 119, 120), temperature-accelerated sliced sampling

(TASS) (224), and simulated tempering-enhanced umbrella sampling (STeUS) (206).

In fact, replica-exchange US —a specific application of Hamiltonian replica-exchange

US— has been successfully applied to obtain quantitative insights into permeation of

antibiotics through OmpF (225, 226); and Acharya et al. applied TASS to rationalize

permeation of ciprofloxacin through OmpF (227). Despite these recent achievements,

qualitative comparison of augmented-US approaches described above to study perme-

ation of antibiotics through OprO is lacking.

In this study, we have compared three methods for computing PMFs of the per-

meation of fosmidomycin through the OprO porin: (i) standalone umbrella sampling

(US) (96), (ii) Hamiltonian replica-exchange, and more specifically the related REST2

method (119, 120), in combination with umbrella sampling (US-HREX), (iii) simulated

tempering-enhanced umbrella sampling (STeUS) (121, 206), and (iv) replica-exchange

umbrella sampling (REUS, also called BEUS) (108). To facilitate implementation of

the different methods we simulated only one monomer of the native trimeric OprO
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porin (Fig. 5.2A). Although we acknowledge that conformational ensemble of an OprO

monomer alone might differs from that of a native OprO monomer in contact with its

two monomer partners, we are mainly interested here in finding an efficient sampling

method to study drug permeation rather than obtaining a model for the permeation

process best predicting that of a native permeation process.

5.2 Results

Permeation of fosmidomycin in orientation 1 with standalone US. In the work

from Golla et al. (221), PMFs of the permeation of fosmidomycin through OprO com-

puted with standalone US exhibited hysteresis effects. To later compare how REUS,

STeUS, and US-HREX improve PMFs obtained from standalone US, we have first com-

puted reference PMFs with standalone US. To drive the permeation process, we used as

a collective variable the z-component of the distance vector between the center of mass of

OprO porin alpha carbons close to the porin’s lumen (referred as pCOM) and the center

of mass of fosmidomycin’s phosphoryl group and amine group (referred as fCOM) (Fig.

5.2B). We will later simply refer to this collective variable as z. Moreover, in order to

better understand what are relevant degrees of freedom orthogonal to z, we reduced the

configurational space by (i) restraining the orientation of the antibiotic relative to the

z-axis within ±45°, and (ii) applying a flat-bottom potential restraining the projected

xy-distance between the pCOM and the fCOM bellow 1 nm. With orientation restraint

applied on fosmidomycin, the antibiotic can enter the porin from the extracellular side

either by presenting its amine group first (orientation 1), or its phosphoryl group first

(orientation 2); we first investigated the orientation 1 (Fig. 5.2C).

Because the free energy is a state function, PMFs computed with umbrella sampling

should not depend on the path taken by the pulling simulations (98, 99) used to generate

the initial configurations. Therefore, a robust test to check the validity of PMFs com-

puted with umbrella sampling is to compare PMFs obtained with initial configurations

generated from “forward” and “reverse” pulling simulations. Here, this corresponds to

initial configurations generated from EC-to-PP and PP-to-EC pulling simulations. Com-

parison of PMFs obtained from EC-to-PP and PP-to-EC pulling simulations is shown in

Fig. 5.3. On this figure we observe that even though confidence intervals mostly overlap

for the forward and reverse PMFs, these intervals are covering up to 7.5 kcalmol−1 for
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Figure 5.2: Setup for studying permeation of fosmidomycin through the OprO

porin - (A) System overview. Orange spheres are phosphate groups of POPE lipids, cyan

spheres are main lysine and arginine residues along the porin contributing to its anionic

selectivity, fosmidomycin and waters are represented as balls and sticks, and pink spheres

are potassium cations. Most of water molecules have been removed for clarity. The focus

on fosmidomycin shows key atoms that have been used for defining the CV. (B) The large

cyan bead depicts center of mass of all alpha carbons close to the porin’s lumen (pCOM)

represented as small cyan beads. The large black sphere represents center of mass of the

following atoms in fosmidomycin: P1, O9-11, N13, H61 and O6 (fCOM). The z-component

of the vector connecting the pCOM and the fCOM has been used as CV for driving the

permeation process. The red cylinder represents the cylindrical flat-bottom potential re-

straint. (C) The two fosmidomycin’s orientations studied in this work. The pink arrow

represents the vector connecting COMs of phosphoryl and amine group from fosmidomycin;

angle between this vector and the z-axis has been restrained with a flat-bottom potential

such that this angle does not go above +45°or bellow −45°.

the EC-to-PP transition, and up to 5.0 kcalmol−1 for the PP-to-EC. Therefore, there

is a huge uncertainty for the computed PMFs. Moreover, the free energy difference be-

tween the PP and EC edges from the EC-to-PP and PP-to-EC PMFs are significantly

different. These results suggest that these PMFs suffer from hysteresis effects. To un-

derstand the cause of hysteresis, we looked at the bias potential energy over time in

different umbrella windows to detect high variation of the bias potential. Through this

process, we have notably observed a bias potential peak in umbrella window centered at

z = −0.007 nm (Fig. 5.4A); this peak correlates with a water molecule getting trapped

between fosmidomycin and the protein (Fig. 5.4B). Thus, solvent degrees of freedom are
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Figure 5.3: Permeation of fosmidomycin in orientation 1 with standalone US -

Four independent pulling simulations have been carried out: two for the EC-to-PP transition

and two for the PP-to-EC transition; initial configurations from these pulling simulations

have been used to perform US. Umbrella windows in each US protocol have been split into

two time-blocks: 0-100 ns and 100-200 ns, yielding a total of four PMFs for each transition.

The average for each transition is shown on the right graph, confidence intervals represent

two standard errors.

likely contributing to the observed hysteresis effects.

Overall, in line with the work from Golla et al., our results confirm that using z as

a collective variable with plain umbrella sampling is not sufficient to sample all relevant

degrees of freedom involved in the permeation process of fosmidomycin through OprO.

Comparing PMFs of fosmidomycin permeation in orientation 1 obtained with

REUS, STeUS and US-HREX. Three improved flavors of umbrella sampling have

been tested to overcome the hysteresis effects observed in PMFs computed above with

standalone umbrella sampling, namely: REUS, STeUS and US-HREX.

Replica-exchange umbrella sampling exploits the fact that neighboring umbrella win-

dows can explore different regions of phase space and, therefore, by exchanging configura-

tions between windows according to a Metropolis criterion (109), one expect to improve

sampling of relevant degrees of freedom orthogonal to the chosen collective variable.

In REUS, it is common practice to permit configuration exchanges along the whole

CV-space, however in this study we permitted exchanges only between windows within

subsets of z to reduce the amount of computational resources needed simultaneously (see
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Figure 5.4: Variation of the bias potential in umbrella window corresponding

to z = −0.007 nm correlates with a water molecule being trapped - (A) The bias

potential energy or umbrella window centered at z = −0.007 nm as a function of time. We

used the uniform filter1d tool from scipy (228) with a filter size of 5000 points to compute

the moving average depicted with the black line. (B) A representative snapshot of the

simulation corresponding to simulation time: 45 ns ≤ t ≤ 71 ns, highlighted with the red

arrow in (A). The water molecule trapped between fosmidomycin (represented as balls and

sticks) and the porin (represented as a surface) is highlighted with a red circle. The double-

headed black arrow sketches the OprO lumen.

Materials and Methods for details).

Increasing the temperature is another mean to improve sampling of high energy

states. This principle is exploited in the simulated tempering framework, where a

Metropolis criterion is used to attempt exchanges between temperature states within

a single simulation. The high temperature states have a higher probability to cross en-

ergy barriers and, ultimately, exchanges with low temperature states will also improve

configurational sampling in the base temperature state. Combining simulated tempering

with umbrella sampling in STeUS is therefore an appealing method to improve sampling

along relevant degrees of freedom orthogonal to the chosen CV. In this study, simulated

tempering was applied in each umbrella window with temperatures ranging from 300K

to 348K with 4K-steps, and only data acquired at the base temperature were analyzed
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(see Materials and Methods for details).

Umbrella sampling combined with Hamiltonian replica-exchange (US-HREX) is the

third approach we have tested to compute PMFs of the fosmidomycin permeation

through the OprO porin. To apply US-HREX, one needs a rough idea of the inter-

actions contributing to low energy states. Indeed, the goal of HREX is to increase the

potential energies corresponding to the long living states to favor transitions. Here,

many positively charged residues inside the OprO porin’s lumen contribute favorably

to interactions with fosmidomycin (221). Therefore, we chose to scale positive charges

within the porin, and to reduce negative charges within the phosphoryl group of fos-

midomycin. Down-scaling of positive charges was achieved by multiplying by a factor λ

the following charges: (i) positive charges of the guanidine group of arginines, and (ii)

positive charges of the amino group of lysine. We used 24 λ-replicas per window, with λ

ranging from 0.793 to 1, with a 0.009-λ-step. We then added a positive term to negative

charges within the phosphoryl group of fosmidomycin, and to negative charges within

the porin (see Materials and Methods for details). With this protocol we weaken electro-

static interactions between fosmidomycin and the porin, while maintaining the system

with a neutral net charge. Although it is common practice when applying HREX to

allow uniform neutralizing background charge to balance the net charge resulting from

charge scaling. Indeed, it has been shown that using background charge could lead to

artifacts, especially for non-homogeneous systems like solvated membranes (229). This

is the reason why we compensated the overall positive charge loss by decreasing negative

charges in the porin until charge balance was achieved.

PMFs of the fosmidomycin permeation through OprO obtained with the three afore-

mentioned methods are shown in Fig. 5.5. PMFs from US-HREX are difficult to compare

at this stage because we have fewer data than for the two other methods. However, by

looking at the currently available data, we observe steep rise of free energy around the

region z =1nm suggesting that these PMFs suffer from hysteresis. In addition, the

EC-to-PP and PP-to-EC PMFs show big discrepancy within the region z=[-1, 1] nm for

PMFs obtained with US-HREX. Concerning PMFs from REUS and STeUS, we remark

very few overlap between EC-to-PP and PP-to-EC averages for STeUS, but large over-

lap for REUS. In addition, we observe that confidence intervals for REUS are smaller

than for STeUS. Indeed the sum of two standards errors for the entire EC-to-PP average

PMF from REUS equals 76.06 kcalmol−1, whereas the sum of two standards errors for
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Figure 5.5: Permeation of fosmidomycin in orientation 1 obtained with REUS,

STeUS and US-HREX: PMFs comparison - EC-to-PP and PP-to-EC PMFs were com-

puted with initial conformations obtained from EC-to-PP and PP-to-EC pulling simulations

respectively. For each EC-to-PP and PP-to-EC setup, two independent pulling simulations

were carried out: replicate 1 and 2, except for US-HREX with only one replicate per setup.

For each of the two PMFs obtained for each setup, we split the umbrella windows into two

time-blocks: 0-100 ns and 100-200 ns, except for US-HREX for which no time-blocking was

applied. The average for each EC-to-PP and PP-to-EC setup is shown in the third column,

confidence intervals represent two standard errors.
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the entire EC-to-PP average PMF from STeUS equals 230.37 kcalmol−1. Similarly, the

error sum for the PP-to-EC average PMF from STeUS is ∼1.9 greater than for REUS.

Therefore, our results suggest that among the three methods tested here, only REUS

is able to provide PMFs of the fosmidomycin permeation in orientation 1 through the

OprO porin without hysteresis effect.

To understand why PMFs of the permeation of fosmidomycin through OprO com-

puted with STeUS display hysteresis effects, we took a closer look to the atomic tra-

jectories. Through this process, we have notably noticed that fosmidomycin has been

trapped in a pocket at the EC-entrance of OprO in umbrella window centered at z =

−1.63 nm (Fig. 5.6A–B). This transition occurred at ∼100 ns of simulations time, and

fosmidomycin stays in this pocket for the last following 100 ns, meaning that even ex-

changes across temperature states are not sufficient to free the antibiotic from this pocket.

To further test the stability of this unexpected state, we ran three 100 ns free simula-

tions starting from configurations extracted at t =130 ns, t =160 ns and t =200 ns from

the base temperature of this specific umbrella window. For each of these simulations,

we did not observe fosmidomycin getting out of this pocket. Beside this peculiar state

that denotes clearly from other configurations sampled from other replicates, we also

noticed that protein loops within the EC and PP entrances were very flexible compared

to what is observed in REUS or standard US. In light of these results, we hypothesize

that, likewise temperature states way above the physiological protein temperature could

sample completely unfolded and irrelevant conformations, even temperature states bel-

low this upper limit could probably lead to sampling subtle states that are irrelevant

when studying a specific process.

By averaging all EC-to-PP and PP-to-EC PMFs computed with REUS in Fig. 5.5,

we obtained a PMF with sub-kcalmol−1 standard errors shown in Fig. 5.7. Taken to-

gether, our results demonstrate that REUS is the best method to study the permeation

of fosmidomycin through OprO in orientation 1.

Permeation of fosmidomycin in orientation 2 with REUS. PMFs computed in

the above sections correspond to the orientation 1 of fosmidomycin as defined in Fig.

5.2C. To further test if REUS is able to provide accurate PMFs of the permeation of

fosmidomycin through OprO, we carried out REUS for the orientation 2.
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Figure 5.6: Snapshot of the umbrella window centered at z = −1.63 nm in STeUS:

fosmidomycin gets trapped in a pocket - (A) Overview of a configuration where fos-

midomycin is trapped in a pocket at the entrance of the EC. OprO is represented as a

purple surface, and fosmidomycin as balls and sticks. (B) Focus on fosmidomycin and pro-

tein residues of the pocket. Blue dotted lines are hydrogen bonds between the protein and

the antibiotic. In this snapshot, interactions between fosmidomycin and OprO seem to be

mostly hydrophobic.

Figure 5.7: Permeation of fosmidomycin in

orientation 1 with REUS: final PMF - Aver-

age PMF of EC-to-PP and PP-to-EC PMFs com-

puted with REUS in Fig. 5.5, confidence intervals

represent two standard errors.

Similarly to the procedure applied for PMFs with fosmidomycin in orientation 1, we

checked for hysteresis by comparing EC-to-PP and PP-to-EC PMFs with fosmidomycin

in orientation 2, i.e. PMFs computed with REUS starting from initial configurations

obtained from EC-to-PP or PP-to-EC pulling simulations, respectively (Fig. 5.8A).

Unlike with orientation 1 where PMFs were largely overlapping, we observe overlap
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between the EC-to-PP and PP-to-EC PMFs only in the region z=[0.5, 3.5] nm; this

result suggests that these PMFs suffer from hysteresis. However, in our application

of REUS, exchanges are allowed only within subsets of the z-space. Therefore, we

hypothesized that sampling could be improved in regions of z-space where we observe

large discrepancies between EC-to-PP and PP-to-EC PMFs, by increasing the number

of windows that are able to exchange configurations in sub-sampled regions.

To test the aforementioned hypothesis, we first overlaid all PMFs to identify regions

with high discrepancies when comparing EC-to-PP and PP-to-EC PMFs (Fig. 5.8A, last

column). By doing so, we observe divergence of EC-to-PP and PP-to-EC PMFs in the

region z=[0.45, 1.54] nm, while other regions exhibits roughly similar shapes. Thus, we

carried out an additional batch of REUS within this specific region for each replicate (red

rectangle in Fig. 5.8B, fourth column), and we allowed exchanges between all windows

within this batch. We then computed new PMFs by using the data from the new REUS

batch in the region z=[0.45, 1.54] nm and the old data elsewhere (Fig. 5.8B). As opposed

to what was obtained without this additional REUS batch, the EC-to-PP and PP-to-EC

PMFs with data from the new REUS batch show a perfect overlap. Moreover, we observe

that confidence intervals are covering only up to 2.9 kcalmol−1 and 2.0 kcalmol−1 for the

PP-to-EC and EC-to-PP PMFs respectively. Therefore, our additional batch of REUS

successfully improved the sampling of degrees of freedom orthogonal to z in the region

z=[0.45, 1.54] nm.

By averaging all EC-to-PP and PP-to-EC PMFs in Fig. 5.8B, we obtained the

PMF with sub-kcalmol−1 standard errors shown in Fig. 5.9. Altogether, we showed

that REUS is able to provide an accurate PMF of the permeation of fosmidomycin in

orientation 2 without hysteresis effect.

5.3 Discussion

In this work we have presented PMFs of the permeation of fosmidomycin through the

OprO porin with sub-kcalmol−1 accuracy by using REUS. Moreover, by comparing

PMFs from multiple replicates computed from simulations initiated with initial config-

urations generated either from forward or reverse pulling simulations, we have carefully

checked that our PMFs are free from hysteresis effects. Our application of REUS is

not conventional as we have split our CV-space into several subsets, and only windows
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Figure 5.8: Permeation of fosmidomycin in orientation 2 with REUS. - (A) PMFs

of the permeation process with sub-optimal choice of window sub-sets within which ex-

changes are allowed. EC-to-PP and PP-to-EC PMFs refer to REUS setups started with

initial conformations obtained from EC-to-PP and PP-to-EC pulling simulations respec-

tively. For each setup, two independent pulling simulations were carried out: replicate 1

and 2. For each of the two PMFs obtained for each setup, we split the umbrella windows

into two time-blocks: 0-100 ns and 100-200 ns. The average for each EC-to-PP and PP-to-

EC setup is shown in the third column, confidence intervals represent two standard errors.

EC-to-PP and PP-to-EC PMFs are respectively depicted in dark red and cyan in the graph

of the fourth column. Windows within z-subsets delimited by the dark rectangles are ran in

parallel and, therefore, are allowed to exchange configurations. Region within the red-dotted

rectangle show high discrepancy between EC-to-PP and PP-to-EC PMFs. (B) PMFs of the

permeation process with an optimal choice of window sub-sets within which exchanges are

allowed. Descriptions of each column are identical to (A), except that data from a new

REUS batch in the region z=[0.5, 3.5] nm (red rectangle region in the fourth column) were

used to obtain the PMFs.

within a subset were able to exchange configurations. This allows to reduce the amount

of compute resources needed simultaneously, and to dedicate more resources to CV re-

gions that are the most critical from a sampling perspective. Therefore, our work shows

that REUS is a robust method to study the permeation process of antibiotics through

bacterial porins, in line with previous studies (225, 226).

77



5. COMPARING UMBRELLA SAMPLING METHODS APPLIED ON
THE PERMEATION OF FOSMIDOMYCIN THROUGH BACTERIAL
OUTER MEMBRANE PORIN OPRO

Figure 5.9: Permeation of fosmidomycin in

orientation 2 with REUS: final PMF - Aver-

age PMF of EC-to-PP and PP-to-EC PMFs com-

puted with REUS in Fig. 5.8B, confidence intervals

represent two standard errors.

In this study, we have compared different flavors of umbrella sampling for study-

ing the permeation of fosmidomycin through the OprO porin, namely: REUS, STeUS

nad US-HREX. Our data are scarce concerning US-HREX, but the currently available

data suggest that our implementation of US-HREX is not optimal to compute PMFs

of the permeation process without hysteresis effect. Moreover, the resources needed

for US-HREX are prohibitive compared the two other tested methods, which hinders

the practical application of US-HREX. Regarding the STeUS approach, hysteresis was

hardly improved compared to standalone US. We hypothesize that, for some systems,

simulations at high temperatures could sample irrelevant states relative to a specific

studied process. Furthermore, in theory, entropic barriers would not benefit from sam-

pling at high temperatures, as opposed to enthalpic barriers. Thus, similarly to what

as been done for OmpF (230), studying the nature of the barriers involved in small-

molecule permeation through OprO would be needed to understand the nature of the

energetic barriers involved in permeation processes through OrpO. Even though STeUS

appears to be a poor method for studying the permeation of fosmidomycin through the

OprO porin, this does not mean that STeUS is not useful to overcome hysteresis when

studying other biological processes. For instance, it has been shown recently that STeUS

successfully improves configurational sampling in the case of drug permeation through

lipid membranes (206).

Across all the tested methods, we applied several restraints to facilitate configura-

tional sampling: (i) a flat-bottom potential restraining the projected xy-distance between
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the pCOM and the fCOM bellow 1 nm, and (ii) a flat-bottom potential restraining the

orientation of fosmidomycin relative to the z-axis within ±45°. Moreover, during the

pulling simulations needed to generate initial configurations for the different flavors of

umbrella sampling, we applied heavy atom restraints to mitigate non-equilibrium effects.

Further studies would have to be undertaken to clearly quantify how much each restraint

helps the configurational sampling.

5.4 Materials and Methods

Simulation setup. REUS and US-HREX were carried out with Gromacs (194) ver-

sion 2020.6 built with Open-MPI and patched with Plumed version 2.7.2 (142, 195).

Standalone US and ST-US were carried out with Gromacs version 2020.4 patched with

Plumed 2.7.0. Atomic coordinates of the porin trimers (pdb code 4RJW (231)) and

fosmidomycin, as well as forcefield parameters were kindly provided by Prof. Ulrich

Kleinekathöfer. Protein, lipids, water and ions were parameterized with CHARMM36

forcefield (232) and fosmidomycin with CGenFF-based forcefield generated with Param-

Chem server (233), validation of fosmidomycin parameters can be found in supplement

material of Ref. (221). From atomic coordinates of OprO trimers, two monomers

have been removed to obtain a monomeric form of the OprO porin. We next in-

serted the monomer into a membrane bilayer using 334 1-palmitoyl-2-oleoyl-sn-glycero-

3-phosphoethanolamin (POPE) with CHARMM-GUI membrane builder (234). We then

solvated the system with TIP3P water molecules (197), and added 14 potassium ions to

neutralize the system.

Electrostatic interactions were computed with particle-mesh Ewald method (201),

using a Fourier grid spacing of 0.12 nm and a real-space cutoff at 1.12 nm. Short-range

repulsion and dispersion interactions were described with a Lennard-Jones potential with

a cutoff at 1.2 nm and a force-switch modifier set to 1.0 nm. Angles and bonds of water

molecules were constrained with SETTLE (123), and bonds involving other hydrogen

atoms were constrained with LINCS (124). Energy minimization was carried out with

steepest descent and equilibration was performed following the six-step protocol provided

by CHARMM-GUI. In brief, the aforementioned equilibration protocol consisted in two

125 ps-long NVT equilibration simulations, one 125 ps-long NPT equilibration, and three

500 ps-long NPT simulations. During equilibration, position restraints were applied on

79



5. COMPARING UMBRELLA SAMPLING METHODS APPLIED ON
THE PERMEATION OF FOSMIDOMYCIN THROUGH BACTERIAL
OUTER MEMBRANE PORIN OPRO

lipid phosphate atoms, and protein and fosmidomycin heavy atoms; restraints were

slowly released through the six equilibration steps. Pressure at 1 bar was controlled by

the Berendsen barostat (τ=5ps) and temperature at 300K by the Berendsen thermostat

(τ=1ps) (91).

For production runs, a 4 fs time-step was used for standalone US, US-HREX and

REUS, and a 3.5 fs time-step was used for ST-eUS. Using a time-step higher than the

commonly used 2 fs time-step was possible by modelling all hydrogens with virtual sites.

Parrinello-Rahman barostat (92) was used as barostat and velocity-rescale was used as

thermostat (90).

Standalone umbrella sampling. We carried out four 100 ns-long independent pulling

simulations with a force constant of 1000 kJmol−1 nm−2, (i) two from PP to EC by

pulling along the z-component of the vector connecting the COM of alpha carbons close

to the cavity, and the COM of fosmidomycin’s phosphoryl group, and (ii) two from PP

to EC by pulling along the z-component of the vector connecting the COM of alpha car-

bons close to the cavity, and the COM of fosmidomycin’s amine group. During pulling

simulations, the angle between the vector connecting the two ends of the drug and the

z-axis was restrained within [-45°, 45°] with a force constant of 7878 kJmol−1 rad−2.

During pulling simulations, we also applied a flat-bottom potential to restrain the an-

tibiotic within a cylinder of radius 1 nm centered on the COM of alpha carbons close to

the cavity with a force constant of 1000 kJmol−1 nm−2. In addition, to mitigate non-

equilibrium effect during pulling simulations, we used restraints on the backbone and

side chains heavy atoms of the protein, with a force constant of 1000 kJmol−1 nm−2 and

100,kJmol−1 nm−2 respectively. Trajectories from pulling simulations were then post-

processed to map each frame onto the CV z, and defined as the z-component of the

vector connecting the COM of OprO porin alpha carbons close to the cavity, and the

center of mass of fosmidomycin. The CV z was not directly used for pulling simulations

to mitigate influence of the angle restraint during the pulling simulations.

After mapping frames onto z, we launched 144 umbrella simulations in the range

[-3.4, 3.34] nm, with a force constant of 2000 kJmol−1 nm−2 for each harmonic potential,

for 30 ns. During this equilibration step, force constants of the restraints on the back-

bone and side chains heavy atoms of the protein were reduce to 100 kJmol−1 nm−2 and

10,kJmol−1 nm−2 respectively. Final coordinates obtained from the previous step were
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then used to launch production simulations of 200 ns without heavy atom restraints.

Choice of umbrella windows spacing will be explained when describing the REUS pro-

tocol bellow.

All PMFs were computed with wham (“WHAM: the weighted histogram analysis

method”, version 2.0.11, http://membrane.urmc.rochester.edu/wordpress/?page_

id=126).

Combining umbrella sampling with Hamiltonian-replica exchange: US-HREX.

The CV z chosen to drive the fosmidomycin permeation, number of umbrella windows,

spacing between windows, starting initial configurations, restraints, and force constant

of harmonic potentials were identical to what has been described in “Standalone um-

brella sampling”. Scaled charges are depicted in Fig. 5.10A, and the protocol to scale

positive and negative charges is depicted in Fig. 5.10B.

To identify the λ-range that maintains stable protein conformation, we ran six simu-

lations for 400 ns with following λ factors: 1, 0.8, 0.6, 0.4, 0.2, 0.1 and 0.05. Simulations

with λ =0.1 and 0.05 were not stable and crashed within the first simulation steps. How-

ever, simulations with λ =1 through 0.2 were stable, and visual inspection of trajectories

as well as root mean square residue fluctuations did not indicate protein unfolding. For

production, we ran 24 λ-replicas for each of our 144 umbrella windows. In order to ob-

tain ∼ 19% of exchange acceptance between the 24 replicas, we scaled positive charges

from λ = 1 to λ = 0.793 with 0.009 λ-steps. Each umbrella window was ran for 9 ns.

Combining umbrella sampling with simulated tempering: STeUS. The CV z

chosen to drive drug permeation, number of umbrella windows, starting initial configu-

rations, restraints, total simulation time, and force constant of harmonic potentials were

identical to what has been described in “Standalone umbrella sampling”.

Simulated tempering was carried out with temperatures ranging from 300K to 348K

with 4K-steps. To determine initial temperature weights, we followed the procedure

described by Park et. al. (235) which involves simulated annealing simulation from the

lowest to the highest temperature. The weights from this simulation are taken as:

gn+1 − gn ≈ (βn+1 − βn)
En + En+1

2
(5.1)
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Figure 5.10: Hamiltonian replica-exchange protocol - (A) Residue types implicated

in charge scaling are depicted as balls and sticks, charges concerned by scaling are written

beside the associated atoms. (B) Scheme of our scaling protocol implemented in python.

First, positive charges q+1 through q+N1
are scaled by a factor λ. Scaling leads to a net charge

equal to q+out − q+in. Therefore, we divide the resulting net charge by the number N2 of

negative charges we want to scale, we then remove this quantity to each of these negative

charges q−1 through q+N2
to obtain a neutral system.

where gn+1 and gn are weights for temperature states Tn+1 and Tn respectively (Tn+1 >

Tn), βn+1 and βn are equal to 1/kBTn+1 and 1/kBTn respectively, and En+1 and En are

average potential energies for temperature states Tn+1 and Tn respectively. From eq. 5.1,

each weight is determined from the weight of neighboring lower temperature state, and

the weight with the higher index is initialized to 0. Practically, a simulated annealing
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Figure 5.11: Temperature state probabilities

through time for window z=0nm - To check

that all temperature states were equally visited dur-

ing the simulations we looked at the counts for

each temperature states through simulation time.

Counts for each state have been normalized with

the total number of counts and is shown here as a

probability. Probabilities curves are smoothen with

the uniform filter1d tool from scipy (228) with a fil-

ter size of 500 points.

simulation for umbrella window corresponding to z = 0nm was carried out, for which

temperature was increased from 300K to 348K, with 2 ns per temperature state and

100 ps for each heating step for a total simulation time of 27.2 ns. With this protocol, we

obtained the following weights from g12 through g0: 0, 4370.5, 8600.3, 12694.8, 16659.9,

20500.2, 24220.5, 27826.5, 31322.1, 34711.3, 37999.4, 41189.1, 44284.0.

To further optimize the weights we carried out a simulated tempering simulation for

umbrella window corresponding to z = 0nm with the previously determined weights,

with exchange attempt every 100 steps, with the wang-landau algorithm, and for a total

simulation time of 43 ns. This simulation was used to determine the final weights used

for production: 0, 4361.5, 8577.3, 12657.8, 16617.9, 20459.2, 24166.5, 27768.5, 31265.1,

34644.3, 37926.4, 41114.1, 44206.0. Finally, every 144 umbrella windows have been

ran with simulated tempering using final weights determined as explained above, with

exchange attempt every 100 steps.

We checked that weights were stable through simulations and that all states were

sampled equally Fig. 5.11.

Replica-exchange umbrella sampling: REUS. The CV z chosen to drive drug

permeation, number of umbrella windows, starting initial configurations, restraints, total

simulation time, and force constant of harmonic potentials were identical to what has

been described in“Standalone umbrella sampling”.

To determine spacing between the 144 umbrella windows along z we ran a series of
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60 ps-long simulations and optimize spacing in order to reach an exchange acceptance

between neighboring windows between 0.25% and 0.47%. The main idea of the opti-

mization process involves modelling each z-spacing and the corresponding probability

of exchange rejection with a linear relationship (Fig. 5.12). From this linear relation-

ship, the algorithm selects z-spacing between windows that correspond to an exchange

rejection of 0.66%. Because exchanges between 144 umbrella windows running in paral-

lel would have been computationally prohibitive, we grouped our umbrella windows in

eleven subsets of our total z-range, and allowed exchanges only within a subset. To guar-

antee good overlap between umbrella windows at the edges of one subset and umbrella

windows of neighboring subsets, each subset contains two umbrella windows centered at

the same z position as the last two windows from the previous subset, and two umbrella

windows centered at the same z position as the first two windows from the following sub-

set (Figs. ?? and ??). Because the constriction region of OprO at [-1, 1] nm is the most

difficult region to sample due to extensive contacts between the porin and fosmidomycin,

we used more replicas for the subset close to this region. Hence, the subset centered in

z = 0nm was composed of 24 windows, all other subsets were composed of 16 windows

except for the two subsets including the z-range extrema which were composed of only

eight windows. We checked that the average probabilities of exchange of our production

REUS were consistent with our optimization procedure, i.e. that exchange probabilities

were within the [0.25%, 0.47%]-range, and effectively only few acceptance probabilities

were outside this range (Figs. 5.13, 5.14, 5.15, and 5.16).
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Figure 5.12: General idea behind the algorithm optimizing the distance between

centers of bias umbrella potential for REUS. - Series of simulations are ran to com-

pute average probabilities of exchange rejection between windows. From these probabilities,

linear relationships between probabilities and distance between centers of bias umbrella po-

tentials are assumed. From this linear relationships, the algorithm find new centers of bias

umbrella potential to satisfy rejection probability between windows of about 0.66%, which

is equivalent to an acceptance probability of about 0.36%.
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5. COMPARING UMBRELLA SAMPLING METHODS APPLIED ON
THE PERMEATION OF FOSMIDOMYCIN THROUGH BACTERIAL
OUTER MEMBRANE PORIN OPRO
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Discussion

Our work on DNA opening during transcription initiation by RNAP II provided the
first all-atom simulations of a continuous DNA opening process. From these simula-
tions we revealed qualitative insights into this fundamental process, namely: (i) protein
loop–DNA interactions favoring strand separation, and (ii) protein–DNA interactions
stabilizing the transcription bubble once formed. Even though the implication of these
protein–DNA interactions in RNAP II-dependant eukaryotic transcription initiation lack
experimental validations, mutation experiments have shown that some of them are likely
involved in archaeal transcription initiation (179). Our work paves the way for future
all-atom studies of DNA opening as several aspects of the DNA opening process dur-
ing transcription remain elusive at the atomic level. For instance, even though TFIIH
translocase is known to catalyze DNA opening during transcription (183–186), some
studies have suggested that TFIIH-independent DNA opening is achievable (66, 67).
Further simulations building upon our proposed approach for studying DNA opening
with all-atom simulations could shed light on this particular question.

With the objective to improve our simulations of DNA opening and to obtain quan-
titative insights of this process, we explored other flavors of umbrella sampling which
have been shown to improve configurational sampling, namely: (i) umbrella sampling in
combination with Hamiltonian replica-exchange (108, 119, 120) (US-HREX), (ii) simu-
lated tempering-enhanced umbrella sampling (STeUS) (206), and (iii) replica-exchange
umbrella sampling (REUS) (108). We have tested these methods on the permeation of
fosmidomycin through OprO, a simpler process than DNA opening, yet still challenging
from a sampling perspective considering previous work from Golla et al. (221). With
REUS, we have successfully obtained PMFs of the aforementioned process with sub-
kcalmol−1 standard errors. This great accomplishment is in line with previous studies
demonstrating the efficacy of REUS to obtain PMFs of antibiotics permeation through
OmpF (225, 226). Accordingly, REUS seems like a promising approach to support drug
discovery endeavors against bacterial infections, some of which have been stated as a
priority by the World Health Organization (210).

The three projects presented in this thesis are all connected by a common pitfall:
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6. DISCUSSION

the sampling challenge, inherent to MD simulations. Until supercomputers like Anton
3 (182) become easily and widely accessible to multi-µs MD projects, overcoming the
sampling challenge with ingenious methods inspired by statistical physics will remain
central to the field. A horde of enhanced sampling techniques have been developed to this
aim, and will continue to flourish in the literature (236). Ultimately, these techniques
could be classified according to the amount of prior knowledge that guarantee their
success. On one edge of this spectrum we find for instance parallel tempering (105–
108) and simulated tempering (121), while on the other edge we find enhanced sampling
techniques exclusively based on collective variables like US (96) or metadynamics (97),
to name a few. Approaches that do not use any prior knowledge of the studied process
might drag simulations to irrelevant part of phase-space; conversely, approaches that
solely depend on the definition of collective variables paradoxically require to know,
beforehand, the underlying mechanisms of the studied process. An optimal approach
might likely lie in the middle of this spectrum, as demonstrated by recent sampling
successes in the field (206, 225–227, 237). The burdensome sampling challenge might
alternatively be soften with the rise of automated procedures for collective variable
design (238), some of which provided great promises for studying the complex world of
biomolecules (239–243).
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