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ABSTRACT

With the growing demand for high-temperature shape memory alloys (HTSMAs), NiTi-

based HTSMAs have gained more attention for implementation in applications at elevated

temperatures. Among NiTi-based alloys, NiTiHf has shown to have great potential, by having

high transformation temperatures, lower preparation cost and good thermal stability. However,

until today, most studies conducted on NiTiHf have focused on a limited range of compositions

due to the difficulties and high cost of the experimental studies. Therefore, there exists a lack of

comprehensive research on the thermo-mechanical behavior of these HTSMAs. Computational

simulations are a very cost-effective and feasible approach for addressing this shortcoming.

Among computational methods, molecular dynamics (MD) simulation as an atomistic method

offers comprehensive means to explore microstructural phenomena that govern the behavior of

material. An essential requirement for performing MD simulations is interatomic potential which

serves as the constitutive equations of MD and determine the forces and interactions between

atoms. Since no applicable interatomic potential has been developed for NiTiHf, there has not been

any progress in MD studies on NiTiHf alloys. Therefore, in this study, a Second Nearest-Neighbor

Modified Embedded Atom Method (2NN MEAM) interatomic potential has been developed to

accurately represent the NiTiHf ternary system. Initially, the parameters of constituent unary and

binary potentials were calibrated by fitting their reproduced results of physical properties to DFT

results. Then, the final ternary MEAM potential was checked for reliability and transferability
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by performing MD simulations. The results showed that the developed potential can accurately

capture temperature-induced and stress-induced martensitic phase transformation in NiTiHf. In

addition, the lattice parameters and formation energy of different compositions of NiTiHf were

obtained and compared with experimental and DFT (Density Functional Theory) results showing

a good agreement. Furthermore, using the developed MEAM potential, MD simulations were

conducted to analyze the influence of precipitates on the superelasticity and shape memory effect

of NiTiHf alloy. The results showed that in the presence of H-phase precipitates, the transformation

temperatures increase. In addition, the thermal cycling of NiTiHf under constant stress was

simulated and it was found that reducing the temperature rate results in a narrower thermal

hysteresis.
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is the cohesive energy; re (Å) is the equilibrium nearest-neighbor distance. All other

parameters are dimensionless . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.4 The physical properties of HfNi, HfTi and NiTi, including their calculated values using

both DFT and the developed MEAM potentials. a (Å) denotes the lattice constant; ∆E f
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CHAPTER 1

INTRODUCTION AND MOTIVATION

1.1 A Brief Background on Shape Memory Alloys

Shape memory alloys (SMAs) form one of the most important classes of materials

that can recover their original shape after deformation when heated to a certain temperature.

This shape recovery can even happen under high levels of applied loads resulting in high

actuation energy densities. Moreover, in response to mechanical cyclic loading, SMAs undergo

a reversible hysteretic shape change, absorbing and dissipating mechanical energy. These unique

characteristics of SMAs have made them a popular candidate for actuation and sensing (In

actuation, a non-mechanical input, such as thermal energy, undergoes a conversion to mechanical

output. Conversely, a sensor operates by converting a mechanical input into a non-mechanical

output [1]) applications [2–5]. Over the past few decades, SMAs have been employed in different

sectors of industry such as biomedical, aerospace and automotive [6–8]. Two key properties

distinguish SMAs from regular engineering metals: superelasticity and the shape memory effect.

The shape memory effect is the capability of recovering the pre-deformed shape when heated,

and superelasticity is defined as the reversible elastic behavior. The driving factor in these

unique characteristics is the reversible phase transformation. SMAs exhibit two distinct phases

in their activation temperatures. Accordingly, the crystal structure and properties of SMA change

depending on the present phase. The high-temperature phase which is generally cubic is called

austenite, and the low-temperature phase which may have tetragonal, orthorhombic or monoclinic

structure, is called martensite [9]. The phase transformation from austenite (parent phase) to

martensite (product phase) can occur due to external stress (stress-induced phase transformation),

or due to a temperature change (temperature-induced phase transformation) [10]. The phase

transformation in SMAs is diffusionless and happens by shear distortion of lattices [1]. The
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transformed martensite can have different crystallographic orientations which are called variants.

The present variants in the martensitic phase can result in two types of twinned and detwinned

martensite [11].

In a temperature-induced phase transformation, when the SMA is cooled from a high tem-

perature, it begins to transform from austenite to twinned martensite at martensite start temperature

(Ms). By cooling the material to lower temperatures, the transformation finishes at martensite

finish temperature (M f ). Then by heating the SMA from low to high temperatures, the phase

transformation starts at austenite start temperature (As) and by further heating, transformation

becomes complete at austenite finish (A f ) temperature. Figure 1.1 shows a schematic Differential

Scanning Calorimetry (DSC) graph that represents heat flow with respect to the temperature. This

analysis method is the most well-known approach for the determination of the transformation

temperatures (TTs: Ms, M f , As and A f ).

Figure 1.1 Temperature-induced phase transformation of SMAs and phase transformation
temperatures

In stress-induced phase transformation, depending on the temperature that the load is

being applied to the SMA, the response of the material can be different. Figure 1.2 presents
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a stress-strain-temperature graph for a typical SMA. If the temperature is above A f , the phase

transformation will occur at sufficiently high stress levels (above σAM) from austenite to detwinned

martensite. At the end of unloading, a complete shape recovery is obtained with no residual strain.

Moreover, the detwinned martensite at the end of loading transforms to parent austenite upon

unloading. This behavior is called pseudoelasticity or superelasticity and has been demonstrated by

the red stress-strain curve in Figure 1.2. However, if the load is applied at a temperature below M f ,

the initial twinned martensite (refer to Figure 1.1) subjected to a sufficiently high stress, transforms

into detwinned martensite. Upon unloading, the material elastically deforms and the detwinned

martensite is still retained (blue stress-strain curve in Figure 1.2). By heating the material, the

residual strain starts to recover at As and it completely recovers at temperatures above A f . In

addition, the detwinned martensite transforms into austenite. This behavior is called the shape

memory effect (SME) and has been shown by the strain-temperature curve in Figure 1.2.

Figure 1.2 Stress-strain-temperature graph showing superelasticity and SME

3



Among the SMAs, nickel-titanium (NiTi) is the most important and popular one. Soon

after its discovery in 1959, nearly equiatomic NiTi rose to prominence and attracted research

interest towards SMAs [12]. Due to its excellent thermo-mechanical properties, NiTi is used

in numerous commercial applications today. Under purely mechanical and thermal loads, large

strain recovery is made possible thanks to NiTi’s superelasticity and SME. Although NiTi shares

some common properties with other SMAs, it also presents some unique characteristics. NiTi

exhibits low elastic anisotropy compared to other SMAs, which makes it quite ductile leading up

to 60% cold working (under certain conditions) [13]. In addition, it has superb biocompatibility,

and corrosion and abrasion resistance. These superior properties have made NiTi an interesting

candidate for automotive and biomedical applications [14–20]. At high-temperature austenite

phase, NiTi has an ordered B2 (CsCl) type crystal structure, with a lattice constant of 0.3015

nm [21]. Upon cooling and in the martensite phase, it exhibits a B19′ monoclinic crystal structure.

Figure 1.3 shows NiTi’s austenitic B2 and martensitic B19′ crystal structures.

Figure 1.3 B2 and B19′ unit cells of NiTi

The mechanical behavior of NiTi SMAs is influenced by their composition and aging

process, and also by the direction of applied stress. This means that the shape memory behavior

can vary depending on whether the SMA is subjected to tension, compression, or torsion [22, 23].

Figure 1.4 illustrates the tension, shear, and compression behavior of NiTi SMAs [24]. The flat

stress plateau is evident in tension and torsion but not in compression. Additionally, the maximum
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stress after 6% deformation is approximately 800 MPa under compression, however, it is less

than 200 MPa for tension and torsion. The variation of deformation mechanisms during phase

transformation and morphology of the martensite phase are reasons for this asymmetry in the

mechanical properties of NiTi. Under compression, the interaction of different variants is more

pronounced, and detwinning is more challenging compared to tension or torsion. This results in

a higher stress-strain slope during the transformation process and a lower transformation strain.

Moreover, the observed types of twinning can also differ depending on the applied stress direction.

Figure 1.4 Tensile, compressive and shear response of binary NiTi [24]

1.2 Statement of Problem

In spite of excellent properties of NiTi and in general SMAs, their use in high-temperature

applications is limited. Since the TTs in SMAs are typically limited to below 100 °C, when

employed at high temperatures, SMAs cannot exhibit proper superelasticity and SME properties

[25–27]. These unique properties of SMAs can be even more advantageous at high-temperature
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applications where they can reduce complex multi-component assemblies to single piece adaptive

components. This design improvement will reduce the possibility of wear and damage by lower

weight and volume of the components. An example of a high-temperature application can be found

in satellite antennae [28]. These antennae are designed to be compactly stored during transportation

but can be deployed when needed by applying a low electrical current to activate the SMA

based antenna. To ensure optimal functionality, orbital satellites employing this technology often

necessitate the use of high-temperature shape memory alloys with transformation temperatures

exceeding 100°C. This precautionary measure prevents unintended actuation in the event of direct

sunlight exposure. Another notable application of SMAs at high temperatures is in constrained

recovery, where the SMA component is deliberately prevented from returning to its original shape

upon heating, resulting in the generation of substantial stresses [29]. This particular property can

be effectively utilized for fastening multiple components together or connecting pipes and tubes,

among other applications. However, it is important to note that currently available SMAs suffer

from material property degradation, rendering them unsuitable for the aforementioned applications

due to the risk of failure arising from insufficient material strength [29]. The growing demand for

SMAs that can operate at high temperatures is largely driven by their potential applications in solid-

state actuators. SMA-based actuators have been found to exhibit higher energy densities compared

to pneumatic actuators and DC motors, and are comparable to hydraulics, all while significantly

reducing weight [30]. The combination of being lightweight, frictionless, and noiseless makes

SMA-based solid state actuators highly desirable for weight-critical systems like jet turbine

engines, spacecraft, and other aerospace applications [6]. Consequently, the development of high-

temperature shape memory alloys (HTSMAs) will play a crucial role in enabling the practical

utilization of SMAs in aerospace applications, including clearance control in compressor and

turbine sections of jet engines, variable area and geometry inlets for subsonic jets, self-damping

components in fuel line clamps, down-well flow control valves, as well as electrical appliances and

actuators in close proximity to engine parts in automobiles [31, 32]. Figure 1.5 [33] shows image

of an experimental work on reconfigurable engine nozzle fan chevrons of a Boeing airplane made

of HTSMAs.
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Figure 1.5 Variable geometry of engine nozzle fan chevrons made of HTSMA [33]

Several commonly proposed approaches for modifying the activation temperature range in

SMAs include the following [13, 34–37]:

• Alloy Composition: Adjusting the chemical composition of SMAs can effectively alter their

TTs. By incorporating different elements or adjusting their ratios, it is possible to tailor the

activation temperature range to suit specific application requirements.

• Heat Treatment: Applying various heat treatment processes, such as annealing or quenching,

can significantly impact the TTs of SMAs. Controlled heating and cooling procedures can

help achieve desired activation temperature ranges.

• Microstructural Control: Manipulating the microstructure of SMAs through techniques like

grain refinement or precipitation hardening can influence their transformation behavior. This,

in turn, allows for the modification of the activation temperature range.

• Alloy Combination: Utilizing hybrid or composite SMAs by combining different types

of shape memory alloys can broaden the range of activation temperatures. By carefully
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selecting and combining suitable alloys, the activation temperature range can be effectively

modified.

• Doping and Alloying: Introducing dopants or alloying elements into SMAs can alter their

transformation characteristics and consequently modify the activation temperature range.

The addition of specific elements can shift the TTs higher or lower as desired.

• Mechanical Processing: Applying mechanical deformation techniques like cold rolling to

SMAs can induce dislocation movements, leading to changes in their TTs. This approach

offers a means to control the activation temperature range.

Many attempts have been undertaken to develop high-temperature shape memory alloys.

However, many times the outcomes have often been unsatisfactory for some systems such as

CoNiAl, RuTa and NiMnGa, as these alloys either possess inadequate mechanical or shape

memory properties at elevated temperatures or come at a considerable cost. Some of the issues

in such cases include [10, 38, 39]:

• Inadequate Mechanical Properties: Several HTSMAs exhibit compromised material strength

and ductility when subjected to high temperatures. This limitation restricts their applicability

in demanding environments where robust mechanical performance is essential.

• Unstable Cyclic Behavior: HTSMAs may display undesirable cyclic behavior, such as

creep (time-dependent deformation under constant stress) and fatigue (progressive structural

damage under repeated loading). These phenomena can hinder the reliability and long-term

durability of HTSMAs under high-temperature conditions.

• Limited Recoverable Strain: The recoverable strain can be significantly diminished at high

temperatures. This reduction in recoverable strain restricts the effectiveness of HTSMAs in

applications that require substantial shape memory effects.

• High Cost: Some HTSMAs are prohibitively expensive due to the complex manufacturing

processes or the scarcity and high cost of the constituent elements involved. The cost factor

presents a significant obstacle to the widespread adoption of HTSMAs in various industries.
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NiTi-based HTSMAs have attracted considerable research interest due to the unique

characteristics of NiTi. There are a few elements such as Pt, Cu, Pd, Zr and Hf that can be used for

alloying with NiTi to form ternary and quaternary alloys [29, 40–45]. TTs of these alloys exhibit

a strong dependency on their composition [46]. Even a slight increase in the Ni content away

from the stoichiometry of Ni-rich intermetallic compounds, results in a sharp decrease in TTs,

while the Ti-rich side of the intermetallic compound is less affected by compositional variations,

primarily due to the precipitation of NiTi2 particles, which act against the compositional changes

in the matrix [28]. The addition of ternary elements, typically in concentrations less than 10%,

generally has minimal impact on the Ms or has a slight decreasing effect [13]. Substituting Ni with

Fe or Co, or Ti with Mn, Cr, or V, significantly decreases the TTs of the alloys. Conversely, the

addition of more than 10% of Au, Hf, Pd, Pt, or Zr to NiTi increases the transformation temperature

[29]. Moreover, when Cu and Fe is added to NiTi, followed by application of a low-temperature

heat treatment, the thermal hysteresis reduces significantly to only a few degrees. Conversely, the

addition of Nb has the opposite effect, increasing the hysteresis to approximately 100 °C [47].

One of the successful works on modification of TTs was a study [35] on the solid solution

between PdTi and NiTi at high temperatures [48] determined that Ms exhibits a uniform decreasing

trend when Pd substitutes Ni, with the lowest values observed for ternary compositions containing

5-10 at.% Pd [49]. Consequently, Pd was added to NiTi alloys to increase the TTs by substituting

for Ni. Initially, adding Pd to replace Ni in NiTi results in a decrease in Ms, reaching a

minimum value of -26 °C for up to 10 at.% Pd addition. However, when Pd content increases

to approximately 20 at.%, there is a substantial increase in Ms, reaching around 100 °C. Shimizu

et al. [50] examined the effect of stoichiometry on TTs for Ni20+xTi50-xPd30 alloys (x ranging

from -0.6 to 1.5%) and found a significant decrease in TTs for Ti-lean alloys, while Ti-rich alloys

exhibited only moderate variation in TTs, following the trend observed in binary NiTi alloys.

Alloys containing over 40 at.% Pd exhibited poor shape memory properties due to the low critical

stress for slip. To enhance shape memory properties, small amounts of boron were added in some

studies. However, Yang et al. [51] and Shimizu et al. [50] found no significant effect on TTs
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and shape memory properties with the addition of boron, although it increased the ultimate tensile

strength by approximately two times and improved ductility.

Furthermore, to improve shape memory properties, Shimizu et al. [50] utilized precipita-

tion hardening by deviating from the stoichiometric ratio in Ni19.4Ti50.6Pd30 alloy. This induced the

precipitation of homogeneous NiTi2 particles, resulting in approximately 10% higher recovery rate

compared to Ni20Ti50Pd30 due to the homogeneous precipitate distribution. It should be noted that

the requirement for a higher percentage of Pd to achieve a significant increase in TTs outweighs

the benefits when considering the cost of the expensive component in commercial alloys.

Compared to NiTiPd, NiTiAu exhibits higher TTs with the same content of Au instead of

Pd. However, the amount of work in NiTiAu alloys is much less. In two studies on two extremes of

Au content in the alloy, Eckelmeyer [52] and Donkersloot [53] investigated the influence of 2 at.%

Au and 40-50 at.% Au, respectively. A qualitative demonstration of one way shape memory was

achieved through the bending and subsequent recovery of a bar composed of higher Au content,

while no two way shape memory effect was observed.

In the context of increasing the TTs with the addition of ternary elements, NiTi alloys

containing Pt exhibit higher TTs compared to other NiTi-based systems. When substituting Ni

with Pt, there is a slight decrease in TTs within the range of approximately 10 at.%, but beyond

this threshold, there is an almost linear increase in Ms. In fact, alloys with 50 at.% Pt have been

reported to reach an impressive Ms of 1040 °C. Studies conducted by Lindquist and Wayman [54]

recorded narrow hysteresis for all Pt containing alloys, except for the 30 at.% Pt alloy, which

exhibited a hysteresis of around 80 °C, higher than the general range of 20 °C. However, the

extremely low ductility of the alloy prevented the measurement of recoverable strains in the study.

Another study by Hosoda et al. [55] reported a general decrease in ductility with increasing Pt

content in the alloy. Despite the extremely high TTs, similar to other mentioned HTSMAs, alloys

containing Pt face significant challenges due to the high cost and very low ductility.

The addition of Zr to NiTi alloys has been investigated as a cost-effective alternative to

Pd and Pt. In NiTiZr alloys, any increase in the TTs is observed only when the zirconium content

exceeds 10 at.%. Above this threshold, the addition of zirconium to the alloy leads to an increase in
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Ms at a rate of approximately 18 °C/at.-% of zirconium [56]. Moreover, similar to other HTSMAs,

the concentration of Zr in NiTiZr alloys has a significant impact on the transformation process. At

Zr concentrations below 20 at.%, the B2 phase transforms to B19′ during cooling. However, at

higher Zr concentrations (greater than 20 at.%), the martensite structure changes to B19 [35, 57].

In addition, one of the main challenges associated with NiTiZr alloys is their lower stability during

cycles of transformation. Unlike other SMAs that stabilize after a few cycles, NiTiZr alloys do not

stabilize their TTs even after 100 thermal cycles [57].

The expensive nature of Pd, Pt, and Au limits their usage to specific high-priority

applications, such as aerospace, where performance outweighs cost considerations. Additionally,

Zr is known for its strong affinity towards oxygen [25, 29, 58]. Among the potential HTSMAs,

NiTiHf shows great promise for a wide range of applications within the critical temperature range

of 100-300 °C [59]. This is due to its cost-effectiveness, exceptional shape memory properties,

high work output and good thermal stability [35]. Previous studies have indicated that Hf has a

more significant impact on TTs compared to Pd and Au, even at similar content [60, 61]. Similar

to other HTSMAs, TTs in NiTiHf are highly dependent on the composition of the alloy. The TTs

of NiTiHf alloys exhibit minimal increase up to the content of 10 at.% Hf. However, when the

chemical concentration exceeds 10 at.% Hf, TTs show a linear increase, reaching up to 525 °C for

a content of 30 at.% Hf when Hf atoms substitute Ti atoms [59]. In Figure 1.6 [35], a schematic

comparison of different HTSMAs is presented in terms of their Ms temperature and transformation

strain. The top three alloys i.e. NiTiPt, NiTiAu and NitiPd are the ones that have limited use due

to their expensive nature. However, the next HTSMA that exhibits a good combination of high

transformation temperature and shape memory strain, is NiTiHf.

Figure 1.7 [35] illustrates the variation in martensite peak temperature (Mp) as a function

of Hf content in NiTiHf alloys. The plot indicates that Mp remains unchanged with the addition of

up to 3 at.% Hf. However, it starts to increase after reaching 5 at.% Hf. For Hf concentrations up

to 10 at.%, the rate of increase in Mp is approximately 5 °C/at.% Hf. Beyond 10 at.% Hf, there is a

sudden and significant rise in Mp, with an increase of nearly 20 °C/at.% Hf. In NiTiHf alloys, the

Mp can reach up to 400 °C for an alloy containing 25% Hf.
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Figure 1.6 Comparison Ms temperature and transformation strain between HTSMAs [35]

In Figure 1.8 [35], the effect of Ni content on Mp is shown for NiTiHf alloys with a

fixed Hf content of 10 at.%. The plot demonstrates that Mp is not significantly influenced by

the concentration of Ni up to 50 at.%. However, beyond this point, there is a drastic decrease in

Mp, eventually falling below 0 °C as the Ni content increases.

NiTiHf alloys exhibit superior resistance to slip and higher transformation strains compared

to NiTi alloys in both tension and compression. The addition of Hf in NiTiHf alloys leads to an in-

crease in transformation strains, allowing even small amounts of Hf to enhance the transformation

behavior. When subjected to compression, NiTiHf alloys can achieve transformation strains of up

to 7%, while in tension, they can reach levels as high as 15%. However, binary NiTi alloys have

demonstrated compressive strains of up to 5.5% and tensile strains of up to 10% [59].

Alloys containing more than 15 at.% Hf were reported to exhibit a monoclinic B19′

structure for the martensite phase, similar to binary NiTi alloys. In contrast, alloys with higher Hf

content transformed into an orthorhombic B19′ martensitic phase, and both structures transformed
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Figure 1.7 Dependence of martensite peak temperature (Mp) to the content of Hf in NiTiHf alloy
system [35]

into the austenitic B2 phase [62]. NiTiHf alloys with deviations from stoichiometry were found

to exhibit various phases under different thermo-mechanical processing conditions [63]. These

phases can have diverse effects on the transformation characteristics and stability of the alloy.

However, there is a limited availability of studies focusing on qualitative analysis of microstructure,

microstructure evolution, and their overall impact on the properties of NiTiHf alloy.

The primary focus of research has been on (Ti+Hf)-rich NiTiHf alloys, primarily due to

the lower TTs of Ni-rich materials. However, (Ti+Hf)-rich NiTiHf alloys suffer from several

significant drawbacks. These include a large hysteresis (> 50 °C), poor ductility at room

temperature, lack of cyclic stability due to high stress required for martensite reorientation and

detwinning, low slip strength, and limited formability [29, 36]. In a previous study by Meng

et al. [64], the tensile properties of (Ti+Hf)-rich NiTiHf alloys were investigated. It was found

that no stress plateau was observed at room temperature, but rather continuous yielding with

significant work hardening. This behavior can be attributed to the high resistance to martensite

reorientation and the low stress required for plastic deformation. In order to increase the resistance
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Figure 1.8 Martensite peak temperature (Mp) at different compositions of NixTi90-xHf10 [35]

to dislocation slip, Kockar et al. [36] applied severe plastic deformation to (Ti+Hf)-rich NiTiHf

alloys. Their findings revealed an increase in recoverable strain and a decrease in irrecoverable

strain levels under isobaric thermal cycling experiments. Additionally, they observed improved

thermal cyclic stability and reduced thermal hysteresis. However, the large thermal hysteresis

prevented the observation of a reversible superelastic response [36].

There are many factors that can affect the properties of NiTiHf including alloy composition,

heat treatment, precipitation, grain size, and the type of load applied (tension versus compression).

These factors play a crucial role in determining the thermomechanical properties of NiTiHf alloys.

Given the complex interplay of these factors, extensive research efforts are necessary to deepen

our understanding of the thermomechanical properties of NiTiHf and optimize its performance for

various applications.

1.3 Objectives and Technical Approach

To date, the majority of investigations on NiTiHf have focused on a limited range of

compositions [65–69]. As a result, there exists a lack of comprehensive research examining
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the influence of various factors on the characteristics of these HTSMAs. Given the obstacles

and complexities involved in synthesizing diverse alloy compositions, computational simulations,

particularly atomistic approaches, offer a valuable means to estimate and predict the material

properties of novel NiTiHf alloy compositions. These simulations have demonstrated their

effectiveness in terms of time and cost efficiency, making them highly beneficial in this context.

Molecular dynamics (MD) is a highly effective approach in atomistic simulations, offering a

comprehensive means to explore microstructural phenomena that govern the behavior of material.

MD simulations are used to study the behavior and movement of atoms and molecules over time.

They are widely used in various fields of science, including physics, chemistry, materials science,

and biology.

The accuracy of MD simulation results is heavily reliant on the quality of interatomic

potentials, which serve as the constitutive equations of MD and determine the forces and

interactions between atoms. Interatomic potentials, also known as force fields, are mathematical

models that describe the energy and forces associated with the arrangement of atoms in a system.

The construction of interatomic potentials involves parameterizing the functional forms of the

potential energy equations based on experimental data, theoretical calculations, or a combination of

both. These potentials capture the effects of various interactions, such as bonded interactions (e.g.,

covalent bonds, bond angles, torsional angles) and non-bonded interactions (e.g., van der Waals

forces, electrostatic interactions). Therefore, the development of robust interatomic potentials

is critical to ensure reliable MD simulations. Thus far, no applicable interatomic potential has

been specifically developed for ternary NiTiHf alloys. In this research endeavor, a Second

Nearest-Neighbor Modified Embedded Atom Method (2NN MEAM) interatomic potential has

been developed to accurately represent the NiTiHf ternary system, as well as its constituent binary

and unary systems. This significant advancement aims to provide a robust and reliable tool for

conducting simulations and investigating the properties of these alloys.
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CHAPTER 2

BACKGROUND

2.1 Interatomic Potential

Computer simulations, such as atomistic simulations, play a crucial role in investigating the

properties of assemblies of atoms, providing valuable insights into their structure and interactions.

Simulations serve as a complementary tool to conventional experiments, allowing researchers

to bridge the gap between microscopic and macroscopic scales [70]. By employing computer

simulations, scientists can explore the behavior of atoms and molecules in a controlled virtual

environment. Simulations enable the study of complex systems that may be challenging or

even impossible to investigate experimentally. They offer a cost-effective and efficient means

of exploring a wide range of conditions, materials, and scenarios. Simulations are not only used

to validate existing theories and models but also serve as a testing ground for new hypotheses.

The ability to compare simulation results with experimental data allows researchers to refine and

improve theoretical models, expanding our understanding of the physical world. Simulations can

also predict and explore phenomena that have not yet been observed experimentally, guiding future

experimental design and investigation.

Atomistic simulations, in particular, focus on describing the behavior of individual atoms

and molecules, taking into account their interactions and movements. These simulations consider

the atoms as discrete entities, allowing for a detailed examination of their collective behavior [71].

By tracking the positions, velocities, and energies of atoms over time, atomistic simulations can

reveal how materials deform, undergo phase changes, react to external stimuli, or exhibit other

phenomena. The insights gained from atomistic simulations provide a connection between the

atomic scale and macroscopic phenomena. By understanding how individual atoms interact and

influence each other, researchers can gain a deeper understanding of the underlying mechanisms
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that govern material properties and behaviors. Figure 2.1 [72] illustrates a graphical representation

that compares the time scale and length scale of different simulation methods commonly employed

in engineering problems.

Figure 2.1 Time-versus length-scale demonstration of different simulation methods [72]

Molecular dynamics (MD) is an atomistic method used to simulate the time-dependent

behavior of a system of atoms. In MD simulations, the evolution of a group of interacting atoms

is tracked by integrating their equations of motion, taking into account appropriate boundary

conditions that reflect the geometry or symmetry of the system being studied [73]. By simulating

the motion of atoms over time, MD provides insights into the dynamic behavior and properties of

materials at the atomic level. The primary data obtained from MD simulations are the positions and

velocities of individual atoms as a function of time. These data allow researchers to observe the

movement, interactions, and changes in atomic configurations, providing a detailed understanding

of the system’s behavior. By analyzing the trajectories of atoms, researchers can extract valuable

information about various properties, including diffusion, structural changes, phase transitions,

and thermodynamic quantities.
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To perform an MD simulation, a description of the interaction potential or force field is

required as input. The force field encodes the rules and parameters governing the interactions

between atoms in the system. It defines the potential energy associated with different atomic

configurations and determines the forces experienced by the atoms [74]. The force field

incorporates terms for bonded interactions, such as bonds, angles, and dihedrals, as well as

non-bonded interactions, including van der Waals forces and electrostatic interactions [74]. In

constructing a model of interatomic interactions for MD simulations, it is common practice to

assume a relatively straightforward and analytical functional form for the potential energy (V)

of a group of atoms. These functional forms are often based on empirical or semi-empirical

considerations and are chosen to strike a balance between computational efficiency and accuracy in

representing the underlying physics. The accuracy and reliability of MD simulation results heavily

rely on the quality of the chosen interatomic interaction potential. It is essential to parameterize

the force field accurately by fitting it to experimental data or quantum mechanical calculations to

ensure that it reproduces relevant properties and behavior of the system. The choice of force field

also depends on the specific system being studied and the level of detail required. Consider:

V ({ri})≡V (r1,r2, ...,rN) (2.1)

where ri is the position vector of atom i and N is the total number of atoms. Acting force on an

atom can be obtained as the negative derivative of the potential function with respect to its position:

f j =−∂V ({ri})
∂ r j

(2.2)

The goal is to develop approximate forms that are able to capture the maximum possible physical

interatomic interactions. These ideal functions are called interatomic potentials. Typically,

experimental or data from ab initio simulations are used to fit the parameters of the interatomic

potential.

As the first consideration in interatomic interactions, we know that atoms cannot get too

close to each other. This quantum mechanical effect should be accounted for in developing models,
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by increasing the potential energy in small distance between two atoms. The ”Hard-sphere” model

is a simple approach that considers this short range repulsion. When the distance between two

atoms becomes smaller than δ0 (the diameter of the spheres), the energy becomes infinite:

V ({Ri}) =
N

∑
i=1

N

∑
j=i+1

φ(|Ri −R j|) (2.3)

where

φ(r) =

+∞, r < δ0

0, r ≥ δ0

(2.4)

This is shown in Figure 2.2 [75]. Apart from their short range repulsion, atoms are attracted to one

another across greater distances. The Lennard-Jones (LJ) potential [76] is a well-known model

that describes both long range attraction and short range repulsion between atoms:

Figure 2.2 Relationship between interaction energy and atomic distance, r. Dashed line represents
hard sphere model, and the solid line shows the Lennard-Jones model [75]
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φ(r) = 4ε0

[(
r
δ0

)−12

−
(

r
δ0

)−6
]

(2.5)

The Lennard-Jones model is also presented in Figure 2.2. ε0 is the depth of energy well, and 21/6δ0

is the distance between atoms where the minimum interaction energy between two atoms occurs.

Two potential energy functions, which have been previously discussed, represent the energy

as the cumulative effect of interactions between pairs of atoms. Such potentials are commonly

referred to as pair potentials. While pair potentials are suitable for describing noble gases and

ionic crystals, they do not possess the necessary accuracy for other types of solid state materials

[77]. An alternative approach involves utilizing many-body potentials capable of calculating the

potential energy by summing up terms from two-body interactions to N-body interactions.

V ({ri}) = ∑
i< j

φ
(∣∣ri − r j

∣∣)+ ∑
i< j<k

V3
(
ri,r j,rk

)
+ ∑

i< j<k<l
V4

(
ri,r j,rk,rl

)
+ · · · . (2.6)

The challenge of this approach is to obtain a fast convergence. In metals, bonding electrons behave

differently asking for various consideration of many-body interactions. A common and popular

interatomic potential for metals is the Embedded Atom Model (EAM) [78]. The functional form

in EAM is:

V ({ri}) = ∑
i< j

φ
(∣∣ri − rj

∣∣)+∑
i

F (ρi) (2.7)

ρi = ∑
j ̸=i

f
(
ri j
)

(2.8)

In Eq. (2.7), the first term represents the pairwise interaction considering core electrons. ρ i is the

density of bonding electrons provided by the neighboring atoms of atom i. The contribution of

each atom to the density field is defined by function f (r). Function F(ρi) describes the energy

needed to embed atom i into a field with electron density ρ i. There are other potentials such

as Finnis-Sinclair (FS) [79] (F(ρ) = −A
√

ρ), Effective-Medium-Theory (EMT) [80] models and
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the second-moment approximation of tight binding (TB-SMA) [81]. However, due to the non-

linearity of the embedding function in EAM potentials, the description of physical properties in

EAM approach is more realistic than pair potentials.

To address the shortcomings posed by EAM potentials, which are limited to face-centered

cubic (fcc) elements, researchers introduced modifications to the EAM approach, resulting in

the development of modified embedded atom method (MEAM) interatomic potentials. MEAM

potentials have emerged as one of the most widely utilized classes of interatomic potentials in

computational modeling. Baskes [82] proposed the MEAM potential as an extension of EAM

by incorporating angular-dependent interactions in bonding. This addition of angular-dependent

interactions expanded the scope of MEAM to encompass the modeling of body-centered cubic

(bcc) structures, as well as low symmetry structures such as hexagonal close-packed (hcp),

diamond-structured elements, and gaseous materials. By incorporating these angular-dependent

interactions, MEAM offers a more versatile and comprehensive approach for simulating a broader

range of materials and structures.

However, the utilization of MEAM in MD simulations of bcc metals revealed certain

critical issues that required attention. These issues primarily appeared during the calculation

of surface energy for bcc metals, specifically in cases where the calculated value for the (111)

plane was found to be lower than that of the (100) plane [83], which was not in agreement with

experimental information. Moreover, MD simulations on bcc metals like Fe, Mo, and Cr, showed

that the most stable structure obtained was not the expected bcc phase [83]. Instead, a different

structure was found to be more energetically favorable. This deviation from the anticipated

bcc structure had implications for the elastic properties of these metals, as the newly obtained

structure exhibited different mechanical characteristics compared to the original bcc structure.

These issues cannot be resolved by merely altering the model’s parameters without sacrificing

accurate representations of other physical features. In MEAM formulations, only the nearest-

neighbor interactions were considered by applying strong screening functions [84, 85]. However,

in bcc metals, interactions of second nearest-neighbor atoms are not negligible since the second

nearest-neighbor distance is just 15% larger than the first nearest-neighbor distance. The inability
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of MEAM to reproduce the correct surface energies was attributed to considering only the first

nearest-neighbor interactions. Lee and Baskes [83] improved the original MEAM by taking into

account the second-nearest neighbor (2NN) interactions through the use of less severe many-body

screening parameters. The obtained results based on the 2NN MEAM potential solved the issues

with the original MEAM. In addition, it was found that for multi-component alloys containing

constituents with different ground states, the 2NN MEAM potential is the most suitable form of

potential for MD simulations [86]. Therefore, the method used in this study to develop a ternary

NiTiHf interatomic potential was chosen as the 2NN MEAM. Following is the summary of the

formalism of 2NN MEAM.

In the 2NN MEAM potential, the total energy of a multi-component alloy is approximated

as

E = ∑
i
[Fi (ρ̄i)+

1
2 ∑

j(̸=i)
Si jφi j(Ri j)] (2.9)

where the embedding function is denoted as Fi and the background electron density at site i is

shown as ρ̄i. The screening function Si j and pair interaction φi j(Ri j) are calculated between atoms

i and j having the distance Ri j. The embedding function Fi can be written as:

F (ρ̄) = AEc

(
ρ̄

ρ̄0

)
ln
(

ρ̄

ρ̄0

)
(2.10)

where A is an adjustable parameter, Ec is the cohesive energy and ρ̄0 is the reference structure’s

background electron density. The background electron density ρ̄i consists of contributions from

spherically symmetric partial electron density as well as angular contributions (please refer to

[83, 84, 87] for detailed formulations).

The energy per atom is determined for the reference structure, which is defined as having

individual atoms precisely positioned on the lattice points. This calculation involves using the

zero-temperature universal equation of state developed by Rose et al. [88], where the energy is
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expressed as a function of the nearest-neighbor distance denoted as:

Eu (R) =−Ec
(
1+a∗+da∗3)e−a∗ (2.11)

where

a∗ = α

(
R
re

−1
)

(2.12)

α =

(
9BΩ

Ec

) 1
2

(2.13)

in which Eu(R) represents the universal function that describes a uniform expansion or

contraction in the reference structure, B is the bulk modulus, Ω is the equilibrium atomic volume

and Ec represents the cohesive energy of the equilibrium reference structure. Since the 2NN

MEAM considers up to the second nearest-neighbor interactions, the total energy per atom in a

reference structure can be calculated as:

Eu(R) = F
(
ρ̄

0(R)
)
+

Z1

2
φ(R)+

Z2S
2

φ(aR) (2.14)

where Z1 and Z2 are the number of the first and second nearest-neighbor atoms, respec-

tively. a is the ratio of distances between the first and second nearest-neighbor atoms, and S

represents the screening factor of the 2NN interactions. S and a are constant for a given reference

structure. Therefore, the total energy and the embedding energy can be functions of only R.

The pair potential φ(R) between two atoms having distance R between them can be obtained

by equating equations (2.11) and (2.14). To do this, another pair potential ψ(R) needs to be

introduced:

Eu(R) = F
(
ρ̄

0(R)
)
+

Z1

2
ψ(R) (2.15)
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where

ψ(R) = φ(R)+
Z2S
Z1

φ(aR) (2.16)

As a result, the pair potential φ(R) can be calculated as:

φ(R) = ψ(R)+ ∑
n=1

(−1)n
(

Z2S
Z1

)n

ψ (anR) (2.17)

The summation continues until the atomic energy of the reference structure is accurately

determined.

The screening functions of the second nearest-neighbor interactions in the MEAM are less

severe. Here, the effect of the neighbor atom k on the interaction between atoms i and j is denoted

by Si j, which is the product of the screening factors, Sik j, from all neighbor atoms k:

Si j = ∏
k ̸=i, j

Sik j (2.18)

The screening factor Sik j is calculated by utilizing an ellipse that intersects atoms i, k, and

j, with the orientation of the ellipse determined by atoms i and j along the x-axis.

x2 +
1
C

y2 =

(
1
2

Ri j

)2

(2.19)

By considering the relative distances between three i, j and k atoms, the value of C can be

obtained.

C =
2
(
Xik +Xk j

)
−
(
Xik −Xk j

)2 −1

1−
(
Xik −Xk j

)2 (2.20)
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where Xik = (Rik
Ri j

)2 and Xk j = (Rk j
Ri j

)2. The screening factor Sik j can be obtained as a function

of C:

Sik j = fc

[
C−Cmin

Cmax −Cmin

]
(2.21)

The screening range is determined by Cmin and Cmax where they limit the value of C. fc

represents the smooth cutoff function and is obtained as:

fc(x) =


1 x ≥ 1[

1− (1− x)4]2 0 < x < 1

0 x ≤ 0

(2.22)

25



CHAPTER 3

DEVELOPMENT OF TERNARY NITIHF MEAM POTENTIAL

3.1 Methodology

Interatomic potentials play a crucial role in atomistic simulations by governing the inter-

actions between atoms based on their positions. The accuracy of the employed potential greatly

influences the reliability of MD simulation results, as it determines the system’s potential energy.

Since the MEAM formulation is empirical, it is important to enhance its physical foundation

by calibrating its parameters to match with material properties obtained from experiments or

computed through lower length scale analysis [89]. This study utilizes the density functional theory

method [90] at a lower length scale to accurately determine the bulk material properties [91]. When

calibrating the parameters of the MEAM potential for an alloy system, the introduction of a new

element alters the electron density, necessitating a new calibration procedure for each new alloy

system [92]. To calibrate a ternary 2NN MEAM potential for NiTiHf, all constituent unary and

binary systems are required. Hence, unary MEAM potentials for Ni, Ti, and Hf, along with binary

MEAM potentials for HfNi, HfTi, and NiTi, are essential. In this study, all the aforementioned

MEAM potentials were calibrated, with the exception of the Hf unary MEAM potential, which

was adopted from the work of Huang et al. [93].

3.2 Density Functional Theory

Density Functional Theory (DFT) is a powerful computational method used in physics,

chemistry, and materials science to study the electronic structure and properties of atoms,

molecules, and solids. It provides a way to calculate the behavior of electrons in a material system

by approximating the many-body quantum mechanical problem in terms of the electron density.

The foundation of DFT is the Hohenberg-Kohn theorems [94], which state that the ground-state

electronic properties of a system are uniquely determined by its electron density. This means that
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instead of solving the complicated many-electron Schrödinger equation, DFT focuses on finding

the ground-state electron density that minimizes the total energy of the system. In DFT, the

electronic structure problem is formulated as an energy functional of the electron density. The

Kohn-Sham equations are solved iteratively to obtain self-consistent solutions for the electron

density and the corresponding electronic energy. These equations introduce a set of fictitious

non-interacting electrons, called Kohn-Sham orbitals, that reproduce the same electron density as

the real interacting system. The exchange-correlation functional is a crucial component of DFT

as it accounts for the electronic exchange and correlation effects, which arise from the quantum

mechanical behavior of electrons [95]. Various approximations exist for the exchange-correlation

functional, ranging from simple local density approximations to more accurate gradient-corrected

and hybrid functionals. DFT has a wide range of applications. It can be used to predict and

understand the properties of molecules, such as their structures, energies, and spectra. It is

also employed in the study of materials, including the calculation of electronic band structures,

lattice vibrations, and magnetic properties [96]. Additionally, DFT plays a crucial role in guiding

experimental investigations, interpreting spectroscopic data, and designing new materials with

tailored properties.

3.3 Calibration of Unary MEAM Potentials (Ni, Ti)

Quantum ESPRESSO suite [97] was utilized to conduct DFT simulations, aiming to

acquire material properties essential for calibrating unary MEAM potentials for Ni and Ti. Various

properties such as the energy-volume curve, cohesive energy, bulk modulus, elastic constants,

vacancy formation energy, and surface formation energy were calculated through DFT simulations.

Subsequently, the MEAM potential was calibrated to accurately replicate these properties when

employed in an MD simulation. To find the unary potential parameters, MEAM Potential

Calibration (MPC) tool [91] was employed.

For DFT simulations, the widely used Projector Augmented Wave (PAW) pseudopotentials

were employed in combination with the Perdew-Burke-Ernzerhof (PBE) generalized gradient

approximation for the exchange correlation functional. These pseudopotentials allowed for an

accurate description of the interaction of the valence electrons, and taking into account the
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shielding effect of the core electrons. To ensure an accurate representation of the electronic

structure and properties of the system, the Brillouin zone sampling was performed using the

Monkhorst-Pack scheme. This scheme divides the Brillouin zone into discrete points or k-points

to obtain an average over the reciprocal space. The choice of Brillouin zone k-point sampling was

determined through a sensitivity analysis. By evaluating the response of the calculated properties

to different k-point meshes, a 12×12×12 mesh was selected that provided a good balance between

accuracy and computational efficiency. In addition to the sampling scheme, a Fermi-level smearing

of 0.03 eV was applied using the Methfessel-Paxton method. This smearing technique helps to

account for temperature effects and provides a more realistic description of the electronic behavior.

To determine the optimum energy cutoff value (ecut) for the plane-wave basis set, the convergence

rate and the sensitivity of the results to ecut were considered. By systematically varying the ecut

value and observing the convergence behavior of the calculated properties, the ecut values that

yielded reliable and accurate results were identified.

The procedure of MEAM potential calibration consists of two steps. At the first step

which is called the global approach, the parameter space of MEAM potential is coarsely refined.

This step starts with guessing the MEAM potential parameters and continues by performing

sensitivity analysis for parameters. The second step which is called the local approach, is for the

evaluation of sensitive parameters, sampling parameter space and generation of analytical models

for optimization of the potential.

The fitting of MEAM parameters to experimental and first principles data incorporates

different target properties. Some of these properties, such as energy-volume curves for various

lattices and elastic constants, are fundamental to the MEAM formalism and are essential targets

that should always be included. Other properties, such as surface energies, contribute to obtaining

reasonable results for specific aspects of physical properties. The first physical property to start

the calibration with is the energy variation. Energy variation with respect to the volume or nearest

neighbor distance is also used to check the validity of the potential. For the unary systems of Ni and

Ti, the energy-volume correlation in different crystal structures was obtained. In the beginning, the

most stable lattice structure that was reported in the experiments was chosen for each material and
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referred to as the primary structure. Two alternative lattice structures were referred to as secondary

structures. The calibration outputs were derived from the raw simulation data using the following

procedure. Firstly, the energy in the energy-volume curve was divided by the number of atoms to

obtain the energy per atom values. Subsequently, interpolation techniques were employed, utilizing

a Birch-Murnaghan equation of state [98], to determine the cohesive energy and relaxed volume.

Furthermore, the lattice parameter and atomic radius were derived from the relaxed volume using

basic lattice-dependent formulas that establish relationships between the lattice parameter, atomic

radius, and volume. In Figure 3.1 and 3.2, the energy versus lattice parameter curves generated by

the unary potentials for Ni and Ti are presented, respectively.

Figure 3.1 Energy versus lattice parameter curves of Ni obtained via DFT and the developed
MEAM potential
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Figure 3.2 Energy versus lattice parameter curves of Ti obtained via DFT and the developed
MEAM potential

The data was also utilized to calculate the bulk modulus. The values of the elastic constants

were derived using the following equation [29]:

E(ei) = EC −P(V )∆V +VCi jeie j/2+O(e3
i ) (3.1)

Based on equation 3.1, e represents the strain tensor and C represents the stiffness in using

Voigt notation. EC stands for the cohesive energy, while E(ei) denotes the energy per atom for

a given strain. V corresponds to the volume per atom, and P(V ) represents the pressure, which

can be expressed as the trace of the stress, thereby involving the contraction of the stiffness tensor

and the strain. When the strain components tend towards zero, the contribution of higher order

terms (O(e3
i )) becomes negligible. Consequently, the stiffness values can be determined based

on the energy of the cell for a given strain. To accurately depict the curvature proportionate
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to each elastic constant, energies were obtained for small positive and negative strain values in

addition to the equilibrium energy. The equilibrium volume was determined using the Murnaghan

equation of state, although the energies for both equilibrium and strained configurations were

directly calculated rather than relying on the equation of state. The strain values can be adjusted to

incorporate the requirements of different materials.

The vacancy formation energy (Evac
f ) was computed as the energy variation resulting from

breaking the bonds of one atom from the bulk material [99]. It should be noted that due to the

consideration of periodic boundary conditions, a large number of atoms should be modeled in the

simulation to prevent interactions between the vacancy and its periodic images. The specific size

of our simulations depends on the lattice type, but as a general guideline, we simulated over 100

atoms to accurately determine the vacancy energy:

Evac
f = Evac

tot − N −1
N

Ebulk
tot (3.2)

where Evac
tot is the energy of the system with a single vacancy, Ebulk

tot is the energy of the

perfect bulk system, and N is the number of atoms in the bulk system. To determine the surface

energy of the (hkl) plane, denoted as Ehkl , a commonly used approach known as the slab model

[100] was utilized. In this method, a supercell incorporating the desired surface (specified by the

hkl Miller indices) is generated. To introduce a vacuum region, atoms are selectively removed

from one half of the supercell. By employing this configuration, the surface energy Ehkl can be

calculated using the following formula:

Ehkl =
Ehkl

slab −Ehkl
bulk ×nslab

2×Aslab
(3.3)

where Ehkl
slab represents the total energy of the slab system, while Ehkl

bulk corresponds to the energy

per atom of the bulk system. The parameter nslab denotes the total number of atoms in the slab

structure, and Aslab represents the surface area of the slab structure. The factor of 2 is included to

account for the presence of two surfaces within the slab model. According to literature [100], it

is recommended to maintain a minimum slab thickness of 10 Å in order to minimize interactions
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between the two surfaces of the slab. By ensuring an adequate separation between the surfaces, the

potential effects of surface interactions can be effectively mitigated.

The 2NN MEAM formalism for a pure unary element involves fourteen independent model

parameters [83, 89], as outlined in Table 3.1. Among these parameters, four are associated with the

universal equation of state i.e. cohesive energy (Ec), equilibrium nearest-neighbor distance (re),

bulk modulus (B) of the reference structure, and the adjustable parameter d [89]. The electron

density is described by seven parameters: decay lengths (β (0),β (1),β (2),β (3)), and weighting

factors (t(1), t(2), t(3)) [89]. Additional parameters include the embedding function adjustable

parameter A, and screening parameters Cmin and Cmax. The screening parameters are used to

account for the many-body interactions between atoms in a material. These parameters represent

the minimum and maximum cutoff distance for many-body interactions. They determine the

range over which many-body interactions are significant. At distances below Cmin, the many-

body interactions are considered to have a significant contribution. At distances beyond Cmax, the

many-body interactions are assumed to have a negligible contribution.

In each iteration of parameter calibration, the accuracy of the current parameter set was

assessed by calculating the physical properties of Ni and Ti based on the new MEAM parameters

and comparing them with the results obtained from DFT. The final calibrated parameters for the

unary 2NN MEAM potentials of Ni and Ti, as well as the parameters for the Hf MEAM potential

developed by Huang et al. [93], are presented in Table 3.1. It is worth mentioning the primary

crystal structures considered for Ni and Ti were fcc and hcp, respectively. Furthermore, the G

(Gamma) function, with G = 2/(1+ e−γ), was chosen for the calculation of the electron density.

In the calibration process, two influential parameters, namely the cohesive energy (Ec) and

equilibrium nearest-neighbor distance (re), had a significant impact on all properties, particularly

the energy-volume curves. Additionally, other parameters exhibited noticeable and direct effects

on specific properties as follows: t(2) directly influenced C44; β (0) and t(3) affected the energy per

atom of secondary structures; β (2) and t(1) influenced values such as vacancy formation energy,

surface energies, and C44.
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Table 3.1 Parameters of the unary MEAM potentials for Ni, Ti, and Hf. Ec (eV/atom) is the
cohesive energy; re (Å) is the equilibrium nearest-neighbor distance; B (GPa) is the bulk
modulus. All other parameters are dimensionless

Ni Ti Hfa

Ec 4.45 4.75 7.33

re 2.50 2.83 3.17

B 194 114 113

A 0.82 0.28 0.79

β (0) 2.63 2.25 2.23

β (1) 2.30 3.90 2.82

β (2) 1.50 1.20 3.73

β (3) 1.00 3.40 2.06

t(1) 5.00 -5.00 2.98

t(2) 1.00 -28.00 1.92

t(3) 3.20 -44.00 -6.24

Cmin 0.98 0.30 0.66

Cmax 1.60 1.70 2.28

d 0.05 0.00 −0.02,−0.08
aRef. [93]

However, it is important to note that calibrating MEAM parameters is a complex

procedure, and establishing a direct one-to-one correlation between each parameter and a specific

material property is not feasible. Table 3.2 presents the computed physical properties and their

corresponding values using the developed MEAM potential, along with those obtained from DFT

and previous experimental studies, for Ni and Ti. The results demonstrate that the physical

properties obtained with the developed unary MEAM potentials correlate with the results from

DFT and experiments, except for the surface energy of Ni in the (100) plane, E(sur f )
(100) , which exhibits
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a 22% overestimation compared to the DFT result. Hence, the calibrated unary MEAM potentials

successfully replicate the material’s physical properties.

3.4 Calibration of Binary MEAM Potentials (NiTi, HfNi and HfTi)

To calibrate a ternary MEAM potential, it is generally necessary to first calibrate binary

MEAM potentials. Calibrating binary MEAM potentials involves determining the appropriate

parameter values for two elements, typically denoted as Element A and Element B. This

calibration process involves fitting the MEAM potential to reproduce various physical properties

and behaviors of the binary alloy formed by Elements A and B. Once the binary MEAM potentials

for Elements A and B are calibrated and validated against experimental data or DFT results, they

can serve as a foundation for developing ternary MEAM potentials.

In addition to the parameters used for unary potentials, each binary system’s MEAM

potential requires thirteen additional independent parameters. These parameters serve specific

purposes in defining the potential for the binary system. Here is an overview of the thirteen

additional parameters:

• Equation of State Parameters: The equation of state parameters include the cohesive energy

(Ec), equilibrium nearest-neighbor distance (re), and two parameters (α and d) related to the

equation of state. These parameters determine the overall energy and bonding behavior of

the binary system.

• Screening Factors (Cmin and Cmax): There are four parameters for Cmin and four parameters

for Cmax, which are many-body screening factors. These factors account for the interactions

between atoms in the binary system and control the range and strength of these interactions.

• Atomic Electron Density Scaling Factor (ρ0): The atomic electron density scaling factor (ρ0)

is the final parameter. It scales the electron density contribution to the energy and determines

the strength of the electron density term in the MEAM potential.

The calibration and optimization of MEAM parameters were carried out with the aim

of obtaining material properties consistent with both DFT calculations and experimental data

available in the literature. Various properties were taken into account during the calibration
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Table 3.2 The physical properties of Ni and Ti, including their calculated values using both DFT
and the developed MEAM potentials, as well as their corresponding experimental values.
Cohesive energy is denoted as Ec (eV/atom); a and c (Å) denote the lattice constants; B is
the bulk modulus and C11, C12, C13, C33 and C44 (GPa) are the elastic constants; Evac

f (eV)

denote the vacancy formation energy; and E(sur f )
(111) ,E

(sur f )
(110) ,E

(sur f )
(100) ,E

sur f
(0001),E

sur f
(1010)

,Esur f
(1011)

and Esur f
(2112)

(mJ/m2) represent the surface energies

Property
Ni Ti

Exp. DFTg MEAMg Exp. DFTg MEAMg

Ec 4.440a 4.453 4.450 4.850a 4.806 4.779

a 3.520b 3.510 3.540 2.951h 2.895 2.925

c - - - 4.679h 4.632 4.680

B 190.3c 190.6 193.9 109.7i 110.5 114.1

C11 253d 247 275 176.1i 182.0 178.5

C12 152d 173 153 86.9i 67.0 85.3

C13 - - - 68.3i 65.0 73.2

C33 - - - 190.5i 204.0 195.6

C44 124d 111 115 50.8i 57.0 52.4

Evac
f 1.73e 1.81 1.97 1.50j 1.61 1.44

E(sur f )
(111) 1920 2216 - - -

E(surf)
(110) 2290 2607 - - -

E(sur f )
(100) 2240f 2210 2703 - - -

Esurf
(0001) - - - 1920f 1987 1748

Esurf
(1010)

- - - 2067 1815

Esurf
(1011)

- - - 1970 2170

Esurf
(2112)

- - - 2083 2120

Note: The table includes data for both fcc Ni and hcp Ti that have distinct quantities
and indices. Cells filled with a ”dash” indicate that the corresponding information is not
applicable (n/a). aRef. [101]; bRef. [102]; cRef. [103]; dRef. [104]; eRef. [105]; fRef. [106];
gPresent study; hRef. [107]; iRef. [108]; jRef. [109].
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process, including lattice constants, formation energy (∆E f ), elastic constants, and cohesive

energy. In the case of developing the NiTi potential, the initial starting point for the calibration

process was the NiTi MEAM potential proposed by Ko et al. [110]. This existing potential

served as the initial guess, providing a foundation for further refinement and optimization of the

parameters to accurately describe the properties of the NiTi system.

By comparing the predictions of the initial binary MEAM potentials with the target

properties obtained from DFT calculations and experimental data, adjustments and optimizations

of the parameters were made iteratively. The calibration process aimed to achieve a good

agreement between the predicted properties using the MEAM potential and the reference data.

This iterative optimization process ensures that the developed binary potentials better capture the

behavior and properties of the binary alloys. In the case of NiTi, the B2 crystal structure, known

for its thermodynamic stability [13], was chosen as the reference structure during the calibration

process. Similarly, for HfNi and HfTi systems, the cohesive energy calculations in this study led to

the identification of specific reference crystal structures. In the case of HfNi, the B2 structure was

considered as the reference structure, and for HfTi, the L12 structure was chosen as the reference

structure, indicating its stability based on cohesive energy calculations.

The formation energy and lattice parameters of the system were primarily influenced by two

MEAM parameters, Ec and re. The screening parameters were calibrated to achieve the best fit for

the elastic constants. The calibrated parameters for the 2NN MEAM potentials of HfNi, HfTi,

and NiTi are presented in Table 3.3. To assess the reliability of the obtained MEAM potentials,

the computed lattice parameters, formation energy, and elastic constants of the three binary alloys

were compared with the corresponding results obtained from DFT. The details of this comparison

are provided in Table 3.4. The comparison in Table 3.4 reveals a general agreement between

the results obtained using the developed binary MEAM potentials and those obtained from DFT.

However, there are a couple of discrepancies, including an underestimation of C11 in HfNi and an

overestimation of C44 in NiTi, when compared to the DFT values.
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Table 3.3 Parameters of the binary MEAM potentials for HfNi, HfTi and NiTi. Ec (eV/atom)
is the cohesive energy; re (Å) is the equilibrium nearest-neighbor distance. All other
parameters are dimensionless

Parameter
Binary Alloy

HfNi HfTi NiTi

Ref. structure B2 L12 B2

Ec 6.40 5.90 4.96

re 2.720 3.025 2.612

α 5.00 5.47 4.46

d 0.025 0.000 0.025

ρA
0 : ρB

0 1 : 1 1 : 1 1 : 1

Cmin(i− i− j) 0.40 0.40 0.20

Cmin( j− j− i) 0.67 0.25 0.06

Cmin(i− j− i) 0.60 0.40 0.60

Cmin( j− i− j) 0.40 0.60 0.60

Cmax(i− i− j) 2.80 1.90 1.70

Cmax( j− j− i) 1.70 1.80 1.70

Cmax(i− j− i) 1.90 1.90 1.80

Cmax( j− i− j) 1.80 1.70 1.90

3.5 Calibration of Ternary MEAM Potential (NiTiHf)

To develop the ternary NiTiHf MEAM potential, a set of six additional screening

parameters is necessary. These parameters, specifically three Cmin(i− k− j) and three Cmax(i−

k− j), supplement the existing parameters used for unary and binary potentials. The purpose of

the Cmin(i− k− j) and Cmax(i− k− j) parameters is to describe how the interaction between two

neighboring atoms (i and j) is influenced or screened by the presence of a third element atom (k).

These screening parameters play a crucial role in accurately capturing the behavior of the ternary

alloy. In the ternary system of Ni-Hf-Ti, six parameters are designated as Cmin(H f −Ni− Ti),
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Table 3.4 The physical properties of HfNi, HfTi and NiTi, including their calculated values using
both DFT and the developed MEAM potentials. a (Å) denotes the lattice constant; ∆E f
(eV/atom) is the formation energy; C11, C12 and C44 (GPa) are the elastic constants

Property
B2 HfNi L12 HfTi B2 NiTi

DFT MEAMc DFT MEAMc DFT MEAMc

a 3.023a 3.148 4.317a 4.289 3.040d 3.008

∆E f -0.519b -0.510 0.000b 0.000 -0.396b -0.428

C11 540a 391 195a 201 183e 153

C12 122a 127 123a 149 146e 122

C44 88a 101 86a 105 46e 80

aRef. [111]; bRef. [112]; cPresent study;d Ref. [113];d Ref. [114];

Cmin(H f −Ti−Ni), Cmin(Ni−H f −Ti), Cmax(H f −Ni−Ti), Cmax(H f −Ti−Ni), and Cmax(Ni−

H f −Ti) as shown in Figure 3.3.

Figure 3.3 Three scenarios of depicting the screening of interactions between two adjacent atoms
of different types by a third atom in the Ni-Ti-Hf ternary system

Because of the challenge in obtaining sufficient data for confirming the ternary potential

parameters, the approach used to develop interaction potential parameters for binary systems is

typically not directly applicable to ternary systems. However, [115] introduced an alternative

approach that utilizes an averaging concept to derive the 2NN MEAM potential parameters
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specifically for ternary systems. The formulations of this method are as following:

Cmin(i− j− k) =

[
0.5

(
Ci− j−i

min

) 1
2
+0.5

(
Ck− j−k

min

) 1
2
]2

, (3.4)

Cmin(i− k− j) =

[
0.5

(
Ci−k−i

min

) 1
2
+0.5

(
C j−k− j

min

) 1
2
]2

, (3.5)

Cmin( j− i− k) =

[
0.5

(
C j−i− j

min

) 1
2
+0.5

(
Ck−i−k

min

) 1
2
]2

, (3.6)

Cmax(i− j− k) =

[
0.5

(
Ci− j−i

max

) 1
2
+0.5

(
Ck− j−k

max

) 1
2
]2

, (3.7)

Cmax(i− k− j) =

[
0.5

(
Ci−k−i

max
) 1

2 +0.5
(

C j−k− j
max

) 1
2
]2

, (3.8)

Cmax( j− i− k) =

[
0.5

(
C j−i− j

max

) 1
2
+0.5

(
Ck−i−k

max
) 1

2

]2

. (3.9)

However, in this study in order to determine suitable values for these parameters, numerous

MD simulations of the NiTiHf model were conducted. Through these simulations, the behavior

of the ternary alloy at both high and low temperatures was observed. Specifically, the focus was

on achieving the desired characteristics of the alloy, such as high-temperature superelasticity and

low-temperature martensitic behavior. The calibrated parameters of the ternary MEAM potential

are presented in Table 3.5. In order to incorporate second-nearest neighbor interactions into the

potential model, a radial cutoff distance needs to be defined for atomistic simulations. This cutoff

distance should be chosen such that it lies between the distances corresponding to the second and

third nearest neighbors. After calibrating the ternary MEAM potential, a radial cutoff distance of

5.0 Å was determined to be sufficiently large for accurately reproducing the mechanical properties

and phase transformations of the system. This means that during simulations, interactions

between atoms beyond this distance are neglected as they are considered negligible for the desired

outcomes.

3.6 Calculation of Lattice Parameters Using the Developed MEAM Potential

The predominant crystal structure of the NiTiHf alloy is known to be cubic B2 in the

austenite phase, while it transforms into a monoclinic B19′ structure in the martensite phase
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Table 3.5 Parameters of the ternary MEAM potential for NiTiHf

Parameter Ni-Ti-Hf

Cmin(Hf−Ni−Ti) 0.10

Cmin(Hf−Ti−Ni) 1.10

Cmin(Ni−Hf−Ti) 0.15

Cmax(Hf−Ni−Ti) 1.90

Cmax(Hf−Ti−Ni) 2.60

Cmax(Ni−Hf−Ti) 1.90

[116]. To validate the accuracy and transferability of the developed MEAM potential in accurately

reproducing the alloy’s physical properties under different conditions from the calibration, MD

simulations were performed to determine the lattice constants of NiTiHf with varying compositions

in both the austenitic B2 and martensitic B19′ structures, utilizing the developed MEAM potential.

These results were then compared to experimental values [59] for each lattice constant.

In this analysis, Ni-rich alloys with different Hf contents were considered. Specifically,

different alloy compositions were modeled using Ni50Ti50-xHfx formula where x ranges from 0 to

25. For each composition of interest, a supercell consisting of 2000 atoms was constructed with the

associated crystal structure. During the simulation, models underwent energy minimization using a

box relaxation procedure, allowing for the calculation of the lattice constants. The obtained results

from the MEAM potential were then compared to the experimental data, as shown in Figure 3.4.

In this graph, the lattice parameter of the cubic austenitic B2 phase was denoted as ”a0.” This

parameter signifies the length of the lattice vectors defining the cubic structure. On the other hand,

the lattice parameters (a, b, c) and the monoclinic angle (β ) were used to characterize the B19′

martensitic structure. These parameters are represented in the inset of Figure 3.4, which provides

a schematic representation of the B2 and B19′ structures for better understanding.

Figure 3.4 demonstrates that the computed values of the lattice constants obtained using the

developed MEAM potential align well with the experimental values. Additionally, an increasing

trend in lattice constants was observed at higher Hf contents. Furthermore, the formation energy
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of four different compositions of NiTiHf with B2 and B19′ structures was calculated using both

DFT and the developed MEAM potential. The results of this comparison are presented in Table 6,

indicating good agreement between the MEAM potential and DFT results.

Figure 3.4 Comparison of experimental lattice constants of B2 and B19′ structures of NiTiHf
with varying Hf content, with calculated lattice constants using the developed MEAM
potential

3.7 Simulation of the Temperature- and Stress-induced Phase Transformation

The thermomechanical behavior of NiTiHf HTSMA is a topic of great importance.

Understanding how this material behaves under different temperature and stress conditions is
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Table 3.6 Formation energy (∆E f (eV/atom)) of B2 and B19′ structures of various compositions of
NiTiHf calculated by DFT and developed MEAM Potential

Structure Property Composition DFT MEAM

B2 ∆E f Ni50Ti43.75Hf6.25 -0.386 -0.369

Ni50Ti37.5Hf12.5 -0.369 -0.328

Ni50Ti31.25Hf18.75 -0.342 -0.289

Ni50Ti25Hf25 -0.336 -0.283

B19′ E −EB2 Ni50Ti43.75Hf6.25 -0.042 -0.035

Ni50Ti37.5Hf12.5 -0.034 -0.030

Ni50Ti31.25Hf18.75 -0.031 -0.024

Ni50Ti25Hf25 -0.027 -0.016

crucial for its practical applications. Two significant factors that influence its behavior are the

temperature-induced and stress-induced martensitic phase transformations. The temperature-

induced phase transformation is particularly important since the transformation temperatures

can be obtained through it. Hence, the developed MEAM potential was used to study the

martensitic phase transformation of NiTiHf. MD simulations were initially employed to explore

the temperature-induced phase transformations in Ni50.3Ti29.7Hf20, which is a frequently utilized

composition of the ternary alloy. This composition has demonstrated significant promise for its

potential application as an HTSMA [68, 117].

The LAMMPS molecular dynamics code [118] was utilized to conduct MD simulations,

employing a timestep of 2 fs. To generate B2 austenitic single-crystal models of Ni50.3Ti29.7Hf20,

the software tool ATOMSK [119] was employed. In order to create models of NiTiHf with the

desired composition, initially, an equiatomic NiTi box model with 155 × 155 × 155 Å dimensions

that contained 250,000 atoms was constructed. Then, to achieve the desired composition of

NiTiHf, a specific number of Ti atoms within the equiatomic NiTi box were randomly selected

for replacement with Hf atoms. The number of Ti atoms replaced corresponded to the desired

composition of the final NiTiHf alloy. It’s important to note that during this replacement process,
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the energy changes associated with the atom substitutions were not considered. Instead, the focus

was primarily on achieving the desired atomic ratio. Following the replacement of Ti atoms with

Hf atoms, the resulting distribution of atoms within the model was visually inspected and analyzed.

This visual investigation aimed to identify any potential formation of blocks or clusters consisting

predominantly of Hf atoms. Such formations could indicate an uneven or non-homogeneous

distribution of Hf within the model, which would not accurately represent the desired NiTiHf

composition. To mitigate surface effects and create a more realistic simulation environment,

periodic boundary conditions were implemented in all directions. This approach ensures that the

atoms within the system interact as if they were part of an infinite lattice, reducing any potential

influence from the edges of the model. In Figure 3.5, NiTiHf modeled box and it dimensions are

presented.

Figure 3.5 Simulated Ni50.3Ti29.7Hf20 model and its dimensions
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To maintain precise control over the temperature and pressure parameters, the Nose-Hoover

style thermostating and barostating methods were applied on all atoms, respectively. These

techniques were employed to regulate the temperature and pressure experienced by each atom

within the system. To investigate the temperature-induced phase transformation, a cyclical process

of cooling and heating was applied on the model under zero pressure conditions. Prior to any

temperature alteration, the model underwent an equilibration phase using the isobaric-isothermal

NPT ensemble, maintaining a pressure of zero at a temperature of 900 °C. Subsequently, the

model was cooled gradually from 900 °C to -100 °C and then heated back to 900 °C, both

at a controlled rate of ± 2.75 °C/ps. This stepwise cooling and heating process allowed for

a systematic exploration of the temperature-dependent phase transformations in the material.

Figure 3.6 illustrates the variation of the rate of martensitic transformation in the NiTiHf

model as a function of temperature. The calculation of the martensitic transformation rate

involved determining the fraction of martensite at each step of the simulation. In this graph,

the abrupt jump in the martensitic transformation rate while cooling signifies the initiation of

the transformation from austenite to martensite (referred to as the martensite start temperature,

Ms). Conversely, the subsequent drop in the transformation rate marks the conclusion of the

martensitic transformation (designated as the martensite finish temperature, M f ). Likewise, the

sudden changes in the transformation rate during the heating process serve as indicators of the

transformation from martensite to austenite (referred to as austenite start temperature, As, and

austenite finish temperature, A f ). For demonstration of phase transformations and differentiation

between various crystal structures at key moments of the simulation, the atomic models were

visualized using OVITO [120], where the polyhedral template matching (PTM) algorithm [121]

was employed to assign color coding to the models. In the inset figures of Figure 3.6, the B19′

structure (martensite) was represented by red atoms, while the B2 phase (austenite) was depicted

by blue atoms.

As illustrated in the inset (a) in Figure 3.6, during the cooling process from 900 °C, no

transformation occurs and the alloy maintains the B2 crystal structure (the only change in the

model is the decrease in the atomic volume). This pattern persists until the temperature reaches
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Figure 3.6 The change of the rate of martensitic transformation with respect to the temperature,
denoting transformation temperatures. Sudden jumps in atomic volume during heating
and cooling indicate the phase transformation. In insets, B2 structure is shown in blue
and B19′ is shown in red

Ms (350 °C), where the nucleation of the martensite phase occurs in the model, resulting in a

sudden increase in the rate of transformation. The martensite volume fraction (represented by

red color in inset (b)) continues to grow until reaching M f (220 °C), at which point the model

becomes completely martensitic for temperatures below M f (inset (c)). During the heating step,

although the majority of atoms remain in the martensitic state, some regions of austenite begin to

nucleate within the model. Once the temperature reaches 550 °C (As), the reverse transformation

(Martensite → Austenite) starts, leading to a sudden change in the transformation rate. Between

As and A f , which occurs at 650 °C, a mixture of austenite and martensite can be observed (inset

(d)). However, after reaching A f , the model becomes entirely austenitic (inset (e)).

The study also included an investigation into the sensitivity of the results with respect to

the size of the model. To assess this, various models were examined, each containing a different

number of atoms ranging from 2000 to 1,000,000. Each model size was subjected to four separate

simulations to obtain a robust set of data. The key focus was on analyzing the average values of Ms

and A f for each model size, which was then presented in Figure 3.7. In the graph, an oscillatory

behavior in the values of Ms and A f is apparent for the smaller models. This oscillation suggests
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that the measured Ms and A f values experience fluctuations and variations in smaller systems,

potentially due to the limited number of atoms and statistical noise inherent in such cases. This

observation is further supported by the larger error bars associated with the measurements for the

smaller models, which reflect the increased uncertainty in determining the precise values of Ms and

A f . However, as the model size increases, the oscillatory pattern diminishes, and convergence of

Ms and A f values becomes evident. This convergence phenomenon indicates that with a larger

number of atoms in the model, the measured Ms tends to stabilize around 330 °C, while the

measured A f converges at approximately 635 °C. As the model size expands, the system becomes

more representative and yields more reliable and consistent values for the critical temperatures,

Ms and A f . These results highlight the importance of considering the size of the model when

analyzing phase transformations and TTs range. It suggests that larger models provide a more

accurate representation of the system’s behavior, offering enhanced confidence in the reported Ms

and A f values. By capturing a greater number of atoms and encompassing a broader scope of

interactions, larger models can help mitigate statistical fluctuations and obtain more robust and

reliable results.

To investigate the stress-induced phase transformation in Ni50.3Ti29.7Hf20, the ternary Ni-

TiHf MEAM potential was employed. The modeling approach followed a similar methodology as

the temperature-induced phase transformation simulations. However, in this case, a monotonically

increasing compressive stress was applied at a constant temperature (T). Based on the results

obtained from the temperature-induced phase transformation analysis depicted in Figure 3.6,

three simulations were conducted to capture the behavior of NiTiHf under different conditions.

Specifically, these simulations aimed to observe the superelastic behavior (T > A f ), the martensitic

behavior (T < M f ), and the mixed phase behavior (T > Ms) of the material. The simulations were

performed at temperatures of 700 °C, 200 °C, and 350 °C, respectively.

For the simulations at 700 °C and 200 °C, an equilibration step was carried out using the

isobaric-isothermal NPT ensemble without applying any pressure before applying the stress. This

step ensured that the system reached a stable equilibrium state prior to applying stress. However,

since the material at 350 °C can exist in both the austenitic and martensitic phases, an additional
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Figure 3.7 Ni50.3Ti29.7Hf20 model size effect on the values of Ms and A f obtained from MD
simulations

step involving cooling and heating was necessary to properly capture its behavior. Further details

regarding this step will be provided and explained in more depth later in the study.

Models were subjected to a stress-controlled uniaxial compressive load along the [100]

crystallographic orientation. The compressive stress was incrementally increased from 0 to 2 GPa

and subsequently reduced back to 0 GPa, using a stress rate of 5 MPa/ps. The stress-strain response

of the models at various temperatures was investigated and is depicted in Figures 3.8 and 3.9.

Additionally, the figures show the presence of different phases within the models at significant

moments during the simulations, presenting the phase evolution during the stress-induced phase

transformation process.

In Figure 3.8a, the stress-strain behavior of the model at 200 °C is presented. The inset

(I) within the figure provides a snapshot of the model’s initial state before any load is applied,

indicating that the model was fully martensitic at that stage. Upon loading the model, the stress-

strain curve exhibits a stress plateau at approximately 1 GPa, corresponding to a strain of 0.017.

During this phase, the twinned martensite begins to transform into detwinned martensite, although

47



Figure 3.8 Stress-strain graphs of Ni50.3Ti29.7Hf20 subjected to compression in [100] direction at
(a) 200 °C (T < M f ), and (b) 350 °C (T > Ms), computed by the developed ternary
MEAM potential. In insets, B2 structure is shown in blue and B19′ is shown in red

the PTM algorithm utilized in the study cannot distinguish between the two types. Continuing

the loading process leads to a total strain of 0.051 in the model. As the unloading stage begins,

the elastic deformation of the detwinned martensite becomes apparent. The residual strain of 0.03

remains in the model at the end of the unloading step.

To obtain a proper mixed-phase structure, a specific thermal treatment was conducted

before applying the compressive load. The model was initially equilibrated at 900 °C and

subsequently cooled to -100 °C. Finally, the temperature was raised to 350 °C. In Figure 3.8b(I),

which represents the initial state of the model, it can be observed that the predominant phase is still

martensitic. However, compared to Figure 3.8a(I) (which corresponds to loading at 200 °C), there

is an increase in the fraction of austenite and a decrease in the fraction of martensite. Analyzing

the stress-strain graph in Figure 3.8b, it is evident that the stress plateau occurs at 715 MPa,

corresponding to a strain of 0.013. Upon loading, the total strain reaches 0.05. Upon unloading,

a residual strain of 0.017 can be observed, which is lower than the residual strain observed in the

fully martensitic case (loaded at 200 °C). This behavior can be attributed to the presence of both

austenite and a reduced fraction of martensite at 350 °C, as compared to the temperature of 200 °C

during loading. Hence, in this study, this behavior is referred to as mixed-phase behavior.
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Figure 3.9 Stress-strain graph of Ni50.3Ti29.7Hf20 subjected to compression in [100] direction at
700 °C (T > A f ), computed by the developed ternary MEAM potential. In insets, B2
structure is shown in blue and B19′ is shown in red

At temperature of 700 °C, which is above the austenite finish temperature (A f = 650 °C),

a complete superelastic behavior was observed in the model, as depicted in Figure 3.9a. Upon

loading, the forward phase transformation initiates at a stress of 960 MPa. By the end of the loading

process, the majority of the model undergoes a transformation into martensite (as shown in Figure

3.9a(III)), resulting in a total strain of 0.061. During unloading, a reverse phase transformation

from martensite to austenite takes place entirely, as illustrated in Figure 3.9a(IV). This reverse

transformation enables perfect strain recovery, indicating the superelastic behavior of the material

at 700 °C. Figure 3.9b provides a view of the transformed martensite at the end of loading at 700

°C, in (110) plane. Pink lines have been added to indicate the locations of twin boundaries, aiding

in the visualization of these features. It is noteworthy that similar superelastic and martensitic

behaviors, as well as twinning patterns, have been observed in experimental studies conducted

on the same NiTiHf composition [68]. This consistency between the simulation results obtained

using the developed ternary MEAM potential and experimental findings confirms the reliability

and accuracy of the employed potential model.
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CHAPTER 4

PRECIPITATE PHASE IN NiTiHf (H-PHASE)

4.1 Challenges in Employing HTSMAs

When employed in practical applications, HTSMAs face several significant challenges

that need to be addressed. Among these challenges, the most crucial ones are the occurrence

of large plastic deformations at high temperatures and stress levels, unstable cyclic performance,

and a behavior that strongly depends on orientation and texture [29, 122]. Additionally, in the

high-temperature regime, there are several other factors, such as creep and oxidation, which can

uniquely influence the shape memory behavior [35, 123]. In essence, HTSMAs suffer from a major

problem: they have low strength for generating and allowing the motion of dislocations, resulting

in the accumulation of significant irrecoverable strain and cyclic instability [25, 36].

4.2 Precipitation in NiTiHf

To overcome these challenges and improve the shape memory and mechanical properties

of HTSMAs, various methods have been employed. These methods include thermomechanical

processing, precipitate hardening, solid solution hardening, and grain refinement of polycrystalline

alloys [10, 35, 36, 64, 124–126]. However, a significant obstacle arises when dealing with

prospective HTSMAs systems, as they are often ordered intermetallics that exhibit limited ductility

at low and intermediate temperatures. This limitation makes it difficult and expensive to apply

thermomechanical processing techniques to increase the material’s strength. Therefore, to enhance

the strength of HTSMAs, precipitation hardening methods are considered the most practical and

cost-effective approach among others. By introducing nanoscale particles into the material, the

strength of the matrix can be increased by elevating the critical shear stress required for slip. This

improvement in strength subsequently enhances the shape memory properties and fatigue life of
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the material [127–130]. Moreover, the inclusion of nanoscale particles as barriers to dislocation

motion contributes to the improvement of fatigue life and cyclic stability [127, 129].

It is important to note that the effectiveness of the strengthening achieved by precipitates

depends on various factors such as their size, volume fraction, interparticle spacing, and

coherency with the second phase [131]. Additionally, factors like aging time, temperature, and

lattice mismatch between the matrix and precipitates introduce local stress fields that alter the

strengthening behavior, martensite nucleation, and shape memory and material properties. By

employing alloying techniques and thermal treatments, it is possible to manipulate the precipitation

characteristics of NiTiHf alloys. This control over precipitation opens up opportunities for

designing NiTiHf alloys with desirable properties such as high TTs, superior strength, and stable

response.

As per previous studies, the presence of different types of precipitates has been confirmed

in NiTiHf alloys depending on various factors such as the alloys being Ti-rich or Ni-rich. Konig

et al. [132] studied a wide range of NiTiHf compositions by fabricating thin films of NiTiHf

using the magnetron sputtering method. They investigated the precipitate structure and thermal

cycling properties of the specimens. Through annealing the multilayer thin films at 550 °C for

1 hour, the initial multilayer structures were transformed into alloys. The study depicted the

composition regions in which different precipitates were formed based on the relative intensity

of a characteristic X-ray diffraction (XRD) peak. In Ti- and Hf-rich composition regions, four

distinct precipitates were seen, i.e. HfNi(Ti), Ti2Ni(Hf), Hf2Ni(Ti), and the Laves phase. Their

findings indicated that as the Ti content increased in the NiTiHf alloy, there was a corresponding

increase in the presence of the secondary Laves phase. This led to a rise in thermal hysteresis. In

cases where the Laves phase precipitates were present in small amounts, it was observed that the

stress recovery of the NiTiHf thin films increased. The study concluded that the strengthening of

the matrix due to the Laves phase precipitates resulted in improved functional fatigue properties,

particularly for alloy compositions rich in Ti and Hf.

Other works also have observed the presence of Ti2Ni(Hf) precipitates in Ni-lean NiTiHf

alloys [133–136]. It has been noted that the volume fraction of Ti2Ni(Hf) precipitates decreases
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as the Ni content increases, although they can still be found in slightly Ni-rich compositions

[133, 137]. These fine Ti2Ni(Hf) precipitates play a crucial role in strengthening the matrix

and enhancing the shape memory and superelastic properties of NiTiHf-based alloys [134].

Importantly, the size of the Ti2Ni(Hf) precipitates has a significant influence on controlling the

martensite morphology. Studies have found that when the material contains evenly distributed

Ti2Ni(Hf) precipitates with diameters ranging from 20 to 40 nm, the dominant martensite

morphology consists of (001)B19′ compound twins. A similar martensite morphology has been

observed in Ti-rich NiTi thin films with homogeneously distributed fine Ti2Ni precipitates [138].

Additionally, martensite domains with (001)B19’ compound twins have been observed around

larger Ti2Ni(Hf) precipitates.

To study the precipitate phase in Ni-rich NiTiHf, Han et al. [139] performed an aging

heat treatment at 600°C for 150 hours on a Ni48.5Ti36.5Hf15 alloy. Through comprehensive TEM

analysis, they discovered the existence of a precipitate type with a composition of Ti0.6Hf0.4Ni

in the alloy. The precipitate had a face-centered orthorhombic lattice and it exhibited a close

association with the B2-type matrix. In addition, the precipitate possessed an oblate spindle-like

shape. They called it ”H-phase precipitate”. The distribution of the formed precipitates in NiTiHf

alloy is shown in Figure 4.1.

Figure 4.1 Distribution of the precipitates in B2 alloy matrix [139]
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Meng et al. [137] conducted a study to characterize the precipitate type in Ni-rich

compositions of NiTiHf. They observed that upon aging Ni50.6Ti29.4Hf20 alloy at 550°C, (Ti +

Hf)3Ni4 precipitates form. As the aging time increased, the precipitates grew to larger sizes. When

the precipitates were small, the precipitation did not have a significant impact on the morphology of

martensite. However, in the Ni50.6Ti29.4Hf20 alloy aged at 550°C for 5 hours, leading to precipitates

of approximately 50 nm in size, the martensite variants exhibited strong preferential orientation.

The formation of (Ti + Hf)3Ni4 precipitates strengthened the matrix of the Ni-rich NiTiHf alloy,

resulting in improved thermal stability of the transformation temperatures.

Since the composition of the H-phase was not analyzed by Han et al. [139], the details

of images extracted using high-resolution scanning transmission electron microscopy (STEM)

could not be explained properly. Therefore, Yang et al. [69] employed high-angle annular dark

field (HAADF)-STEM, atom probe tomography (APT) and first-principles calculations to fully

characterize the H-phase. They made an alloy with composition of Ni50.3Ti29.7Hf20 using induction

melting and aged it at 600°C for 815 h. Extending the aging time had the effect of increasing the

coarseness of the precipitates, which facilitated the characterization of the precipitate phase. The

HAADF-STEM image of the aged alloy is presented in Figure 4.2 while the precipitates have been

highlighted using enhanced Z contrast. The spindle-shaped precipitates were measured, revealing

approximate dimensions of 40-50 nm in thickness and 300-500 nm in length.

The area electron diffraction patterns were obtained from the identified precipitates, and the

findings agreed with those previously reported by Han et al. [139]. In Figure 4.3 several significant

electron diffraction patterns, along with their angular relationships, on the [001]B2 stereographic

projection of the parent B2 phase, are presented. The obtained results suggest a strong structural

connection between the precipitates and the parent B2 grains in which they formed, as the aging

process was conducted above the A f temperature. The orthorhombic unit cell obtained for the H-

phase precipitate is illustrated in Figure 4.4. The lattice parameters were similar to those reported

by Han et al. [139]: a = 4a0, b = 2
√

2a0, c = 6
√

2a0, where a0 is the lattice parameter of B2
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Figure 4.2 Spindle-shaped precipitates in aged Ni50.3Ti29.7Hf20 [69]

parent structure. The lattice correspondence was reported to be as:

[100]H −→ [001]B2 (4.1)

[010]H −→ [110]B2 (4.2)

[001]H −→ [−110]B2 (4.3)

Upon examination, it became evident that the suggested unit cell possesses the F 2/d 2/d 2/d

space group. The composition of the H-phase was found to be Ni3TiHf2. However, both existing

literature [67, 140, 141] and the findings of Yang et al. [69] indicated that the composition of

H-phase precipitates varies depending on the composition of the initial alloy even with similar

heat treatment process. Therefore, they might not possess a unique composition, unlike Ni4Ti3

precipitates which form in a fixed composition regardless of NiTi’s initial composition.

On this matter, Santamarta et al. [141] found that the composition of the precipitates in

Ni-rich NiTiHf contains a higher content of the third element (Hf), a lower proportion of Ti and

slightly more Ni compared to the initial composition of the Ni-rich alloy. They also discovered

54



Figure 4.3 Electron diffraction patterns of the precipitates and their angular relationships with B2
parent phase [69]

that the growth rate of precipitates is sensitive to the contents of Ni and Hf since by increasing

Ni content, the precipitates grew faster as was the case for increasing Hf and keeping Ni content

constant. In this study, to understand the effect of precipitates on the thermo-mechanical behavior

of NiTiHf, MD simulations have been performed using the developed MEAM potential on NiTiHf

models with and without precipitates.

4.3 Methodology

For MD simulations and visualization purposes, LAMMPS code [118] and Ovito software

[120] were used, respectively. The matrix and precipitate models were created using Atomsk [119].

The same Ni-rich composition Ni50.3Ti29.7Hf20 that was studied in Chapter 3, was considered for

MD models. The crystal structure reported by Yang et al. [69] for Ni-rich NiTiHf was chosen for

the H-phase precipitate i.e. Ni3TiHf2. It was reported in the literature that lower aging temperatures
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Figure 4.4 Unit cell of the orthorhombic precipitate [69]

lead to fine and coherent H-phase precipitates. On the other hand, in higher aging temperatures,

precipitates grow and interparticle distance increases. Therefore, to capture the effect of each of

these cases, two scenarios were considered for models with precipitate. In one scenario, the NiTiHf

model contained a single large precipitate in the center of a matrix, resembling the alloy aged at

higher temperatures. Furthermore, in the second scenario, the model with the same size contained

eight smaller precipitates distributed evenly in the box. The ratio of the precipitate to the matrix

was similar in both cases.

To model the NiTiHf matrix with a single precipitate (this model will be called the ”single-

precipitate” model), initially an oblate spindle-like shape was created with an orthorhombic crystal

structure. Then a NiTiHf box was generated with the dimensions of 250 × 250 × 250 Å.

Finally, the precipitate model was embedded into the middle of the NiTiHf matrix. The lattice

correspondence of precipitate (subscript H) to matrix (subscript B2) was based on equation 4.1 to

4.3 i.e. [100]H → [001]B2; [010]H → [110]B2; [001]H → [1̄10]B2. Moreover, the minor axis of the

precipitate was along [001] crystal orientation. For the model with multiple precipitates (this model

will be called the ”multi-precipitate” model), the same method was conducted on a smaller NiTiHf

box (125 × 125 × 125 Å) where a smaller precipitate was embedded in the center of the matrix.

Then, this model was replicated 2 times in three dimensions, to create a model containing eight

56



precipitates. The details of the shape, size and crystal structure of the precipitates are presented

in Table 4.1. In addition, Figure 4.5 shows the final single-precipitate NiTiHf model while Figure

4.6 shows the distribution of fine precipitates in the multi-precipitate model (matrix atoms are not

shown). The model in Figure 4.5 has been cut in half for better visualization. The models contained

almost 1,000,000 atoms where the ratio of precipitation was 2.6% in both cases.

Table 4.1 Precipitate’s shape, size and crystal structure

Parameter Ni-Ti-Hf Model

Shape Oblate spindle

t (Single-precipitate) 50 Å

l (Single-precipitate) 150 Å

t (Multi-precipitate) 22 Å

l (Multi-precipitate) 70 Å

Crystal structure Ni3TiHf2

a (4a0) 12.66 Å

b (2
√

2a0) 8.83 Å

c (6
√

2a0) 26.14 Å

α 90 °

β 90 °

γ 90 °

During simulation, the timestep was taken as 2 fs. Periodic boundary conditions were

considered in all directions to reduce surface effects. To control the temperature, the Nose-Hoover

style thermostating was employed while for pressure, the Nose-Hoover barostating method was

implemented on all atoms. In order to study the effect of precipitate on the temperature-induced

phase transformation of NiTiHf, similar to Section 3.7, a cooling and heating cycle was applied

to the models with and without precipitate. Initially, the models were equilibrated at 800 °C and
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Figure 4.5 Embedded precipitate in single-precipitate NiTiHf matrix

then, were cooled to 0 °C followed by a heating to 800 °C at a controlled rate of ± 2.75 °C/ps.

The rate of the martensitic transformation which was calculated by measuring the fraction of

martensite in the model at each step of the thermal cycle, was obtained for all the models. The

variation of the rate of transformation is presented in Figure 4.7 with respect to the temperature

change. In these graphs, the abrupt jump in the rate of martensitic transformation while cooling

signifies the initiation of the transformation from austenite to martensite (Ms). The subsequent drop

in the rate of martensitic transformation indicates the completion of the transformation (hence

representing M f ). Similarly, the sudden jump and drop in the transformation rate while heating

serve as indications of the transformation from martensite to austenite (As and A f ). As can be

seen in Figure 4.7, the austenite start and finish temperatures increased in the models containing

precipitate. This increase in the single-precipitate model is the highest, while the multi-precipitate

model experienced a lower increase in As and A f values.

To explore this difference, a cross-sectional view of each model, displaying the austenite

and martensite phases existing at the end of the cooling process, is depicted in Figure 4.8. The

application of color coding, employing the Polyhedral Template Matching (PTM) algorithm,
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Figure 4.6 Distribution of fine precipitates in multi-precipitate NiTiHf matrix

facilitated the differentiation of distinct phases in each model. In Figure 4.8, the martensite phase

(with a B19′ structure) is indicated in red, while the austenite phase (with a B2 structure) is

depicted in blue. The visual representation illustrates that a substantial portion of the initially

austenitic material in all models has transformed into martensite. The blue bands of atoms

indicate the twinning planes. It can be observed that the precipitate-free model contains a dense

distribution of twinning planes. It is important to highlight that these twinning planes serve as

sites for the nucleation of austenite during the reverse phase transformation from martensite to

austenite. Consequently, in the precipitate-free model, this reverse transformation happens at

a lower temperature (earlier), leading to lower austenite start and austenite finish temperatures.

Conversely, in the single-precipitate model, characterized by a single and relatively wide twinning

plane, the reverse phase transformation occurs at a higher temperature due to the presence of fewer

potential nucleation zones. Consequently, this scenario results in higher As and A f temperatures.

In the case of the multi-precipitate model, there is a greater quantity of twinning planes when

compared to the single-precipitate model, but this quantity is still less than what is observed in
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the precipitate-free model. Therefore, this leads to notably reduced TTs in comparison with the

single-precipitate model and only slightly higher TTs than those seen in the precipitate-free model.

Figure 4.7 Variation of the rate of martensitic transformation with respect to the temperature,
denoting transformation temperatures. Sudden changes in the rate of transformation
during heating and cooling indicate the phase transformation

The effect of precipitates on superelastic and martensitic responses of NiTiHf alloy

with Ni50.3Ti29.7Hf20 composition was also studied. Two simulation temperatures: one below

M f and one above A f were considered to study martensitic and superelastic behaviors of the

precipitated and precipitate-free models. By considering Figure 4.7, 0 °C was chosen as the

martensitic temperature. The temperature selected for observing superelastic behavior above A f ,

was determined to enable a meaningful comparison of the resultant stress-strain responses. This

choice was made based on the Clausius-Clapeyron equation, which establishes a linear relation
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Figure 4.8 Present phases at the end of the cooling stage. Red atoms show martensite and blue
atoms show austenite phase

between transformation stress and temperature. Hence, the stress-induced phase transformation

was studied at a temperature of A f + 50 °C for each model. The isobaric-isothermal NPT

ensemble was used for the equilibration and loading of the models. For martensitic temperature,

after equilibration of the model at 0 °C, a uniaxial compressive load was applied along [100]

direction. The load gradually increased from 0 to 2 GPa, and then the model was unloaded back to

0 GPa. Figure 4.9 shows the stress-strain behavior of models with and without precipitate at 0 °C.

The maximum strain in single-precipitate and multi-precipitate models is larger compared to the

precipitate-free model. It has been reported that the H-phase precipitates are completely coherent

with austenitic matrix [141]. When the model is cooled to a martensitic temperature, this coherency

becomes disrupted as a result of transformation strains. Consequently, in the presence of H-phase

precipitates, the martensitic matrix must adjust to accommodate the non-transforming particles,

leading to higher strain levels. Figure 4.10 presents this loss of coherency around the precipitate(s)

using Ovito’s defect mesh analysis. This algorithm is designed to highlight areas within the model

where the atomic arrangement deviates from the perfect crystal structure. Accordingly, insets

(I) and (III) display the defect mesh around the surface of the precipitate, for both the single-

precipitate and multi-precipitate models before undergoing equilibration. On the other hand, insets

(II) and (IV) depict the defect mesh after equilibration at the martensitic temperature. It is evident
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that the surface of the precipitates has become uneven and rough, signifying a loss of coherency

between the precipitate and the matrix.

Figure 4.9 Stress-strain behavior of models simulated at 0 °C

The superelastic stress-strain curves of the precipitate-free, single-precipitate, and multi-

precipitate models are presented in Figure 4.11, which were subjected to equilibration and loading

at 675, 780 and 685 °C (A f + 50 °C), respectively. During loading, the austenitic phase experiences

elastic deformation and subsequently after reaching a certain deformation, the stress-induced

transformation from austenite to martensite occurs. Stress-induced phase transformation was

initiated at approximately 0.025 strain across all the models. As the loading process advanced,

the models experienced some transformation strains, which manifested as a plateau phase evident

in the stress-strain curves. The multi-precipitate model showed a notably improved superelastic

response. Nonetheless, this enhancement came alongside a moderate decrease in the capacity for

energy dissipation, as indicated by a reduction in the size of the hysteresis loop, within the multi-

precipitate model.
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Figure 4.10 Presentation of the coherency of precipitates before and after equilibration at 0 °C

Furthermore, in terms of transformation behavior, the multi-precipitate model exhibited

lower transformation strain and maximum strain values in comparison to the other models. This

outcome stems from the greater complexity of selecting and propagating martensite variants

in the presence of numerous precipitates. This phenomenon was further explored through the

quantification of the martensite phase fraction during the simulation. It was observed that the

multi-precipitate model attained a lower maximum martensite fraction when compared to the other

two models, consequently leading to lower transformation strains.

It was reported that the shape memory and mechanical properties of Ni-rich NiTi alloys are

significantly influenced by the crystallographic orientation of the material [142–146]. To study the

direction-dependence of NiTiHf and the way H-phase precipitates affect the mechanical response

of NiTiHf, both precipitate-free and precipitated models were subjected to compressive load along

[110] crystallographic directions (in contrast to the previous case, which was loaded in the [100]
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Figure 4.11 Stress-strain behavior of models simulated at A f + 50 °C

direction). Figure 4.12 presents the stress-strain behavior of models subjected to load in [110]

direction at 0 °C and A f + 50 °C. Unlike the equivalent cases loaded along [100] direction, when

the models were subjected to compressive load along [110] direction at 0 °C, they all showed

elastic behavior with no phase transformation (Figure 4.12(a)). It has been reported that in NiTi,

grains oriented in the [110] direction effectively impede stress-induced phase transformation and

detwinning [147, 148]. The consistent elastic behavior observed in all the models in Figure 4.12(a)

can be attributed to the same underlying principle. This is because, at martensitic temperature and

under the applied load, the models are unable to transform from twinned to detwinned martensite

due to these inhibitory effects.

As can be seen in Figure 4.12(b), a noticeable difference was also observed at A f + 50

°C compared to [100] direction. The maximum strain reached slightly over 0.03 while in [100]

models, the amount of maximum strain was twice this value. Moreover, the energy dissipation

observed in the [110] direction was notably less than that in the [100] direction. Once again,

the crystallographic orientation had a hindering effect on the martensitic transformation process

resulting in smaller transformation strains when compared to the [100] direction. Furthermore,

64



Figure 4.12 Stress-strain behavior of models in [110] direction at 0 °C and 750 °C

both the single-precipitate and multi-precipitate models exhibited elevated stress plateaus when

compared to the precipitate-free model, similar to the behavior observed in the [100] direction.
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CHAPTER 5

THERMAL ACTUATION OR CYCLING IN NiTiHf

5.1 Introduction to the Thermal Actuation

As mentioned in Chapter 1, actuation in SMAs refers to the ability of these materials to

undergo a reversible phase transformation and generate mechanical work in response to an external

stimulus, typically a change in temperature or stress. Thermal actuation of an SMA involves

subjecting the material to repeated cycles of temperature change, alternating between different

levels. This process includes controlled heating and cooling of the material to activate the desired

shape memory effect and superelasticity of the SMA. The ability of SMAs to exhibit this shape

memory behavior upon temperature variation makes them valuable for various applications, such

as actuators in devices that require precise and controllable movement. The thermal cycling of

SMAs needs to be studied to investigate the SMA’s response to varying temperatures, examining

its thermal properties, mechanical behavior, phase transformations, and functional characteristics.

Moreover, determining important factors in actuator applications such as transformation strains,

thermal hysteresis, work output and dimensional stability can be obtained by studying thermal

cycling.

Thermal cycling can also be employed to investigate the fatigue behavior of alloys,

as repeated thermal expansion and contraction can induce mechanical stresses that may lead

to material degradation over time [149]. Understanding the lifecycle of components is a

significant challenge in the current implementation of SMAs in actuator applications. This

involves comprehending the fatigue behavior of these actuators. While conventional engineering

materials primarily experience fatigue due to cyclic load variations, materials undergoing phase

transformations, such as SMAs, may encounter additional forms of fatigue. In the context of

SMAs, an additional source of fatigue is present due to the physical motion of atoms corresponding
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to the phase transformations [150]. Actuation fatigue typically is the term that refers to the

degradation of dimensional integrity in SMA actuators due to the accumulation of plastic strains

while performing thermal cycling. However, it is important to note that other shape memory

characteristics, such as transformation temperatures, thermal hysteresis, and actuation strain, can

also experience notable changes throughout the thermal cycling process. This evolution of material

responses is commonly referred to as functional fatigue [151].

NiTiHf among other HTSMAs has shown promising performance when employed in

actuation applications. In recent developments, torque tubes made of Ni-rich NiTiHf have been

utilized to enable actuation in unmanned prototype folding wings aircraft, resulting in successful

test flights [152]. These torque tubes have demonstrated the ability to rotate the winglets over a

remarkable 160° rotation. Additionally, researchers have successfully employed torque tubes to

actuate an F18 wing, achieving a span of 90° rotation [153]. Figure 5.1 [154] presents images of

the prototype folding wing and the assembly of the torque tube setup used for actuating the F18

wing.

It is evident that there is a necessity to comprehend and optimize the microstructure of Ni-

rich NiTiHf alloys in order to achieve the best possible actuation fatigue performance [155]. There

have not been many research efforts on the thermal actuation of NiTiHf. This fact indicates the

urgent need for performing relevant studies in this area. In similar previous research conducted on

other SMAs, CuZnAl wire specimens subjected to repeated temperature-induced transformations

demonstrated a relationship between the applied stress level and the fatigue life of SMA [156].

More recent investigations into actuation fatigue in SMAs, specifically NiTi and NiTiCu, were

carried out by Lagoudas et al. [157, 158]. In their studies, NiTiCu wire specimens were subjected

to various heat treatments and thermally cycled under constant nominal stresses until failure. The

findings highlighted that the actuation fatigue performance of the SMAs is influenced by the

specific heat treatment conditions, and the identification of optimal heat treatment is crucial for

the effective utilization of these materials in fatigue-sensitive applications.

In this chapter, with the motivation of understanding the behavior of Ni-rich NiTiHf

HTSMA under thermal cycling in the presence of constant stress, simulations were conducted
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Figure 5.1 F18’s folding wings and torque tube assembly for actuating the folding wings [154]

on MD models with Ni50.3Ti29.7Hf20 composition and the effect of microstructure on thermal

actuation of the alloy was studied.
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5.2 Methodology

To perform thermal cycling simulation, thin plates were modeled with dimensions of 250 ×

250 × 30 Å (Figure 5.2). MD simulation approach was similar to the method used in the previous

chapters and the timestep was 2 fs. To obtain a proper range for constant compressive stress

during thermal cycling, a compressive load of up to 1 GPa was applied along [100] crystallographic

direction at 500 °C. This temperature is between M f and A f in which the model can exhibit shape

memory response. The stress-strain response of the model is shown in Figure 5.3. The phase

transformation plateau starts around 400 MPa above which the model experiences a large strain.

Therefore, this value of stress was used for applying the constant stress during thermal cycling.

For the thermal cycling, boundary conditions were periodic. After the equilibration step and before

applying temperature change, a compressive load was applied incrementally along [100] direction

from 0 to 400 MPa. Then the model was thermally cycled from 200 °C to 900 °C in the presence

of constant stress. The values of temperature change were chosen to be below M f (200 °C) and

above A f (900 °C).

Figure 5.2 Detail of plate model in thermal cycling
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Figure 5.3 Stress-strain response of the plate model at 500 °C

5.3 Results

Due to computational cost in MD studies, it is not feasible to conduct temperature variation

with a slow rate. Therefore, it is important to consider the temperature rate in MD simulations. To

see the effect of temperature change rate on the response of the material, the temperature change

was performed with four different rates i.e. 10, 5, 2 and 1 °C/ps. In Figure 5.4, the shape memory

response (temperature-strain curves) of models with four different temperature rates under constant

compressive load, is presented. It can be seen that by decreasing the temperature rate, the hysteresis

becomes narrower. The temperature hysteresis with a temperature rate of 1 °C/ps drops 30%

compared to the model with the rate of 10 °C/ps. However, the temperature rate did not affect

the recoverable strain range significantly. The range of recoverable strain was 0.05 in all models.

Considering the computational cost, for future simulations, the rate of temperature change was

chosen as 5 °C/ps.

Furthermore, the effect of larger stress levels on the thermal cycling of the alloy was

studied. First, to understand the monotonic thermo-mechanical response, a cycle of load-

unloading-heating was applied to three different models. In each case, the model was loaded

to a certain stress level above the plateau stress (i.e. 600, 800 and 1000 MPa) at 500 °C. Then
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Figure 5.4 Shape memory response of the material obtained via thermal cycling with rates under
constant stress of 400 MPa

it was unloaded and subjected to heating to a temperature above the A f . Afterwards, in separate

simulations, the thermal cycling was applied to the models under different constant stresses i.e.

600, 800 and 1000 MPa. The monotonic stress-strain-temperature curve and the thermal cycling

response of each model are shown in Figures 5.5 to 5.7. As can be seen in Figure 5.5-5.7 (a), in

the stress-strain part of the graph, the maximum stress is above the plateau stress. However, except

for the first cycle of thermal cycling under 600 MPa, no shape memory response was observed

in all models. Thermal hysteresis arises from the creation of structural imperfections (such as

dislocations) and the dissipation of frictional energy caused by the resistance encountered when

phase boundaries move. By increasing the constant stress, the dissipated energy decreases, which

can be attributed to the contribution of plastic deformation resulted from constant stress.
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Figure 5.5 (a) Stress-strain-temperature curve, and (b) shape memory response of the material
subjected to thermal cycling under 600 MPa constant stress

Figure 5.6 (a) Stress-strain-temperature curve, and (b) shape memory response of the material
subjected to thermal cycling under 800 MPa constant stress
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Figure 5.7 (a) Stress-strain-temperature curve, and (b) shape memory response of the material
subjected to thermal cycling under 1000 MPa constant stress
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CHAPTER 6

SUMMARY, CONCLUSIONS AND FUTURE WORKS

6.1 Summary and Conclusions

The unique properties of shape memory alloys which can reduce the complexity of multi-

component assemblies into single adaptive components, are particularly advantageous in high-

temperature applications. The use of SMAs, particularly NiTi, in such applications is limited due

to the restricted transformation temperatures below 100 °C. At high temperatures, SMAs lose their

proper superelasticity and shape memory effect properties. Moreover, the current SMAs suffer

from material property degradation at high temperatures, making them unsuitable for applications

at high operating temperatures, due to the risk of failure from insufficient material strength.

The demand for SMAs capable of operating at high temperatures is driven by their potential

applications in solid-state actuators, which exhibit high energy densities, reduced weight, and

frictionless, noiseless operation. These characteristics make SMA-based solid-state actuators

highly desirable for weight-critical systems such as jet turbine engines, spacecraft, and other

aerospace applications. To enable the practical utilization of shape memory characteristics in

aerospace and automotive applications, the development of high-temperature shape memory alloys

(HTSMAs) has become a crucial task. HTSMAs will play a vital role in enhancing the performance

and reliability of SMA-based systems in aerospace and other high-temperature environments

including clearance control in compressor and turbine sections of jet engines, self-damping

components in fuel line clamps, electrical appliances and actuators in proximity to engine parts

in automobiles.

NiTi-based HTSMAs are highly popular due to the unique properties of NiTi. There are

various approaches for modifying the activation temperature range in NiTi-based SMAs. These

approaches include adjusting the alloy composition, applying heat treatment processes, controlling
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the microstructure, utilizing alloy combinations, introducing dopants or alloying elements, and

applying mechanical processing techniques. Alloying elements like Pt, Cu, Pd, Zr, and Hf can

be used, but the expensive nature of Pd, Pt, and Au limits their use to specific high-priority

applications like aerospace. In addition, Zr has a strong affinity towards oxygen. Among

these alloys, NiTiHf is a promising HTSMA with excellent properties such as cost-effectiveness,

exceptional shape memory, high work output, and thermal stability. Previous studies indicate that

Hf has a more significant impact on transformation temperatures compared to Pd and Au, even

at similar compositions. In spite of the importance of NiTiHf, there is a lack of comprehensive

research on different aspects of the thermo-mechanical properties of the alloy.

The computational studies provide a deep understanding of material properties. Among

computational methods, atomistic approaches particularly molecular dynamics (MD), can be used

for microstructural investigations and design of application-specific materials. MD simulations

involve studying the behavior and movement of atoms and molecules over time using interatomic

potentials which describe the energy and forces between atoms in a system. The development

of reliable interatomic potentials is crucial for accurate MD simulations. To date, no applicable

interatomic potential has been developed for NiTiHf which has resulted in an untouched research

area of MD studies on NiTiHf.

In this study, a Second Nearest-Neighbor Modified Embedded Atom Method (2NN

MEAM) interatomic potential was developed for ternary NiTiHf. MEAM potential has shown

to be a great candidate to describe the mechanical properties of multi-element alloys with different

ground states. To calibrate this MEAM potential, the constituent unary and binary systems (i.e. Ni,

Ti, HfNi, HfTi, NiTi) had to be calibrated first. The MPC tool [91] was used for the calibration of

these interatomic potentials. To calibrate the parameters of each potential, the physical properties

of each material were calculated from a lower length scale (in this study DFT method was used for

a lower length scale) as target values. Then, the parameters were calibrated based on these target

values in a way that they can reproduce the physical properties such as cohesive energy, lattice

parameters, vacancy formation energy and surface energies. For DFT simulations, QUANTUM

ESPRESSO suite [97] was utilized. The results of unary and binary MEAM potential showed
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a good agreement with the experimental and DFT values of each mechanical property. Then,

based on constituent MEAM potentials, the ternary MEAM potential was calibrated using MD

simulations. The parameters of ternary MEAM potential which were screening parameters, were

calibrated to reproduce the superelasticity and shape memory effect in NiTiHf alloy.

In order to study the reliability and transferability of the MEAM potential, the lattice

parameters of austenitic B2 and martensitic B19′ were calculated using the developed MEAM

potential. The results showed a good agreement with the experimental values of each lattice

parameter. Furthermore, the formation energy of NiTiHf alloys with different compositions was

computed using the developed potential and DFT method, showing close results.

In addition, the temperature-induced and stress-induced phase transformation of NiTiHf

was simulated using the developed MEAM potential. A popular and frequently-used composition

i.e. Ni50.3Ti29.7Hf20 was considered and simulation box was generated. In order to attain the

targeted NiTiHf composition, a predetermined quantity of Ti atoms within the equiatomic NiTi

box was chosen randomly (according to the desired NiTiHf composition) and substituted with

Hf atoms. Periodic boundary conditions were employed in all directions to minimize surface

effects and to allow the atoms in the system to interact as if they were part of an infinite lattice.

For temperature-induced phase transformation, a cooling and heating cycle between 900 °C and

-100 °C was applied to the model. By recording the atomic volume during the thermal cycle,

transformation temperatures were obtained indicated by sudden increase and decrease in the

atomic volume. Moreover, the phase transformation of the alloy was visualized using color coding

showing martensitic and austenitic phases that were present in the material. The dependency of

the Ms and A f temperatures on the model size was also studied. Numerous models containing

atoms ranging from 2000 to 1,000,000 were modeled and their TTs were captured. The results

showed that TT values become more stable and fluctuate less when the size of the model is large

(≥ 200,000 atoms).

For stress-induced phase transformation, a monotonic compressive load was applied to the

models with the same size at three different temperatures (T > A f , T < M f , T > Ms) to capture

superelastic, martensitic and mixed phase behavior of NiTiHf. The compressive load was applied
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in [100] direction gradually up to 2 GPa. The stress-strain graphs showed residual strain for

martensitic and mixed phase models unlike the superelastic model (as has been reported in the

previous studies). In addition, twinning planes were observed in the superelastic model during

phase transformation.

To overcome some challenges of employing HTSMAs at high temperatures like large

plastic deformations and unstable cyclic performance, precipitate hardening has shown to be the

most applicable and cost-effective approach. The addition of nanoparticles to the material can

enhance the strength of the matrix by raising the critical shear stress needed for slip to occur.

Different types of precipitates can form during the aging of Ni-rich and Ti-rich NiTiHf alloys.

Ni-rich alloys have become more popular recently due to their superior properties compared

to Ti-rich alloys. The crystal structure of the precipitate that forms in Ni50.3Ti29.7Hf20 was

previously characterized and reported. Therefore, to investigate the effect of H-phase precipitates

on superelasticity and shape memory response of NiTiHf alloy, oblate spindle-like precipitate was

generated with Ni3TiHf2 crystal structure and embedded into the NiTiHf box. Models with single

and large precipitate (called single-precipitate model) and multiple fine precipitates (called multi-

precipitate model) were created. By obtaining the TTs of models, it was found that As and A f of

precipitated models increased resulted from a slower reverse phase transformation that occurred

due to the presence of fewer nucleation zones.

Furthermore, MD simulations were conducted to analyze the influence of precipitates on

the superelasticity and shape memory effect of NiTiHf alloy under compressive stress at austenitic

and martensitic temperatures. The results showed that in the presence of H-phase precipitates,

the martensitic matrix undergoes adjustments to accommodate these non-transforming particles,

resulting in increased strain levels. Additionally, the yield stress in models with precipitates

was higher compared to model without precipitate. This is because the precipitates serve as

obstacles to dislocation movement within the alloy, effectively enhancing the material’s strength

by impeding dislocation slip. The single-precipitate model showed poor superelastic behavior

with some irrecoverable strain after unloading. This phenomenon was attributed to the loss of

coherency between the large precipitate and the matrix. On the contrary, in the multi-precipitate
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model, an improved superelastic behavior was observed due to the presence of coherent and smaller

precipitates distributed throughout the material.

Since it was reported that the crystallographic orientation of Ni-rich NiTi alloys has a

significant influence on their shape memory and mechanical properties, the direction-dependence

of NiTiHf and the impact of H-phase precipitates on its mechanical response were investigated

in this study. Models with and without precipitate were subjected to compressive load along

[110] direction and it was observed at high temperatures, the superelastic behavior is significantly

different than the [100] direction. The maximum strain in [110] direction was approximately

half of what was observed in the equivalent models in [100] direction. Additionally, the energy

dissipation in the [110] models was significantly lower compared to the [100] models. Moreover,

compared to single-precipitate and precipitate-free models, the energy dissipation was smaller in

the multi-precipitate model in [110] direction.

In materials undergoing phase transformations like SMAs, fatigue can arise not only from

cyclic load variations but also from the physical motion of atoms during phase transformations.

Actuation fatigue specifically refers to the degradation of dimensional integrity in SMA actuators

due to the accumulation of plastic strains during thermal cycling. Other shape memory

characteristics, such as transformation temperatures, thermal hysteresis, and actuation strain,

can also change significantly during thermal cycling, known as functional fatigue. Optimizing

the microstructure of Ni-rich NiTiHf alloys is crucial for achieving optimal actuation fatigue

performance. With the aim of understanding the behavior of Ni-rich NiTiHf high-temperature

SMAs under thermal cycling with constant stress, simulations were performed on MD models

using Ni50.3Ti29.7Hf20 composition to study the influence of microstructure on the thermal

actuation of the alloy. The observation revealed that reducing the temperature rate resulted in

a narrower thermal hysteresis. However, the temperature rate had minimal impact on the range

of recoverable strain. Furthermore, increasing the constant stress led to the absence of a shape

memory response. This lack of response was attributed to the presence of plastic deformation

caused by the elevated constant stress.

78



6.2 Future Works

Figure 6.1 [159] presents a schematic representation of the ultimate strength of various

material classes. Based on previous calculations, the ratio of actual strength to ideal strength

can be calculated as 25% for Ni-rich NiTiHf. Considering the ultimate strength values, this ratio

is remarkably high compared to conventional materials, as the actual to ideal strength ratio for

conventional steels is typically less than 20%. These findings highlight the exceptional strength

and mechanical properties exhibited by Ni-rich NiTiHf alloys, surpassing those of conventional

steels and shape memory alloys. This intriguing result opens up exciting possibilities for further

exploration and investigation of NiTiHf alloys.

Figure 6.1 Schematic presentation of common materials strength [159]

By employing the developed ternary MEAM potential of NiTiHf, systematic MD simula-

tions can be performed on different compositions of NiTiHf to understand the current unknowns

of these alloys. Among these unknowns, further investigations are needed to explore the effects of

subtle modifications in the lattice parameters of Ni-rich NiTiHf HTSMAs. It is widely recognized
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that improved compatibility between the transforming phases results in reduced dissipation [160].

The compatibility, in turn, is heavily influenced by the lattice parameters of the transforming

phases, which are intricately linked to the matrix composition and temperature. To advance

our understanding of this relationship and exploit its potential, systematic studies are needed

to investigate the influence of alloy composition, heat treatments, and processing methods on

achieving slight alterations in the lattice parameters. Gaining a comprehensive understanding of the

interplay between composition, temperature, and lattice parameters will facilitate the optimization

of compatibility between the transforming phases.

Due to high efficiency, MD simulations can be used to investigate the impact of Ni content

on lattice parameters and transformation temperatures in NiTiHf alloys. These simulations can

provide atomic scale insights into the relationship between Ni concentration, lattice distortions, and

phase stability. By systematically varying the Ni content, it is possible to predict the corresponding

changes in lattice parameters and transformation temperatures, thereby elucidating the underlying

mechanisms in the path of alloy design.

In addition, the optimum design of the material can be achieved by controlling the

distribution of precipitates within the material, equivalent to different aging times. Utilizing

computational modeling and experimental techniques to tailor the distribution of precipitates in

the material and mimic the effects of different aging times, is an attractive option. By studying

the mechanical properties, phase transformations, and microstructural evolution, the optimal

precipitate distribution can be determined to enhance the material’s strength, fatigue resistance,

and shape memory behavior.
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