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Predictive Stator Current Control of a Five-phase
Motor using a Hybrid Control Set
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Abstract—Finite state model predictive control of multi-phase
drives can use an extra number of inverter configurations
compared to the three-phase case. This, however, requires more
computing power for the optimization phase. The application
time of each selected voltage vector is then increased, which can
result in higher harmonic content. Reducing the allowed voltage
vectors can speed up the computations, thus ameliorating the
current tracking/regulation in the different orthogonal subspaces.
However, the flexibility offered by the reduced set of voltage
vectors is less than that of the full set. Furthermore, a lower
sampling time can result in an increase of the switching fre-
quency, especially for some speed-load combinations. This paper
proposes the use of a hybrid scheme where the set of allowed
voltage vectors is not fixed but rather selected on-line according
to the actual speed and torque producing stator current which
are computed by the outer loop. A five-phase induction machine
is used as a test bed for the proposal, showing improved results
with respect to the nonhybrid case.

Index Terms—Induction Machines, Multi-phase systems, Per-
formance map, Predictive control, Voltage vectors.

I. INTRODUCTION

MODEL Predictive Control (MPC) has recently been
explored as a versatile control technique for systems

using power converters [1], [2]. Control strategies for tracking
of current, torque, and speed have been successfully imple-
mented [3], [4]. In the realm of multi-phase drives, Finite
State MPC (FSMPC) applied for the tracking of stator currents
is arguably one of the most popular techniques [5]. It easily
allows to treat the extra number of phases and, at the same
time, consider different electro-mechanical issues relevant to
control applications [6], [7]. It is well known that FSMPC
needs a fair amount of computing time for the optimization of
the Cost Function (CF). The sampling time is then limited by
the computing time, and this means that the application time
of the selected Voltage Vector (VV) is also increased [8].

The use of Virtual Voltage Vectors (VVV) [9], [10] in
multi-phase drives has been proposed to cope with this issue
for different number of phases and for different types of
machines [11]–[13], where the number of utilized VVV is
notably restrained to avoid an increment of the controller
computing time, in opposition to conventional three-phase
systems [14], [15]. The basic VVV scheme combines two
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VV within one sampling period in a way that zero average
amplitudes are produced in the x − y subspace. However,
the x − y current is not really under control since there
is not a closed loop to regulate it [16]. To alleviate these
problems, combinations of VVV have been proposed in [17].
In addition, other works have proposed alternative schemes.
For instance, in [18] an adaptive control set method based
on VV with different amplitudes is used. In [19] a feed-back
mechanism is used to achieve with short horizon cost functions
similar results as those obtained with long horizons [20], but
without the computational burden. As a result, a convenient
trade-off between harmonic content and switching frequency
is achieved. In [21], a flexible duty ratio optimization is used,
considering all possible two-vector combinations and part of
three-vector combinations.

Reducing the set of Allowable Voltage Vectors (AVV),
results in a reduction of sampling time that can improve
the harmonic content. For instance, using just the VV in
the outermost circle plus a zero VV reduces the number
of AVV of a five-phase inverter from 32 to 11 [22]. Non-
uniform sampling time has also been proposed in this regard,
by selecting the VV and its application time independently [8]
or using a variable sampling frequency to reduce the average
switching frequency to a low and quasi-constant level [23].

This paper presents a novel control scheme in which VV are
selected from a Hybrid Control Set (HCS). The HCS includes
several standard sets such as large VV, medium VV, and so
on. In the proposal, for each combination of speed and iq
current, the most adequate set of AVV is selected on-line.
This idea is supported by the concept of control methods
such as Gain Scheduling [24]. These methods share the idea
of dividing a nonlinear design problem into smaller sub-
problems that might be treated more easily. Many variations
can be found in the literature, including the strategy known as
Local Controller Networks [25], where a set of controllers is
considered instead of just a fixed one. At any given moment,
just one controller from the set is allowed to actuate the
system. The decision of which controller should be used is
based on a handful of variables related to the current state
of the system [26]. This scheme can work provided that, for
each state, an adequate/optimal controller can be univocally
determined. In this proposal, the controller is not modified,
however, the set of allowable control actions is changed from
one operation point to another.

Next section presents the FSMPC scheme for the case
study, a five-phase Induction Machine (IM), and introduces the
experimental setup used for the assessment and comparisons.
The hybrid control structure or HCSMPC is then defined
in Section III. Simulations and experimental assessment are
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provided in Section IV, and the conclusions are drawn in the
last section.

II. FSMPC OF A FIVE-PHASE MOTOR

Predictive control has found a wide variety of applications
in the control of multi-phase drives, where the implementation
requires a high computational cost due to the optimization
phase. MPC techniques require a good knowledge of the
parameters of the IM model and the particular case of FSMPC
is best adapted to Voltage Source Inverter (VSI) control due to
the limited number of switching states available in the power
converter. Most of the research works in the field are related to
the current regulation, and the outer loop is usually responsible
for torque/speed regulation using a Proportional Integral (PI)
controller. Its basis is the field-oriented control of the IM,
where the flux and the electrical torque are independently
controlled using reference currents i∗sd to regulate the flux and
i∗sq to control the electrical torque.

In FSMPC control of multi-phase drives, the reference
currents in d − q plane are translated to the α − β space
using the Park transformation, given by matrix D and the flux
position θa, as follows

D =

(
cos θa sin θa

− sin θa cos θa

)
(1)

The objective of the FSMPC is to track the reference stator
currents i∗s in the α − β space, obtained from the reference
currents in the d − q plane, i∗sd and i∗sq . The reference stator
currents i∗s in the x−y plane are set to zero in the present case,
where a distributed winding machine is used. For this purpose,
a discrete model of the physical system is used to predict the
future behavior of the output variables îs for each possible
control vector uj (the VSI gating signal). The prediction is
computed using measured values of the mechanical speed ωm

(that is used to estimate rotor speed ωr), and stator phase
currents is. The most adequate control action uopt is selected
minimizing a cost function J . This control action is applied
to the VSI during the next sampling period.

A symmetrical five-phase IM with distributed windings
equally displaced ϑ = 2π/5 and fed by a five-phase two-level
VSI is considered. The drive modeling process is made using
some standard assumptions: uniform air gap, symmetrical
distributed windings, sinusoidal magneto-motive force (MMF)
distribution, and negligible core and magnetic losses. The
sinusoidal MMF distribution is a well-known assumption in
conventional and multi-phase induction machines’ modeling,
provided that a distributed winding induction machine is used.
Vector space decomposition is applied to produce a set of
equations modelling the evolution of currents in the α−β sub-
space (involved in fundamental flux and torque production),
and x − y sub-space (related to losses due to harmonics of
the order 10n ± 3). Additionally, a zero sequence harmonic
component of the order 5n with n = 1, 2, 3, ... is projected in
the z-axis, but it is not considered because the neutral point is
isolated. Using α−β and x−y stator currents and α−β rotor
currents as state variables x = (isα, isβ , isx, isy, irα, irβ)

T ,
the following equations are found.

ẋ(t) = A(ωr(t))x(t) +Bv(t) (2)
y(t) = Cx(t) (3)

where v = (vsα, vsβ , vsx, vsy)
T are the applied stator volt-

ages and the output signals are the stator currents y =
(isα, isβ , isx, isy)

T . Matrices A and B depend on the rotor
electric speed ωr.

A =


−as2 am4 0 0 ar4 al4
−am4 −as2 0 0 −al4 ar4
0 0 −as3 0 0 0
0 0 0 −as3 0 0
as4 −am5 0 0 −ar5 −al5
am5 as4 0 0 al5 −ar5

 (4)

B =


c2 0 0 0
0 c2 0 0
0 0 c3 0
0 0 0 c3

−c4 0 0 0
0 −c4 0 0

 (5)

C =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0

 (6)

The coefficients used are: c1 = LsLr − M2, c2 = Lr/c1,
c3 = 1/Lls, c4 = M/c1, c5 = Lsc1, as2 = Rsc2, as3 =
Rsc3, as4 = Rsc4, ar4 = Rrc4, ar5 = Rrc5, al4 = Lrc4ωr,
al5 = Lrc5ωr, am4 = Mc4ωr and am5 = Mc5ωr.

The inverter uses the optimal configuration uopt(k + 1)
specified by the FSMPC for the next sampling period. The
VSI configuration is utilized to compute the resulting stator
voltages in α− β and x− y planes v = (vsα, vsβ , vsx, vsy)
v = VDCuTM , where VDC is the DC-link voltage, u is a
row vector containing the gating signals, T is the connectivity
matrix that takes into account how the VSI gating signals
are distributed, and M is a coordinate transformation matrix
accounting for the spatial distribution of the machine windings.
For the five-phase IM used in this paper, the connectivity and
transformation matrices are given by:

T =
1

5


4 −1 −1 −1 −1
−1 4 −1 −1 −1
−1 −1 4 −1 −1
−1 −1 −1 4 −1
−1 −1 −1 −1 4

 (7)

M =
2

5


1 cosϑ cos 2ϑ cos 3ϑ cos 4ϑ
0 sinϑ sin 2ϑ sin 3ϑ sin 4ϑ
1 cos 2ϑ cos 4ϑ cosϑ cos 3ϑ
0 sin 2ϑ sin 4ϑ sinϑ sin 3ϑ

1/2 1/2 1/2 1/2 1/2

 (8)

where ϑ is 2π/5. Equations (2-3) are discretized with a
forward Euler method to be used for the predictive controller.
A second step ahead prediction is needed to account for the
fact that the computation time takes most of the sampling
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time. By combining the previous definitions, the following
expression can be found

î(k + 2|k) = Ai(k) +B1u(k) +B2u(k + 1) + Ĝ(k|k) (9)

where î(k + 2|k) is the prediction for stator currents made
at time k for two samples ahead, u(k) and u(k + 1) are the
actual and next control action, and Ĝ(k|k) is a term accounting
for the dynamics of the rotor currents that are not usually
measured for practical and economical reasons.

The selection of u(k + 1) at discrete time k is made
minimizing CF for time k+2. In this way, the one-sample time
delay introduced by the computations is considered, as must be
done in FSMPC schemes [27]. Note that J(k+2) is a function
of the state, the reference values for k + 2 and the control
action for k+1. This cost function can incorporate a number
of different terms [28]. However, the simplest CF penalizes
the predicted control error ê(k+2) =

(
i∗(k + 2)− î(k + 2)

)
,

where i∗(k+2) represents the reference for state space vector
i, and î(k+2) the 2-step ahead prediction. More complex cost
functions are used to regulate x−y currents and to prevent the
VSI switching frequency to become too high. The first issue is
considered by introducing a weighting factor λxy that allows
to put more emphasis on α−β tracking over x−y regulation or
vice versa. The second issue is more convoluted to consider,
but it can be handled by penalizing the VSI commutations.
This idea, first introduced in [27], is incorporated into the cost
function by computing the number of switch changes ∆U(k)
produced at the VSI when configuration u(k) is changed to
u(k+1). The number of switch changes for a five-phase VSI
can be computed as

∆U(k) =
5∑

i=1

|ui(k + 1)− ui(k)| (10)

where ui is the i-th component of vector u. In FSMPC, vector
u indicates, with zeros and ones, the state of each switch of
the VSI (see [27] for further details). Hence, the difference
|ui(k + 1) − ui(k)| takes the value 1 if a change has taken
place at the i-th leg and zero otherwise (notice the use of
absolute value). With these considerations, the cost function
that will be applied can be written as

J(k + 2) = ∥êαβ(k + 2)∥2 +
λxy∥êxy(k + 2)∥2 + λsc∆U(k + 2) (11)

where ∥.∥ denotes vector modulus, êαβ(k + 2) = i∗sαβ(k +

2)− îsαβ(k+2) is the predicted tracking error in α−β plane,
êxy(k + 2) = îsxy(k + 2) is the predicted tracking error in
x− y plane.

A. Tuning and Figures of Merit

The usual practice in MPC for drives is to tune the controller
by means of selecting a CF with some structure and param-
eters. The parameters are usually referred to as Weighting
Factors or WF for short. The role of WF is to provide more
relevance to some terms in the CF. The tuning goal is to

achieve the particular compromise solution that is deemed best
on a global basis [29].

It has been shown in different reports that FSMPC faces a
trade-off between conflicting criteria [30]–[32]. This fact arises
from the use of a CF that includes several objectives, and
its instantaneous (discrete-time wise) minimization imprints
in the system a certain global behavior that constitutes a
compromise solution between figures of merit. For instance,
the current tracking error, x − y content, and commutation
frequency are related.

Tuning has been reported as difficult and time-consuming,
which makes that some researchers have turned their attention
to schemes avoiding WF [33]. The authors feel that the
weighting factors bring flexibility that can not be achieved
otherwise. Then, WF are not eliminated in this work, but they
rather are kept and selected considering multiple operating
points, allowing a more effective tuning procedure.

Regarding the performance indices, in the case of FSMPC,
the stator current tracking (in α−β and x−y planes) and the
switching rate of the VSI are usually considered. The THD of
phase currents and the ripple factor γ of x−y currents provide
additional information of interest. These quantities can then
be defined for each operating point by averaging over a time
window (k1, k2) according to

Eα−β =

√√√√ 1

(k2 − k1 + 1)

k2∑
k=k1

e2αβ(k) (12)

Ex−y =

√√√√ 1

(k2 − k1 + 1)

k2∑
k=k1

e2xy(k) (13)

Fsw =
1/5

Ts(k2 − k1 + 1)

k2∑
k=k1

∆U(k) (14)

THD =
100

I1

√√√√ ∞∑
i=2

I2i (15)

γ =
100

I1
Ex−y (16)

where the temporal indices k1, k2 define a time window where
the averaging is done. In the present case, five electrical cycles
have been used, so k2 = k1 + 5/fe/Ts with fe being the
electrical frequency. In the previous expressions, the amplitude
of the phase current at the fundamental frequency is I1 and
for harmonic number i it is denoted as Ii.

Some objectives and limitations are also considered in the
tuning procedure. It will be assumed that the VSI imposes a
limit on Fsw. Then, the WF tuning should provide Fsw below
the limit for all possible operating points. This condition can
be expressed as Fsw < Usw. Moreover, x − y currents are
a source of inefficiency as they do not produce torque, just
copper losses, and thus they should be minimized. Finally,
the tuning should have as an objective achieving a small
tracking error in α − β for each operating point. The above
considerations naturally lead to seeking an optimal tuning for
each operating point. This would produce a drive behavior
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Fig. 1. Diagram of the proposed MPC with Hybrid Control Set.
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Fig. 2. Distribution of voltage vectors for a 5-phase VSI in α−β plane (left)
and x− y plane (right).

characterized by Fsw < Usw, Eα−β < Uα−β and the mini-
mum possible value for Ex−y < Uxy . This can be expressed
as

Eo
α−β = min

(λxy,λsc)
Ex−y (17)

Note that this approach is similar to the one used in [26] and
involves solving the optimization problem of (17). This can be
done off-line and any general optimization algorithm can be
used. Moreover, the problem has just two decision variables
(λxy, λsc), hence any desktop computer can solve it in a matter
of minutes.

III. HYBRID CONTROL SET MPC

Fig. 1 shows a diagram of the proposal where the outer
control loop is responsible for speed tracking. The inner loop
is responsible for current tracking by selecting the VSI state
for the (k+1) period. The predictive controller in this inner
loop uses a set of VV (marked as φ) that is selected by the
block marked Active Set Selection. This block receives the
signals i∗sq and ω∗

m from the outer loop, allowing the selection
of the most adequate set of AVV for the actual situation. The
operation of the Active Set Selection block is described below.

The considered sets are the following:
• 1. FS-32VV. It is the full set of 32 VV that the five-phase

VSI can produce. These are shown in Fig. 2 numbered
from 0 to 31.

• 2. RS-10LPZ. It is a reduced set consisting of 10 large
VV (outermost circle) in the α − β plane plus two zero

voltage configurations. These VV appear in red colour in
Fig. 2 marked as {3, 6, 7, 12, 14, 17, 19, 24, 25, 28}. Note
that this set generates the shortest VV in the x−y plane.
The number of AVV is also reduced, and equally the
computing time needed by the controller, which improves
the tracking and reduces the harmonic content of stator
currents. However, this improvement is usually obtained
with higher Fsw values unless the λsc values of the CF
are modified.

• 3. RS-10MPZ. It is a reduced set consisting of 10 medium
VV in the α− β plane plus two zero voltage configura-
tions. These VV appear in blue colour in Fig. 2 marked
as {1, 2, 4, 8, 15, 16, 23, 27, 29, 30}. The number of AVV
is equal to the previous case, and the same discussion
applies. Note that the considered VV are different, as their
values in α−β and x−y planes. In particular, the lower
magnitude in α − β plane makes them well suited for
low/medium loads. However, the x− y content is higher
compared to the VV of the RS-10LPZ set. This means
that the λxy values of the CF must be carefully selected.
Take into account that this means modifying also the λsc

as they are relative to each other.

Please note that, although the FS-32VV contains all VV, its
performance is not superior to the other sets for all operating
points. It will be shown that for some operating points it is
best to use a reduced set for speeding up the computation with
improved results. To this end, a partition of the operating space
is made in the following.

A. Partition of Operating Space

The Active Set Selection block relies on a division of the
operating space in a way similar to the Local Controller
Network cited in the introduction. The selection of regions
where local controllers are defined is not a trivial task in a
general case. For the particular case of FSMPC of an IM drive,
the mechanical speed ωm and the stator current related to the
electro-mechanical torque iq can serve as scheduling variables
for the determination of the active set. Considering the range
of variation of these variables for a particular IM, the operating
space can be defined as Φ = [0, ω] × [0, iq] where the over
line indicates the maximum value.
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The maximum values are determined in this case by the
operating capabilities of the experimental system, thus iq is
taken as the rated current, so iq = 2.5 (A). Similarly ω is
limited by the DC link and maximum available load torque,
producing ω = 600 (rpm).

The operating space is then partitioned into Nω×Niq cells,
where Nω is the number of divisions in the ωm axis and
Niq is the number of divisions in the iq axis. In the present
simulations and experiments, a total of 6 × 9 cells are used
for illustrative purposes, although other values could be used.

B. Active Set Determination

The proposed scheme (HCSMPC) relies on the use of a
different AVV set for each operating point. It will be shown
later that, for the figures of merit and objectives described in
Section II, and considering the best tuning provided by (17),
some AVV provide better results than others. However, this
selection must be made on the basis of the actual operating
point according to the idea of Local Controller Networks [25].
All of this means that the operating point must be identified
during operation.

In the present case, thanks to the appropriate discretization
of the operating space (used in [26] and presented in Section
III-A), the outer loop is capable of identifying the operating
point, since the two scheduling variables (ωm and iq) must be
considered in this loop. Please recall that the outer controller
is responsible for measuring the speed and selecting the most
appropriate isq current.

It is worth mentioning that the operating point does not
change as fast as the dynamics of the inner (current tracking)
loop. This is due to the fact that mechanical variables have
much slower dynamics than electrical ones. Hence, the oper-
ating point can be found by means of a linear computation
as

ni = ⌊Nω
ωm

ω
⌋ (18)

nj = ⌊Niq
isq

iq
⌋ (19)

where ⌊.⌋ is the floor function, and ni, nj are indices that
indicate the actual cell in the operating space partition. These
indices are used in the look-up table presented in Table
I. The operations to find the indices are just a couple of
multiplications and rounding with floor, easily realizable in
a digital signal processor. It is interesting to highlight that
these computations are negligible compared with the rest of
operations that the outer loop must perform: measurements, PI
control. As a result the computational burden of the proposed
scheme is almost the same and affordable by the outer loop.

IV. SIMULATION AND EXPERIMENTAL RESULTS

The proposed method is now tested and compared. The
FSMPC variations will be denominated attending to the active
set. The FSMPC using the set FS-32VV (introduced in Section
III) will be used as a baseline. For clarity, this controller will
be referred to as standard FSMPC or Std-MPC for short. The

TABLE I
ACTIVE SET FOR EACH OPERATING REGION (1=FS-32VV, 2=RS-10LPZ,

3=RS-10MPZ)

ωm isq (pu)
(pu) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.3 2 2 2 2 1 1 3 2 2
0.5 2 2 2 3 1 1 2 2 2
0.6 2 2 3 3 2 2 2 2 2
0.8 2 2 3 3 2 2 2 2 2
1.0 2 2 3 2 2 2 2 1 1
1.1 2 3 3 2 2 2 1 1 1

proposal uses a hybrid control set taken from previous Table I.
For clarity, this controller will be referred to as hybrid FSMPC
or HCS-MPC for short.

A. Simulations

The simulations have been performed in a MATLAB envi-
ronment writing the differential equations for the evolution
of the IM and load. The controller is incorporated as a
discrete-time subsystem, and the computing time needed by
the controller is accurately taken into account. The sampling
time for the controller is also incorporated into the simulation.
The values are in accordance with those used in the real
experiments. A Runge-Kutta type of numerical integration has
been used, taking into account the fact that slow and fast
dynamics are involved in the system being simulated. The IM
parameters are those of the real IM in the experimental setup
that will be used later for confirmation.

The tuning of the controllers is also considered for the
simulations. Using equation (17), an optimal value is found
for Λ = (λxy, λsc)

⊺ for each operating point. In this case,
Usw = 8 (kHz), Uα−β = 0.013 (A) are used. These values
are selected for illustrative purposes; the proposed method can
accommodate other values as well. The tuning procedure is
carried out for each of the three considered active control sets.
Fig. 3 shows the x− y current content as measured by Ex−y

for several operating points.
It can be seen that the RS-10LPZ configuration yields, on

average, the best results according to Ex−y. Keep in mind that,
given the tuning procedure, all active sets provide Fsw < 8
(kHz) and Eα−β < 0.013 (A). It is interesting to note that
none of the active sets is better for all operating points. For
every operating point, there is one active set that gives the best
results. Table I presents the best active set for each operating
point. Each entry of the table represents a cell of the operating
space partition, and the active set (FS-32VV, RS-10LPZ and
RS-10MPZ) has been identified by a number from 1 to 3.

Using this procedure for the selection of the active VV set, it
is possible to obtain the performance figures for the HCSMPC
by simulation. At each sampling time, the FSMPC receives the
set φ from the Active Set Selection block. Figure 4 shows the
performance map for Ex−y for the proposed method, where
the harmonic content is greatly reduced (please notice the
change in the scale in the z-axis). This performance map in-
cludes all operating points identified by the mechanical speed
and the torque producing current isq , hence the assessment is
global.
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Fig. 3. Simulation values for Ex−y for the FS-32VV (top), RS-10LPZ
(middle) and 10M-RSMPC (bottom).

Fig. 4. Simulation values for Ex−y for the proposed HCSMPC.

TABLE II
SUMMARY OF SIMULATION RESULTS

AVV Eα−β (A) Ex−y (A) Fsw (kHz)
set min max min max min max

FS-32VV 0.0125 0.4906 0.0199 0.5303 2.32 7.80
RS-10LPZ 0.0125 0.0468 0.0091 0.2645 2.52 7.98
RS-10MPZ 0.0098 1.2004 0.0145 0.6723 3.26 8.00
HCS-MPC 0.0111 0.4906 0.0088 0.0650 2.57 8.00

Table II shows the simulation results for all figures of
merit (12), (13) and (14) for all operating points. It can be
seen that the proposed Hybrid Control Set controller produces
the lowest x − y content, while maintaining the desired
performance in terms of Fsw and Eα−β .

B. Experimental Results

Different experimental tests are performed on a five-phase,
30 slots, and three pairs of pole induction motor. The electrical
and mechanical parameters of the five-phase motor are given
in Table III.

The multi-phase power converter is based on two con-
ventional three-phase VSIs from SEMIKRON (two SKS-22F
modules in which five power legs are used). The DC link
voltage is set to 300 V using an external DC power supply.
The electronic control unit is based on a MSK28335 board and
a Texas Instruments TMS320F28335 digital signal processor.
A digital encoder (GHM510296R/2500) and the enhanced
quadrature encoder pulse peripheral of the DSP are used to
measure the rotor mechanical speed ωm. The load torque (TL),
which is demanded in the tests, is set by an independently
controlled DC machine that is mechanically coupled to the
five-phase machine. The experimental test rig is shown in Fig.
5, where some photographs of the real system are included.

The DSP program is written in C using Code Composer Stu-
dio. The sampling period is set for each controller according to
their computing needs, assuring that the comparison is fair in
this respect. For 32 VV (used by the FS-32VV configuration),
a sampling time of 66 × 10−6 (s) can be achieved. For 12
VV (used by the RS-10LPZ and RS-10MPZ), a sampling
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TABLE III
ELECTRICAL AND MECHANICAL PARAMETERS OF THE FIVE-PHASE IM

Parameter Value Unit
Stator resistance, Rs 12.85 Ω
Rotor resistance, Rr 4.80 Ω
Stator leakage inductance, Lls 79.93 mH
Rotor leakage inductance, Llr 79.93 mH
Mutual inductance, M 681.7 mH
Rotational inertia, Jm 0.02 kg m2

Number of pairs of poles, P 3 -

Fig. 5. Experimental test rig.

time of 40 × 10−6 (s) is used. Please notice that, despite the
sampling frequencies being 15kHz and 25kHz, respectively,
the average switching frequencies are much lower as will be
shown later. Note also that the extra computational burden
in terms of processing time (for the hardware used in the
experiments) is about 80 CPU cycles, which amount to less
than 600×10−9 (s) according to the DSP specifications and its
Floating-Point Unit. The measured extra time is then negligible
in our experiments compared with the rest of computing time
needed by the FSMPC (66 × 10−6 (s) for the FS-32VV
configuration).

Several operating points have been considered for the as-
sessment of the HCSMPC scheme as presented in Table IV.
The results of the proposed method and a standard FSMPC
technique are shown in Table V. It can be seen a superior
behavior of the HCSMPC scheme, verified for α−β tracking,
for x− y regulation and with less use of VSI commutations.
Take, for instance, the case A, which is characterized by a
low speed. This operating point, when using FSMPC, typically
produces high THD, high switching frequency, and medium
values for x − y, but since the fundamental component I1
has a lower value (compared with other operating points),
the γx factor is also high. In this scenario, the HCSMPC
scheme chooses as AVV set 2 (set RS-10LPZ). As a result,
all figures of merit are improved compared to the standard
FSMPC. The same happens in all analyzed operating points.

TABLE IV
CASES CONSIDERED IN THE EXPERIMENTAL COMPARISON

Case ω∗
m TL i∗sq

(rpm) (%) (A)
A 280 0 0.55
B 280 60 1.49
C 500 0 0.62
D 500 60 1.69

TABLE V
SUMMARY OF RESULTS FOR COMPARISON

Case Controller Eα−β Ex−y Fsw THD γx
(A) (A) (kHz) (%) (%)

A Std-MPC 0.1481 0.1235 4.57 15.7 16.5
HCS-MPC 0.1030 0.1007 3.46 12.1 13.5

B Std-MPC 0.1468 0.1490 4.19 6.58 7.14
HCS-MPC 0.1142 0.1286 3.29 5.21 6.23

C Std-MPC 0.1433 0.1417 4.40 16.1 18.3
HCS-MPC 0.1125 0.1131 3.33 11.5 14.6

D Std-MPC 0.1372 0.1340 2.89 6.18 6.25
HCS-MPC 0.1092 0.1329 2.87 4.39 6.25

The THD of stator currents and the ripple factor of isx are also
smaller for the proposed scheme as these figures of merit are
strongly linked to the quality of tracking. This is a remarkable
result since it has been previously shown that FSMPC cannot,
by tuning alone, improve all figures of merit at once. The
interested reader is directed to [31] for further details. The
improvement seen here is a result of the fact that the HCSMPC
provides not just a change in parameters.

In addition to the previous result Tables, Figures 6 and 7
show the trajectories of is for α and x axes (similar results are
found for β and y axes). It can be seen that the stator currents
are regulated using both techniques, standard FSMPC and
HCSMPC. In both cases, the variables follow their reference
values in α and x axes, respectively. However, the average
switching frequency used by the HCSMPC is always lower.
For instance, in case A, a value of 3.46 kHz is found for
HCSMPC versus 4.57 kHz for standard FSMPC (see Fsw

value in Table V). Furthermore, the performance indices that
quantify tracking are superior for HCSMPC in an unfair match
since HCSMPC uses a lower average switching frequency than
the standard FSMPC. With all of this, it can be concluded that
the proposal outperforms the standard FSMPC technique as a
result of the selection of the most appropriate AVV set.

In addition to the previous tests, some transient responses
are given in the following. Fig. 8 shows the results for a speed
reversal (R) and Fig. 9 for a step in load. In the case of the
speed reversal, since the speed before and after the reversal are
the same (except for the sign) and since the isq current takes
large values, large voltage vectors are selected (set RS-10LPZ).
Other than that, the outer loop PI gets saturated in both cases
(HCS and STD) providing the maximum isq . For the load
step, the programmable load torque provided by the auxiliary
DC machine (see Fig. 5) is increased while maintaining the
speed reference ω∗

m. It can be seen that the increased torque
causes a momentary loss of speed that is recovered thanks to
an increase of isq . The change in isq causes the HCSMPC
algorithm to change from set 3 (active before the step) to set
2. It can be seen that the recovery is faster for the proposed
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Fig. 6. Experimental results for cases A (top) and B (bottom).

HCSMPC compared to the standard FSMPC. These results
are especially remarkable in the light that the proposal was
made having in mind steady state. Despite this, as these results
testify, the selection of the most appropriate AVV is a degree
of freedom that can also be used for transient regimes. For
the sake of completeness, the electrical torque and rotor flux
are also depicted. Note that the experimental test bed does not
include a torque meter and the multiphase induction machine
does not incorporate flux sensors. Then, their values have
been evaluated using the modeling of the electro-mechanical
system, as it is detailed in [34]. Note that the speed dynamic
of the system using the proposed HCSMPC and the standard
FSMPC are different. Although the final i∗sq is the same using
both controllers, the references forced by the controllers are
different (they differ in their tuning, see Section II-A, and in
the sampling time, see Section IV-B).

V. CONCLUSIONS

FSMPC emerges in the earliest 21th century like an alter-
native in the multi-phase drives’ field. Its simple and intuitive
formulation has contributed to promote the interest in it, and
many researchers have explored its use. Different sets of
active voltage vectors, different cost functions, and modulation
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Fig. 7. Experimental results for cases C (top) and D (bottom).

with the virtual voltage vector concept have been proposed.
However, FSMPC faces important limitations in relation to
the computational cost and the generated harmonic content.
This work analyzes the influence of different sets of active
voltage vectors on the performance of multi-phase drives. A
novel current control structure has been proposed in which a
different active voltage vector set is applied for every speed-
load situation. The proposal has been tested in a five-phase IM
with distributed windings using simulation and experimental
results. The obtained results state the interest in the proposal
that improves the performance of standard FSMPC techniques
in terms of stator current tracking in α− β and x− y planes,
while reducing the switching frequency of the power converter.
Note that the directing principles guiding the tuning used in
this paper are arguably of general acceptance, but they can be
easily modified to suit and extend this work to other specific
applications.
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Fig. 8. Experimental results for a reversal test.
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