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Abstract. Transformer models have been successfully applied to various natural 
language processing and machine translation tasks in recent years, e.g. automatic 
language understanding. With the advent of more efficient and reliable models (e.g. 
GPT-3), there is a growing potential for automating time-consuming tasks that could 
be of particular benefit in healthcare to improve clinical outcomes. This paper aims 
at summarizing potential use cases of transformer models for future healthcare 
applications. Precisely, we conducted a survey asking experts on their ideas and 
reflections for future use cases. We received 28 responses, analyzed using an 
adapted thematic analysis. Overall, 8 use case categories were identified including 
documentation and clinical coding, workflow and healthcare services, decision 
support, knowledge management, interaction support, patient education, health 
management, and public health monitoring. Future research should consider 
developing and testing the application of transformer models for such use cases. 
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1. Introduction 

In recent years, transformer models have emerged as a game-changing innovation in the 

context of artificial intelligence technologies. First introduced by Vaswani et al. in 2017 

[1], they have already significantly changed the landscape of natural language processing 

(NLP). A transformer model is a deep learning algorithm that learns context and thus 

meaning by tracking relationships in sequential data, e.g. words in a sentence. Originally 

designed for language-related applications, transformer models, e.g. BERT 

(Bidirectional Encoder Representations from Transformers) or GPT (Generative Pre-

trained Transformer), have showcased remarkable capabilities in understanding and 

generating human language. They demonstrated great success in NLP, for tasks such as 

machine translation, document summarization, document generation and named entity 

recognition [2]. Recently, the models gained in popularity due to ChatGPT-3 in 2022. 
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Especially in healthcare, transformer models could offer various advantages in 

automating time-consuming tasks to optimize clinical outcomes. There are already 

several applications in healthcare, e.g. in image classification, segmentation, and disease 

detection [3]. However, we are still at the beginning of applying transformer models in 

healthcare. So, the research goal of this paper is to identify future use cases of such 

models in healthcare by conducting a qualitative study involving 28 experts. This way, 

we provide a research agenda for developing applications based on this technology. To 

the best of our knowledge, this is the first study exploring experts’ opinions on how 

transformer models could be used in the health domain.  

2. Methods 

To achieve our goal, we conducted an online e-survey among experts, precisely experts 

in the field of NLP in healthcare. All experts were actively recruited by email from the 

IMIA Participatory Health and Social Media Working group, the authors’ peer networks 

or by contacting researchers authoring papers on transformer models in healthcare. The 

questionnaire comprised a set of demographic questions and 1 open-ended question: 

“Which use cases of transformer models do you envision?”. A brief definition of 

transformers was provided to the participants to ensure that they not only envision 

ChatGPT, but the underlying technology. The questionnaire was open to be answered 

for three weeks starting April 10– May 1, 2023. No reminders were sent. 

All responses to the open-ended question were analyzed by the authors using a 

simplified thematic analysis [4]. After conducting the survey, one author (KD) read the 

responses, familiarized with them, and grouped the responses into categories of use cases 

addressing a similar use case. Categories were reviewed to ensure consistency and 

simplicity (themes included all coded factors (inclusive) and two categories could not be 

assigned to a response (exclusive)). Finally, names and definitions were created for each 

category. The final groups and assigned responses were reviewed by a second researcher 

(OR). For reporting the results of the survey, considering size restrictions, we followed 

the CHERRIES checklist [5] and COREQ for qualitative studies [6].  

3. Study results 

3.1. Participants’ background 

 

The panel comprised 28 experts (25% female, n=7). A response rate cannot be reported 

since we allowed experts to forward the survey link. 46.4% participants had a 

background in computer science/engineering, 39.3% in health informatics, 28.6% in 

medicine, 3.6% in nursing, 10.7% other health sciences and 7.1% selected “other” as 

their background. 85.7% of the participants had more than 10 years of working 

experience while 10.7% had less than 5 years and 3.6% 5–10 years of experience. Most 

participants belong to academia (92.9%); 17.9% are working for the public health sector 

and 7.1% for the private health sector. The participants originate from Europe (75%), 

Australia and Oceania (10.7%) and North America (14.3%). 10.7% claimed to be experts 

in transformer models, 25% use their basic functions regularly, 28.6% know how they 

work and 32.1% tested ChatGPT, but have only basic knowledge on the underlying 

K. Denecke et al. / How Can Transformer Models Shape Future Healthcare44



technology. 1 person had no knowledge on transformer models – we excluded the 

response of this person for reasons of validity. 

 

3.2. Use case categories 

  

The free-text answers revealed 8 categories (C) of use cases (see Figure 1). 

 
Figure 1. Use case categories of transformer models for future healthcare application.  
 

C1: Documentation and clinical coding. This category consists of three topics: 

Automatic transcriptions and summarization of conversations, summarization of clinical 

information, structuring clinical information. For instance, the discharge summary could 

be summarized in patient-centered language for patients or caregivers. Information could 

be summarized for healthcare professionals (HCP) by extracting relevant information. 

Another subtopic is structuring clinical information, e.g. “language models [...] can 

assist health professionals by summarizing lengthy medical records, making it more 

efficient for them to review and extract key information about a patient's medical history” 

(female person with medical background). 

C2: Workflow and healthcare services. The corresponding use cases include 

subtopics such as patient triage (e.g. symptom checking) and process guidance. A male 

expert with >10 years of experience in computer science/engineering provided the 

following example: “Automate the first relations with the patient e.g., processing the 

symptoms reported by the patient, answering questions, providing advice and 

automatically detecting the most serious cases that require action by the professional”. 

C3: Knowledge management. This category consists of applications that could 

include medical education and training, updating of knowledge for life-long learning, 

access to information and generation of new knowledge. For example, transformers 

could be used to provide an “interactive medical knowledge resource to support 

physicians” (expert in computer science/engineering and health informatics with >10 

years of experience) or “guidelines can be generated automatically based on the 

evidence available in the published scientific literature, almost in real time” (expert in 

computer science/engineering with >10 years of experience).  

C4: Interaction support. Care processes involve interactions among HCP, HCP 

with patients and caregivers with patients and HCP – supported by transformer models. 

For example, “clinical notes could be summarized for patient handover to a new clinician 

or nurse” (expert in health informatics, >10 years of experience). A platform for HCP 

for collaboration and information sharing could make such aggregated information easily 
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accessible. Written communications “could be edited and improved in terms of structure 

and language” (expert in medicine, >10 years experience). 

C5: Patient education. In the context of patient empowerment and getting informed 

consent from patients regarding the treatment plan, patient education and information 

provision to patients is essential. Transformer models could help in developing systems 

that support this. For example, “virtual assistants based on transformer models could be 

built to answer patient questions, provide general health information and could teach 

patients in self-management” (example provided by a participant with medical 

background, <5 years of working experience). The language could be automatically 

adapted to the health literacy level of the user.  

C6: Health management. Another category concerns health management 

comprising self-management and patient-centered management. A system could 

automatically follow-up with patients with chronic diseases: “not only quantitative 

results from sensors could be analyzed, but also responses to questionnaires on health 

status, fatigue, well-being, activity, diet, etc.” (expert in computer science/engineering 

with >10 years experience). This would provide a more complete picture of patient health 

and could be used for personalized support and disease management.  

C7: Public health monitoring. Different aspects of public health could be 

monitored automatically using transformer-based models, e.g. outbreaks of diseases. 

Additionally, it “reports for epidemiological surveillance or statistical purposes could 

be generated automatically” (experts in health informatics, >10 years experience).  

C8: Decision support. Transformer model-powered decision support systems could 

help in diagnosing diseases or health conditions and in defining the treatment. An expert 

with medical background, >10 years experience mentioned that transformers could be 

“used to build predictive models that can identify patients at risk of certain conditions 

based on their medical history and other factors. 

4. Discussion and conclusions 

For most use case categories, we already found support in existing literature: 

Documentation and clinical coding (C1) is in line with previous studies that explored how 

AI could impact on clinical documentation. For instance, Luh et al. [7] found AI had the 

potential to reduce this burden in radiation oncology. Transformer models have 

demonstrated significant performance gains for medical problem summarization tasks 

[8] and clinical coding [9]. Moreover, the category focusing on workflow and healthcare 

services (C2) is strengthened by promising results reported for triage [10]. Transformer 

models are also already applied for clinical knowledge management (C3) [11], e.g. 

regarding diabetes [12]. There are some research studies presenting insights of the use 

of transformer models for facilitating interactions among actors involved in the 

healthcare process (C4), e.g. in speech emotion recognition [13]. Education and 

empowerment (C5) are in line with several recent research that reported relevant results 

using these models to empower patients [14]. Public health (C7) could also benefit from 

the use of transformer models, e.g. in the context of drug events [15] or fake-news 

detection [16]. Finally, decision-making (C8), particularly in diagnosis and treatment 

plan definition, is supported by the use of transformer models for computer-aided 

diagnosis [17] and predicting synergistic drug combinations [18]. Surprisingly, we could 

not find research results or concrete implementation examples for transformer systems 

supporting health management (C6). Nevertheless, we strongly encourage the future 
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investigation of this research field including the feasibility, risks and relevance of the use 

cases. 

Potential limitations of our study are the small sample size and the 

participants‘ expertise (32.1% just used ChatGPT without further technology 

knowledge). The recruitment process could be biased by manually selecting experts in 

the field of medical NLP. Further, the e-survey provided limited information and might 

lead to misinterpretations. Overall, we presented valuable results of a qualitative study 

involving an expert panel on the identification of potential use cases in which the use of 

transformer models could be beneficial for the health domain. 8 use cases were identified 

based on the participants’ opinions. In future work, we plan to assess the feasibility, 

perceived practical relevance and impact of each use case from clinical experts. Since 

use of technology goes along with risks and benefits, we plan to explore detailed 

information about potential benefits and risks of using transformer models in each use 

case. 
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