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Introduction

Nowadays, the magnitude of the global energy demand poses several challenges.
While climate change is dictating the need for a more clean and renewable energy,
the living standards are improving, and the population is expected to grow by
two billions in the next two decades, further increasing the energy consumption.
Currently, fossil fuels still satisfy about 80% of our energy requirements, but ac-
cording to the International Energy Agency (IEA), the rate of investments in clean
energy has risen up to 12% since 2020. Investing in renewable energy technologies
is not only crucial to reach a more sustainable economy, but is also important for
relieving pressure on consumers and gaining independence from other countries.
According to ITEA, in 2021, the European Union was the second clean-energy main
investor, after China [1]. A central role in the energy revolution is played by
molecular hydrogen (H,). This molecule is an abundant energy carrier, in fact it
has the highest energy per unit of mass of any fuel. It can be used to generate
electricity or heat, but also for transportation and utilities applications, as well as
commercial use. One of the main challenges we face today is to find high density
storage options that are also cheap and safe. Currently, we are storing hydrogen
in large volume tanks, at low temperatures (liquid form) or high pressure (gaseous
form). But these methods are not particularly indicated for applications in the
field of transportation. It is of primary interest to find more efficient ways to
store molecular hydrogen: while near-term solutions focus on the advancement
of high pressure storage technologies, a possible long term solution is to exploit
the physical adsorption of molecular hydrogen in porous materials, such as Metal
Organic Frameworks (MOFs). Research in the field of porous materials employed
as hydrogen storage solutions is still in its early stages: studies describing the in-
teraction between hydrogen and MOFs are still ongoing and aim to determine the
most ideal characteristics and synthesis methods. When modeling the behaviour
of molecular hydrogen, it is crucial to take into account that this molecule occurs
in two isomeric forms, depending on whether the spins of the two hydrogen atoms



are parallel or antiparallel. These two modifications, that have very different phys-
ical properties, undergo a conversion from the ortho-states to para-states at low
temperature.

In this thesis I report neutron imaging and neutron transmission measurements
on molecular hydrogen adsorbed by a MOF known as HKUST-1. The purpose of
this work is to model the ortho-para conversion of adsorbed hydrogen, which we
expect to be catalyzed by the adsorbant. Moreover I aim to establish if the bond
between the Hy, and the adsorption sites of the MOF hinders the rotation of the
hydrogen molecule.

The first chapter of this work presents an introduction on the main properties
of molecular hydrogen and most common storage techniques, with a particular
focus on metal organic frameworks. Moreover the behaviour of adsorbed hydro-
gen molecules is described, focusing on the ortho-para conversion, as well as a
theoretical model used to describe the hindered rotational states of adsorbed Hs.
This model Hamiltonian was introduced by Silvera in 1976 [2]. In this work I
implemented the eigenvalues equation using Wolfram Mathematics, in order to
reproduce the same results. Figenvalues of the hindered rotor were then used to
construct the ortho- and para- partition functions of the system, which I compared
to the free hydrogen partition functions.

In the second chapter I outline the main properties of neutron imaging and
neutron transmission techniques, underlining the advantages of using neutrons as
probes to investigate matter. Here are also described the two instruments employed
in the experimental part of this work, which are located at the ISIS neutron and
muon source (UK).

The third chapter focuses on the theoretical description of the neutron scatter-
ing cross section. An introduction to neutron differential scattering cross section
is provided, before focusing of the specific case of diatomic molecules.

The experimental part of this work is reported in the fourth chapter. The ex-
periments were performed at the IMAT beamline and VESUVIO beamline, located
at the ISIS neutron and muon source. I personally contributed to data reduction,
analysis and interpretation. In this chapter are described the background noise
corrections that were implemented on imaging and transmission data. Moreover,
analyzing imaging data [ was able to determine a characteristic time for the ortho-
para conversion that is significantly lower than that of free hydrogen, therefore
demonstrating that the MOF acts as a catalyst for this reaction. I performed
the analysis on the imaging data on multiple regions of interests, showing that
this technique provides the possibility to explore the spatial distribution of the
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sample, which renders it particularly appealing for industrial and engineering ap-
plications. Processing transmission data acquired at the VESUVIO beamline, I
compared the experimental cross section of adsorbed molecular hydrogen at 30 K,
to theoretical simulations. Results indicate that the three dimensional model is
not suitable to represent adsorbed hydrogen, suggesting that this system could be
better represented by a hindered rotor.

1l



Chapter 1

Hydrogen storage

Molecular hydrogen (H,) has gained increasing attention in the framework of effi-
cient and green transport technologies. During the last decades a substantial effort
has been directed towards the problem of hydrogen storage: to fully exploit this
resource we need cheaper and more efficient ways to safely store and transport
molecular hydrogen. In this chapter we will briefly discuss the main properties of
molecular hydrogen, as well as different storage techniques. We will then focus on
one of the possible solutions: Metal Organic Frameworks (MOFs).

1.1 Molecular hydrogen

Molecular hydrogen (Hj) is composed of two hydrogen atoms, each with a half-
integer nuclear spin. H,; molecules can be found in two possible modifications,
depending on whether their nuclear spins are parallel or antiparallel. When the
spins are parallel the molecule is said to be in the ortho modification. The ortho-
hydrogen state has a total nuclear spin S=1, as a consequence the component
along the z axis can have one of the three values S,=-1,0,1. These triplet states
are degenerate in absence of a magnetic field, their wave functions are symmetric
and can be written in terms of the spin wave functions of the proton 1 and 2 as:

[Vs,5.) = a(l)a(2)
[Vs,5.) = a(1)B(2) + «(2)5(1)
[Vs,s.) = B(1)B(2)
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Figure 1.1: Ortho- and para-hydrogen modifications, rotational levels are reported for
free hydrogen (3D rotor).

On the other hand, when the spins are antiparallel it is called para-hydrogen,
and has a total nuclear spin S=0. This results in the singlet state with anti-
symmetric wavefunction:

[¥s.s.) = a(1)8(2) — (2)5(1) (1.1)

When the hydrogen molecule is free to move in space, its energy can be stored
in multiple degrees of freedom. In fact, free molecular hydrogen can rotate about
its centre of mass, vibrate along its axis and move in the space. Moreover we
can identify electronic and nuclear motions of the two hydrogen atoms. To study
such a complicated system we usually have to perform multiple approximations:
as an example, free hydrogen can be considered an ideal gas, neglecting the inter-
actions between molecules, moreover electronic motion can be treated using the
Born-Oppenheimer approximation. For the purpose of this work, we are more
concerned with molecular motion. Here we can solve the Hamiltonian assuming
that the rotational, vibrational and translational motions are independent from
each other and from molecular spin.

Since protons have nuclear spin equal to %, the total wavefunction that describes
molecular motion has to be anti-symmetric. While translational, vibrational and
electronic motion have no influence on the symmetry of the nuclear wave function,
rotations and spin flips can change its parity, therefore, to guarantee that the total



wave function is anti-symmetric, the product of rotational and nuclear spin wave
functions has to be anti-symmetric. It is therefore relevant to discuss the rotational
states of Hs.

Rotational states of H,

The theory behind the three dimensional rotor model is here briefly discussed as
we are going to adapt it to the two dimensional case. We describe rotational states
of a hydrogen molecule neglecting vibrational and translational motion, therefore
approximating the molecule as a rigid rotor. In the case of molecular hydrogen,
the rigid rotor is composed of two identical atoms of mass m separated by a mean
distance a, that rotate as a whole around the centre of mass. The moment of
inertia of this system, taken into account that the two atoms have the same mass
a

m and same distance from the centre of mass 3, is:

1
I = §ma2 (1.2)
To solve the Schrodinger equation of a rigid rotor we assume the bond length
to be constant (r = a), which means that the partial derivative with respect to r
does not contribute because r does not vary. Writing the Hamiltonian in spherical
coordinates we get:

P 1 0 | Qa N 1 02
o7 [5in000° " 90 " sin® 6 002

} 0(0)2(v)) = E|O(0)2(9)) (1.3)

Here the wave function is composed of two separate wave functions that depend
only on the variables 6 and ¢ respectively. In order to separate the variables we

al h 21 —Sin20
C multiply eacn side DYy 3 an ( ) ( ) so tha
L ||9— 1’]9— ? —2IESin29
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o 2
Noticing that — only acts on ©(#) and — only acts on ®(¢), we can separate

90 9,02

variables as:




Equation 1.5 implies that the two expressions have to be equal for every value
of 6 and ¢, therefore they must be equal to a constant, that we call m?%. This
allows us to separate variables obtaining:

. .d (. d 2[E ., o
sin 9@ (Sm 0@) O(0) + —z sin 00(0) = m50(0) (1.6)
and
L b(e) = —mila(e) (L7)

The second one has immediate solution. Normalizing the eigenfunction and
imposing cyclic boundary conditions, which signify that ¢ and ¢ + 27 have to be
the same angle in the three dimensional space, we find that:

1

D) = \/—2—7T€ﬂm"<p (1.8)

where

my=--,-3,-2,-1,0,1,2,3, - (1.9)

On the other hand, the solutions to 1.6 are found to be the associated Legendre
functions, where it is required that:

21
Therefore we can say that equation 1.5 requires the energy to be quantized as:

2

E=J(J+ 1)2—] = J(J+1)B (1.11)

where B = 7.35 meV (B = 59.3 cm™!) for molecular hydrogen [2]. Tt is
important to note that every level is (2J+1)-degenerate since it is associated with
values of m; for which it has to be true that |m;| < J. The eigenfunctions of
1.5, given by the product of ©(f) and ®(yp) are known as spherical harmonics.
Spherical harmonics are labeled by the quantum numbers J and m, in particular
the even states are labeled by even Js and odd states are labeled by odd Js.

As mentioned before the total wave function has to be anti-symmetric, this
means that para-hydrogen will exist in even angular momentum states, J=0, 2,
4, ..., while ortho-hydrogen will have odd rotational states J=1, 3, 5, ...; it can



be shown that the energy of the singlet is in fact around 15 meV lower than that
of the triplet [3|. As a consequence, the two modifications have different physical
properties.

Thermodynamic properties of ortho- and para- hydrogen

To describe the thermodynamic properties of a system at equilibrium it is useful to
construct its partition function. The total partition function of molecular hydrogen
depends on multiple terms that arise from the different possible motions mentioned
before. If we use the the Born-Oppenheimer, ideal gas, and rigid-rotor harmonic-
oscillator approximations we can write the total partition function decoupling each
degree of freedom as:

Ztot = ZelecZVinrotZtransZspin (]-]-2)

In order to focus on the differences between the two hydrogen modifications we
can consider only the ortho- and para- partition functions, which are given by the
product of the spin and rotational partition functions:

Zortho = ZS,tripletZ'r,odd =3 Z (2J + 1)€_J(J+1)B/kBT (113)
J=1,3,5,...
and
Zpara - ZS,singletZr,even =1 Z (2J + 1)€_J(J+1)B/kBT (114)
J=02,4,...

While the total partition function of a system containing both modifications
is:

Zrots = 1 Z (2J + 1 e~ JJ+V)B/kT | 3 Z 2J+1) —J(J+1)B/kpT (1.15)
J=0,24... J=1,35,.

Knowing these functions, we can calculate the probability that the hydrogen
molecule is in the ortho- or para-state, and therefore their concentrations, as a
function of temperature. The relative concentrations of ortho- and para-hydrogen
calculated using 1.13, 1.14 and 1.15 are shown in figure 1.2. We find that the rel-
ative populations of oH, and pH, depend on the temperature at which we observe
the system: at room temperature their concentration depends primarily on the



singlet to triplet ratio. This means that 75% of the hydrogen molecules will be
in the ortho- modification, and 25% in the para- modification. This changes at
lower temperatures, in fact when approaching the ground state it becomes more
convenient for the oH, to undergo an “ortho-para conversion” (opC) to the lower
energy state [4].

1 Ortho |
—— Para
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Figure 1.2: Ortho- and para-hydrogen concentration as a function of temperature, cal-
culated for the case of free molecular hydrogen, which can be represented with the 3D
rotor model.

The conversion has been investigated with infrared [5|, Raman spectroscopy
[6], thermal conductivity and NMR measurements [7][8], as it is also particularly
interesting for spallation neutron sources. In fact pH; can be used as a neutron
moderator, to optimize the experimental conditions. Recently, effort has been di-
rected into finding a catalyst to expedite the reaction. It is important to take
into account that the conversion phenomenon has undesired consequences for the
hydrogen-storage industry. In fact, the conversion from oH, to pH, is an exother-
mic reaction, that can cause the evaporation of neighboring molecules. This pro-
cess is known as "boil-oft" and is relevant to hydrogen storage applications, as well
as space applications [9]. Energy released during boil-off is of 525 kJ/kg at 20 K
[9].

Moreover, using the ortho- and para- partition functions, it is possible to show
that the two modifications have very different rotational, and therefore total, heat
capacities at constant volume. The heat capacity at constant volume is defined



as:

I(E)
Cy = — 1.16
T (1.16)
where:
3 In Zrot S
E)y=———" 1.17
(B) = -2 (117
Heat capacities at constant volume are shown in figure 1.3.
——  Ortho
2 —_ Para -
—_ 3:1
5 Equilibrium
>
o L5}
3
=
S B
= 1
2
o=
0.5
0

0 50 100 150 200 250 300

Figure 1.3: Ortho- and para-hydrogen rotational heat capacities at constant volume,
normalized by the gas constant R, respectively in blue and cyan. The heat capacity is
also shown for normal hydrogen with a concentration ratio of 3:1 (orange) and for the
ratio given at the specific equilibrium temperature (violet). These are calculated for free
molecular hydrogen, which can be described with a 3D rotor model.

These curves can be calculated by substituting the respective partition func-

tions into equations 1.16 and 1.17.

From figure 1.3 it is possible to notice the difference between the rotational heat
capacities of the two modifications. Moreover the picture shows the heat capacities
for two other systems, composed of both ortho- and para-hydrogen molecules.
The system marked as "equilibrium" has a concentration that varies depending
on the temperature, as shown in figure 1.2, and can be calculated using the total



partition function. However this curve differs greatly from the experimental data,
which is more similar to the curve marked as "3:1". The latter presents a fixed
concentration ratio, that corresponds to that of room temperature, which means
that the heat capacity is given by:

3

1
(CV)rot,S = Z(CV)rot,S(OrthO) + Z(Cv)rous(para) (1‘18)

This happens because the ortho-para conversion for free hydrogen in an incredibly
slow reaction (characteristic conversion time of around 79 hours [10]), so when H,
is cooled the ratio continues to be close 3:1 for a long period of time.

Another relevant difference between the two isomers is in their neutron scat-
tering cross section, which will be discussed in depth in chapter 2.

1.2 Hydrogen storage techniques

Recently molecular hydrogen (H,) has gained increasing attention in the field of
efficient and green transport technologies. Because of its high energy density,
hydrogen is currently one of the most promising candidates to replace carbon-
based energy sources. In fact hydrogen has a power density of 33.3 kW h kg™!
while that of methane and gasoline are respectively 13.9 kW h kg™ and 12.4 kW
h kg™!. In addition, hydrogen is very abundant in nature and non-polluting.

During the last decades a substantial effort has been directed towards the
problem of hydrogen storage: to fully exploit this resource we need cheaper and
more efficient ways to safely store and transport molecular hydrogen. Currently
hydrogen is stored in cryogenic pressurized tanks in the liquid form. The size of
the tank can range between 1.5 m? and 75 m?. Liquid hydrogen has higher density
compared to the pressurized gas, however liquefaction requires a lot of energy
and can be very expensive. This storage method is currently applied for many
applications but has proved to be particularly unfit for transport technologies. In
fact, cryogenic storage is convenient if large quantities are produced and if the
application requires long storage periods [11].

Especially in the field of transportation, it is obviously impractical and un-
safe to store on a vehicle large pressurized tanks that require daily refilling. For
this reason, the properties of many different materials that have the capacity of
adsorbing hydrogen under specific conditions have been explored. Based on the
way the material interacts with the H, molecules, one can divide hydrogen storage
materials into two categories: chemisorption-based materials and physisorption-



based materials. The first category includes all of those materials that chemically
bond with the hydrogen atoms. In this case, the ability to bond, as well as the
stability of the bond, strongly depend on the temperature and pressure of the
system. Moreover those processes could be irreversible, or have a specific adsorp-
tion or desorption activation energy. We can divide chemisorption-based materials
into two classes: on-board reversible hydrides, which are all of those hydrides that
could be recharged on a vehicle, and off-board regenerable hydrides, that present
a more complex mechanism of re-hydrogenation. Examples of on-board reversible
hydrides are interstitial metal hydrides, covalent metal hydrides, complex covalent
hydrides. Off-board regenerable hydride materials are ammonia borane, hydrocar-
bons and alane.

In physisorption-based materials the mechanism that regulates adsorption re-
lates on van-der-Waals forces. In this case the attraction is relatively weak and it
is due to electric forces that do not modify the chemical structure of the hydro-
gen molecule. Therefore the adsorption is easily reversible and the process never
presents an activation energy. Physisorption materials are highly porous materials
such as zeolites clathrates, organic polymers, and metal-organic frameworks. The
storage capacity of these materials depends on the size shape of the pores, as well
as their surface area and chemical composition. The weak intermolecular forces
guarantee fast adsorption and desorption kinetics, which is relevant for on-board
loading, as well as fast fuel availability. However, the weak nature of the bond en-
tails that high storage capacities can only be reached at low temperature and/or
high pressure. In the next section we will discuss one the most promising class of
physisorption materials, underlying their main characteristics as well as the state
of the art in the field of hydrogen storage [12].

1.3 Metal organic frameworks (MOFs)

Metal-organic frameworks (MOFs) are crystalline materials composed of metal
ions linked together by organic ligands, forming a highly microporous network.
While the firsts porous three-dimensional networks dates back to the late 1980s
[13], MOFs were not developed until later, when it was found that aggregating
metal ions with carboxylate rigid organic ligands allowed to produce a crystalline
structure with high stability as well as high porosity. MOFs are in fact composed
of metal-carboxylate subunits which constitute the nodes of the framework, and
some other organic linker, on which depends the structure of the network. The
wide variety of metal ions and organic ligands makes it possible to design many



different frameworks, which can differ in size of the pores and chemical properties.
MOFs were firstly suggested as hydrogen storage materials in 2003 with Rosi et
al. [14] and Ferey et al. [15]. They firstly showed that hydrogen can be stored
by physisorption processes in MOFs. Rosi et al. reported an hydrogen maximum
uptake of 45 mg per gram of MOF-5 (4.5 weight %) at a temperature of 78 K and
pressure lower than 1 bar. They also reported the uptake at room temperature,
which was found to increase linearly with pressure, giving 1.0 weight % at 20
bar. Rosi points out that, although very sensitive to preparation conditions, the
capacity of MOF-5 at room temperature is comparable to the highest capacity of
carbon nanotubes at cryogenic temperatures. Ferey et al. studied MIL-53 with two
different metal ions AI*", Cr*", reporting a storage capacity at 77 K and 1.6 MPa
of 3.8 wt.% and 3.1 wt.% respectively. Those findings firstly showed the potential
of MOFs as hydrogen storage materials, and initiated a cascade of reports on the
subject.

1.3.1 Investigation techniques

Hydrogen adsorption in MOFs is often investigated using vibrational spectro-
scopies, such as Inelastic Neutron Scattering (INS). This technique is particularly
useful to identify hydrogen binding sites and explore the rotational transitions of
adsorbed molecules. Using INS it is possible to show that MOFs present multiple
binding sites, however assigning those sites to specific locations in the framework
structure can be complicated, and it is usually necessary to integrate the results
with computational methods. As an example, Rosewell used INS in 2005 to study
the adsorption of molecular hydrogen in four different MOFs (IRMOF-1, IRMOF-
8, IRMOF-11, and MOF-177) constructed from the same initial unit. All of these
MOPFs showed multiple adsorption sites. Implementing Monte Carlo simulations
they were able to identify the strongest binding site of MOF-5 in the corners of
the larger pores, on the faces of the Zn,O(O,C—)¢ clusters. Despite the similar
structures of the four MOFs, the nature of the hydrogen bonds in each structure
is found to vary considerably, showing that the organic units play a significant
role in the adsorption process [16]. Similar findings for MOF-5 were reported by
Mulder in 2008, who, using INS, identified five adsorption sites instead of the four
found by Rowsell [17]. INS is also particularly useful to investigate the occupation
order of the sites: it is shown that stronger binding sites are always filled first, if
the pressure is increased or the temperature lowered, weaker binding sites are then
filled [18]. Moreover INS allows us to investigate rotational properties of adsorbed
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hydrogen [19][20].

Another technique used to determine hydrogen location inside the MOFs is
neutron powder diffraction. This technique is particularly useful to determine
the distance between constituent elements of the framework as well as between
hydrogen molecules|18][21]. Moreover, Infrared adsorption spectroscopy can be
performed to investigate the nature of the bond, measuring the binding enthalpy
of each adsorption site. This reflects the energy change of the molecule from its
free state to the bound state, which can indicate a stretching [18] [21]. It is shown
by Nijem et al. that the IR shifts do not depend on the binding energy, but on
the chemical environment, specifically Hy-H, interactions [18|.

1.3.2 Surface area, pore dimension and open metal sites

MOFs are typically categorized by their surface area and pore dimensions. Their
surface area is usually measured using BET model: this method is conventionally
used in literature even though it is not perfectly appropriate for microporous ma-
terials such as MOFs. Hirscher and Panella report the hydrogen storage capacity
as a function of BET specific surface area for many porous materials. The general
trend shows a linear correlation between storage capacity and surface area. This
indicates that the hydrogen uptake is independent from the material of the frame-
work, but instead depends on its shape [22|. However, at a certain temperature
the maximum uptake is reached at a pressure that depends on the specific material
and on the heat of adsorption of each bond.

The heat of adsorption, which quantifies the strength of the interaction between
adsorbate and adsorbent, is mainly influenced by the pore size. In particular, it
was found that a higher heat of adsorption is associated with smaller pore size [23],
this is because smaller pores allow the molecule to interact with the several atoms
that surround it, instead of only one surface. Monte Carlo simulations contribute
to demonstrate that a higher hydrogen uptake is associated with smaller pores and
higher specific surface area [24|. Even though it is hard to imagine that a MOF will
be able to satisfy the characteristics for room temperature storage, great effort is
being put into synthesizing the MOFs with the best possible properties. Moreover,
a study on Zeolite-like metal-organic frameworks (ZMOFs) demonstrates that the
heat of adsorption is significantly improved by the presence of an electrostatic field
inside the pore [25]. The electrostatic field can be introduced by having a charged
framework, adding cations as in zeolites.

Another possible way to increase the heat of adsorption is to introduce open
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bonds in the structure. MOFs with open metal sites have attracted great interest
in the field of hydrogen storage. Open metal sites are constituted of metal ions
centres with unsaturated bonds. Usually they can be achieved by weakly linking
the metal to a solvent molecule, that is liberated during heating, leaving the bond
exposed to the void region. Not all MOFs can present open metal sites: the
framework needs to be sufficiently rigid in order to sustain the structure without
collapsing [26]. It is also interesting to notice that results of experiments and
calculations suggest that the strength of the bond between the cation and the
hydrogen molecule depends on the ionic radius of the cation [27]. Adding open
metal sites is one of the most effective way to increase the heat of adsorption,
therefore those types of MOFs are the most studied.

1.3.3 MAOFs for hydrogen storage: HKUST-1

Since the late 90s, when MOFs started becoming popular in many research fields,
more than 90’000 structures have been synthesized and over 500’000 predicted
[28], however not all of them are relevant for hydrogen storage applications. One
of the most studied MOFs in this field is MOF-5 ( or IRMOF-1), this MOF is par-
ticularly interesting because of its simple preparation process and cheap chemical
constituents. Here inorganic [OZ1r14]6+ groups are joined to an octahedral array
of [0,C—CgH,—CO,|* (1,4-benzenedicarboxylate, BDC) groups. Rosi reports for
this MOF an apparent surface area of 2500 to 3000 m?g~!. As mentioned before,
its measured uptake at 78 K is of 45 mg of H, per gram of MOF-5 (4.5 weight%,
which means 17.2 Hy per Zn,O(BDC); formula unit). Rosi identifies two main
adsorption sites for this MOF, associated with the Zn and the BDC linkers. But
data shows that further increasing the loading could result in the emergence of
new peaks, associated with different adsorption sites. MOF-5 was also the sub-
ject of numerous computational studies. Sillar et all use Density functional theory
(DFT) and second-order Mgller-Plesset perturbation theory (MP2) to simulate the
interaction between H, and different elements of the MOF, taking into account dis-
persion interactions and zero-point vibrational energies [29]. It’s found that the
stronger site is at the OZny(O,Ph)g node.

It is possible to construct slightly different MOFs, starting from the same initial
unit Zn,O(0,C—)g, by changing the organic linking units. MOFs similar to MOF-5
are known as IRMOFs (isoreticular MOFs). As an example Rowsell studied MOF-
5 as well as IRMOF-8, IRMOF-11, and MOF-177. Despite the similar structures,
the nature of the hydrogen bonds in each MOF varies considerably, showing that
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the organic units play a significant role: the adsorption isotherms show how the
four samples present different capacities for hydrogen uptake.

Another example of interesting MOFs are zeolite-like MOFs which are anionic
and have exchangable extra-framework cations. Here the nature of the binding is
strongly influenced by the strong electrostatic field in the pores [25].

Some of the most promising MOFs, in the field of hydrogen storage, are those
with unsaturated metal centers. An example of these is given by another family of
isostructural MOFs, known as: My(dobdc) (M = Mg, Mn, Fe, Co, Ni, Zn) (dobdc"
= 2,5-dioxido-1,4-benzenedicarboxylate) which present exposed M, cation sites.
Of these, the MOF with the Ni cation shows the shortest hydrogen-metal distance
[30][31].

Other MOFs with open metal sites, interesting for hydrogen storage appli-
cations, are iron-based sodalite-type MOFs [32], fcu-MOFs [20], covalent organic
frameworks (COFs) [20], isostructural MOFs of the type M-CUK-1 [33], as well as
Cr3(BTC), [21] and In-soc-MOF [34].

For the purpose of this work we will focus on one particular open metal site
MOF, which was used in the experiments: HKUST-1. This MOF is named af-
ter the Hong Kong University of Science and Technology, but is also known as
MOF-199 or Basolite 300. This MOF is composed of copper nodes with 1,3,5-
benzenetricarboxylic acid links between them (Cuz(BTC),), disposed as in figure
1.4, for a total of 156 atoms. Here the Cu atoms, in the dehydrated phase, are
unsaturated, favoring high binding enthalpies.

The largest pores, shown in figure 1.4, have a diameter of 9 A and are formed
by 12 dinuclear Cuy(OOC), subunits, arranged in a cuboctahedron. The second
largest pores are composed of four benzene rings and have a 5 A diameter. This
MOF can be synthesized using hydrothermal methods. At 77 K this material
adsorbs up to 2 wt % at 100 Pa (0.001 bar). The powder diffraction pattern showed
the structure slightly expanding during the loading of gas. The most favored
binding site lies next to the Cu atoms, specifically it occupies the unsaturated
axial sites of the dinuclear Cu center, and has a distance of 2.39 A from the Cu
atom. Peterson et al. report the order in which the other binding sites are filled
during loading, showing that it is consistent with the fact that smaller pores are
filled first [35]. Brown et al. proves the rotational motion of hydrogen inside the
main adsorption site to be slightly hindered: this means that the H, molecule has
a tendency to lie in a plane perpendicular to the Cu-Cu bond [36].

In the following sections we will thoroughly discuss how adsorbed hydrogen
behaves inside the pores, in particular we will focus on the kinetics of the ortho-
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Figure 1.4: Representation of HKUST-1 metal organic framework, the spheres represent
the pores of the framework.

para conversion, which appears to be catalyzed by the framework. We will then
discuss the rotational levels of adsorbed hydrogen, showing how the rotation is
often hindered in the presence of the adsorbant.

1.4 Kinetics of the catalysed ortho-para conversion

The ortho-para conversion happens at low temperatures, when a change of the
rotational state from J=1 to J=0 occurs simultaneously with a total nuclear spin
change, from S=1 to S=0, to guarantee the anti-symmetry of the wave function.
The transition between states of different parity is not spontaneous, therefore it
requires an external magnetic field, that in the case of free hydrogen is provided by
neighbouring oH,, that rotate producing a dipole. Here the rate of the conversion
can be expressed in terms of the oH, concentration o as:

~do _, o(o—o)
at

Where o, is the concentration of oHy at equilibrium, and ks is the conversion

1.1
=y (1.19)

rate constant. For liquid hydrogen at 15 K and 0.66 bar the value of the rate
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constant can be found to be ky = 0.0143 h™'o~!. This results in a characteristic
conversion time of around 79 hours [10]. While the conversion of free hydrogen is
particularly slow, when the molecules are bound to a surface, its magnetic field
can function as a catalyst of the reaction. This is observed in both magnetic
and diamagnetic materials and can be attributed to potential anisotropies at the
microscopic level. In the presence of a catalyst the conversion rate changes, in
particular we have to distinguish the case where the surface is saturated, and the
case where some of the adsorption sites are empty. The latter can usually be
expressed as a fist order interaction as:

_B g 1.20
ar e (1.20)

According to this, the ortho-hydrogen concentration as a function of time can
be written as:

_ (t=tg)

o(t) = o0pe” * (1.21)
Where the characteristic time 7 is defined as the inverse of the conversion rate
constant:
1
= — 1.22
Tt (122

Which gives us a time scale of the reaction. On the other hand when the surface
is saturated the conversion rate may be independent from the concentration of
ortho-hydrogen, and can be written as:

do
dt
The kinetics of the ortho-para conversion is particularly interesting in the field

ko (1.23)

of hydrogen storage. Many materials that are studied for storage applications, are
able to adsorb the H, molecules without modifying their chemical bonds. MOFs are
one of those, and can be shown to act as a catalyst of the ortho-para conversion [37],
therefore it is particularly important to investigate how the hydrogen molecules
interact with the framework [38].
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1.5 Rotational states of adsorbed H,

Rotational levels of free hydrogen, in the gaseous, liquid or solid state, can be
described using a free rotor model, also known as 3D rotor model. As mentioned
before, the wave functions of the 3D rotor are the spherical harmonics Y}, (0, ¢).
They are labelled with two quantum numbers, the rotational quantum number J
and the quantum number m; that defines the projection of the angular momentum
along the z-axis. The system is (2.J+1)-fold degenerate and the rotational energies
are given by:

Esp(J) = BJ(J +1) (1.24)

In some cases, the 3D rotor model can be used to describe the rotational states
of adsorbed hydrogen, however, depending on the specific surface and the nature of
the bond, the rotational motion could be hindered. As an example, Hy molecules
adsorbed by the Cu(100) surface, in absence of defects, can be described as a
quasi-free 3D rotor, because the Cu(100) surface is particularly flat. On the other
hand, when H, is adsorbed by the Cu(510) surface things change. Using electron-
energy-loss spectroscopy, as well as density-functional calculations, Bengtsson and
Svensson showed that the Hy adsorbed on the steps on the Cu(510) surface is
constrained to rotate as hindered rotor [39] [40].

This behaviour was modelled for the first time in 1976 by Silvera and Nielsen:
they used inelastic neutron scattering (INS) to observe Hy and Dy molecules ad-
sorbed by activated alumina. They were able to observe a broad peak around the
value of B, as expected for a two dimensional rotor, and no peak around 2B, which
one would have expected for a 3D rotor. The model they proposed for this system
is that of a rotational Hamiltonian with a hindering potential:

" sinb 00 a0 sin20

Where 6 is the angle between the molecular axis and the direction z, which is
perpendicular to the surface. If @4 is assumed positive, the potential is hindered
along the direction defined by the angle § = 7, this means that the molecule is
parallel to the surface. In absence of the hindering potential, at &; = 0, the

2
Hying = B [ ! 2 (sin@g) + L} — dysin’d (1.25)

eigenstates of this Hamiltonian are those of the three-dimensional rotor. When
®, — oo the lower energy states are those of the 2D rigid rotor, its spectrum is
defined as:
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Eyp(J) = BJ? (1.26)

On the other hand, if ®, is negative the molecule is oriented perpendicularly
to the surface, therefore when ®; — —o0 it can no longer rotate. In this case the
system is said to behave as a 1D rotor: it doesn’t show rotational states, but can
only vibrate along the z direction. It is also possible to express the hindering po-
tential in terms of cos?(#) by redefining the sign of the potential. Silvera concludes
that the most fitting model for hydrogen adsorbed on the activated alumina is a
1D modified model, this model however does not take into account translational
motion. Moreover the model fails to predict high energy transitions.

Bengtsson and Svensson investigated rotational as well as vibrational motion
for the Hy adsorbed at the step edges of Cu(510): The Hamiltonian proposed by
Silvera and Nielsen was used to investigate the rotational motion, while DFT total-
energy calculations were implemented to construct a 3D potential-energy surface
used to simulate vibrational motion. The transition energies for a hindered 3D
rotor as a function of the hindering strength ®, is reported in [40]. Here we
calculated the energy levels as well as the transition energies for a hindered rotor,
by numerically solving the eigenvalue equation for Hamiltonian in 1.25.

250 71 250
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>
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Figure 1.5: Energy levels (a) and transition energies (b) for a 3D rotor subject to a
hindering potential as a function of the scaled hindering strength ®y. In the right axis
of each plot, energy was normalized using the Boltzmann constant in order to express
the energy in Kelvin. This allows us to infer what levels would be occupied at a certain
temperature. The calculations were performed using Wolfram Mathematica, assuming
an hindered potential equal to ®¢sin?6.

In figure 1.5a and 1.5b they are reported as a function of the scaled hindering
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potential ®,. We chose to reproduce calculations shown in [40] as they will be
useful in the following chapters.

Figure 1.5a represents the energy levels of the hindered rotor, on the right
axis we normalized energy by the Boltzmann constant, therefore expressing it as a
function of temperature, so that one can roughly infer how many levels would be
occupied at a certain temperature. In figure 1.5b each line shows the transition
energy from the state (J,m;) = (0,0), to states with (J,m;) # (0,0). When
®, = 0 the states are mj-degenerate, however, when the hindering potential is
turned on, each level splits for different m ;. For each J, the state with the lowest
energy is the one that approaches the 2D rotor energy state given by BJ%. As a
result, when the hindering barrier is sufficiently high, the first accessible states are
well represented by a two dimensional rotor.

Knowing the energy levels, it is possible to compute the partition function of
the hindered rotor, for a specific hindering strength. The partition functions of
confined ortho- and para-hydrogen molecules can be written as:

J
—Ejm ., /kT
Zortho = ZS,triplethodd =3 E § 9m ;€ amy kB (127)
J=1,35,...m;=0

and

J
Zpara = ZS,singletZr,even =1 Z Z gmjeiEJm‘]/kBT (128)
J=0,24,... m ;=0
where E;,,, are the energies levels shown in figure 1.5a, evaluated at a specific
hindering strength, and g,,, is the degeneracy of each level, specifically:

1 if my=0
Iy = { g (1.29)

2 else

Using equations 1.27 and 1.28 we calculated the ortho- and para-concentrations
for a hindering strength of &, = 70 B. In figure 1.6 it is reported a comparison
between the 2D and 3D concentrations.

Similarly to the 3D case, it is possible to calculate the heat capacities of the
ortho- and para-hydrogen when their rotational motion is hindered. These heat
capacities are shown in figure E.1, and it is interesting to notice that their shape
is similar to those of the 3D case, but they are slightly smaller since the rotation
is hindered.
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Figure 1.6: Comparison between the ortho- and para-hydrogen concentrations of a 2D
and 3D rotors as a function of temperature.
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Figure 1.7: Ortho- and para-hydrogen heat capacities for a 2D rotor, normalized by the
gas constant R.

In addition to the theoretical calculations implemented by Bengtsson, Teillet-
Billy and Gauyac present a theoretical study where the sudden rotational approxi-
mation, usually used for free molecules, is applied to the case of hydrogen molecules
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adsorbed by the Cu(510) surface. The model makes it possible to justify the vari-
ous peaks in the electron energy loss spectrum [41].

The two dimensional rotor behaviour can be observed not only on stepped
surfaces and defects, but also in porous materials. Two different examples are pro-
vided by Ramirez-Cuesta et al. In 2001 they studied molecular hydrogen adsorbed
by a cobalt aluminophosphate catalyst (CoAIPO). Here, dihydrogen was adsorbed
at the cobalt(III) sites. From both INS experiments and DFT simulations it is clear
that absorbed hydrogen molecules can not be treated as unhindered 3D rotors. In
particular, two types of bonds are detected at the Co(III) site: a weaker bond is
present when the hydrogen molecule is perpendicular to the surface of the catalyst,
in this case we observe peaks typical of a 1D rotor. Conversely, when dihydrogen
is bound parallel to the surface, the bond is stronger and the molecule behaves as
a 2D rotor. At 30 K the weakly adsorbed species desorb and the spectrum only
presents peaks of the 2D rotor.

In 2007 Ramirez-Cuesta et al. used INS to study the adsorption of dihydrogen
on a copper substituted ZSM5 zeolite. In the adsorption sites H, molecules appear
to be bound to behave as 1D rotor, when their axis is parallel to the electric field, or
in a plane perpendicular to the electric field as a 2D rotor. This paper shows how
INS is a particularly useful tool to investigate the interaction between Hy molecules
and their binding sites: this technique allows us to measure the rotational constant,
as well as observe the conversion of para-hydrogen into ortho-hydrogen.

In more complex materials as MOFs, various adsorption sites that display dif-
ferent properties may complicate the interpretation of INS spectrums, it is possible
to chose the hydrogen loading so that only the main adsorption site is observed
[42] [43].
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Chapter 2

Introduction to inelastic neutron
transmission and imaging

Neutron imaging is a versatile and non-destructive technique that has proven to
be very useful to investigate materials, for a vast range of applications. The good
properties of neutrons make it possible to perform high resolution radiography and
tomography on engineering-sized samples, at controlled environmental conditions.
Although fairly expensive, neutrons have a very important role as complementary
probes to X-rays. Especially in the last decades, neutron imaging evolved from
a strict adsorption based contrast, to many different contrast based techniques
(phase contrast, Bragg edge imaging, resonance adsorption imaging and so on) that
are being used and developed to this day. In this chapter we will briefly discuss
the main properties of neutrons, trying to underline what makes them interest-
ing for materials investigations. Additionally we will illustrate the Beer-Lambert
law and the mechanism behind neutron transmission, physical phenomenon that
is essential for understanding the functioning of neutron transmission and neutron
imaging instruments. We will then focus on neutron production, large scale facili-
ties and the properties of two specific transmission-based instruments: IMAT and
VESUVIO.

LFor inelastic neutron transmission we refer to the measurements of those neutrons that do
not undergo an inelastic scattering process.
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2.1 Neutron as a probe

When the first nuclear reactors were developed in the 1940s, researchers soon
realized that the neutrons produced in the reactions could serve as a probe to in-
vestigate condensed matter. Neutrons are subatomic particles, with neutral charge
and half integer spin. Their mass is slightly grater than the mass of a proton and
they have an intrinsic magnetic dipole moment. Neutrons are stable when they
are part of an atomic nucleus, but become unstable when they are free: a neu-
tron decays into a proton, an electron, and an antineutrino, with mean lifetime of
approximately 14 minutes.

Table 2.1: Main properties of neutrons [44].

Physical quantity Value
Mass 1.0087 a.m.u.
Charge 0

Spin 1/2
Magnetic moment -1.913 pn
Mean lifetime (879.4 + 0.6)s

Neutrons can be classified according to their kinetic energies, as shown in table
2.2. Fission processes, as well as spallation processes, produce very energetic
neutrons, known as fast neutrons, that are mainly used to simulate the effect of
cosmic rays on electronic devices. Thermal neutrons on the other hand are much
more useful to investigate vibrational or rotational properties matter. Thermal
neutrons can be obtained from fast neutrons through a process called moderation,
which consists in slowing them down. As an example, it is interesting to notice
that para-hydrogen, among other materials, can be used as a neutron moderator.

Neutrons represent an ideal probe to study properties of matter for multiple
reasons. For starters, their charge is neutral, which means they do not interact
with the electric shells, but only with the atomic nuclei. The distances between
nuclei are typically a factor 10° larger than the size of the nucleus itself, and
since the nuclear forces are very short range, neutrons can travel long distances
into materials without being scattered or adsorbed. This means that they are
particularly indicated to investigate bulk properties, as opposed to protons or
electrons, which cannot penetrate as deep. Moreover, when the neutrons have an
energy comparable to that of the lattice vibrations at room temperature (around
25 meV), their wavelength happens to be comparable to the inter-atomic spacing of
condensed matter. This makes them particularly ideal to investigate the structure
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of solids. Neutrons are also useful to study magnetic properties of matter, since
they have a half integer spin, but null charge. Furthermore, they are usually
sensible to different isotopes, which means they can be used to study a contrast
variation in the composition of a mixture of different isotopes [44].

Table 2.2: Neutron classification based on their energies.

(Classification Energy

Cold < 20 meV
Thermal 20-500 meV
Epithermal 500 meV - 10 keV
Fast < 10 keV - 10 MeV

In order to use neutrons as probes, it is essential to understand and model
their interaction with matter. Neutrons can interact with a certain substance in
a multitude of ways, depending both on the properties of the target and on the
characteristics of the neutron beam. Each interaction phenomena can be described
by a quantity known as cross section o, which quantifies the probability that a
specific process will take place. This quantity is expressed in unit of area (barns),
and even though it is not strictly related to the dimension of the target atoms,
it can be thought of as an effective area that the neutron must cross in order for
the process to occur. In imaging experiments, it is particularly useful to define
the scattering cross section of the process: an in-depth mathematical derivation
of the scattering cross section is given in chapter 3, here the general discussion is
accompanied by that of a more specific case, interesting for this study.

2.2 Neutron transmission: Beer-Lambert law

The Beer-Lambert law relates the attenuation of radiation travelling through a
sample, to the properties of the material itself. To derive this formula lets con-
sider a monochromatic neutron beam with intensity /. The beam is composed of
neutrons travelling parallel to each other, impinging on a sample of thickness x.
One can divide the sample into thin slices along the z-axis, as shown in figure
2.1. The intensity of the beam that passed through one slice can be expressed as:

Iy +dI (2.1)

We can express the differential dI as:
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Figure 2.1: Representation of a sample irradiated by a neutron beam.

dl = —1Iy-n(zx) - o(x)dx (2.2)

Where n is the number of adsorbers per unit volume, that is the concentration
of the material, o is the microscopic cross section and dx is the thickness of the
slice. The negative sign expresses the fact that some of the neutrons are either
adsorbed or scattered, and the intensity of the outgoing beam is reduced. We can
now solve the equation integrating over the whole material, with thickness ¢:

I t
dl
—:—/n-a-dm (2.3)
1 1o 0
Assuming that the concentration of the adsorber and its microscopic cross
section don’t depend on the position along the x-axis, this integral gives:

1= [oe_mt (24)

We can now assume that the material is composed of multiple chemical species,
with different concentrations and microscopic cross sections: In this case the in-
tensity of the outgoing neutron beam can be expressed as:

I = [y~ Zimioit (2.5)

From this relation we can define transmission as the ratio between outgoing
intensity [ and initial intensity [y, which gives the Beer-Lambert law:

T =— =¢ 2imioit (2.6)
Iy
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2.3 Neutron sources and facilities: ISIS

It is possible to identify many different reactions and methods to produce neu-
trons, which vary from one another for characteristics like neutron energy, rate of
the reaction, as well as cost and size of the source. In the field of neutron scatter-
ing, most research infrastructure rely on spallation or fission reactions to produce
neutrons.

Fission sources: In the case of fission sources, two or three neutrons are pro-
duced when a thermal neutron is absorbed by a fissile material. The neutrons
produced can induce a chain reaction by impacting on another fissile atom. All
the neutrons that do not participate in the chain reaction can be channelled in
a continuous beam that can be used to investigate matter. Some examples of
facilities that rely on fission reactions are the NIST [45] reactor (Gaithersburg,
USA), the HFIR [46] reactor (Oak Ridge Laboratory, USA), and the Institute
Laue-Langevin (ILL) [47] in (Grenoble, France). Because of safety measures, re-
actor sources have a power limit, which results in a limit on the neutron flux.

NUCLEAR FISSION
PRODUCT

evaporatlon
Spallation intranuclear cascade
TARGET
NUCLEUS proton
(>1GeV)

target nucleus
F\SSION alpha
NEUTRON PRODUCT P"°t°”/ particle
high-energy deuteron

neutron
neutron eut °!

Figure 2.2: Representation of the fission chain reaction(a) and spallation reaction (b) for
neutron production.

Spallation sources: Accelerator based neutron sources, on the other hand, can
produce the most intense pulsed neutron beams. The main spallation sources are
the Los Alamos Neutron Science Center [48] (Los Alamos National Laboratory,
USA), the ISIS [49] facility (Rutherford-Appleton Laboratory in Didcot, UK) and
the European Spallation Source [50] (Copenaghen, Denmark), which is still under
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construction. Since the knowledge of the neutron source is necessary to correctly
interpret data, for the purpose of this work we will focus on the functioning of the
spallation source where data was collected: the ISIS neutron and muon source.
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Figure 2.3: Representation of the layout of the ISIS facility.

Here, negatively charged hydrogen atoms are produced by an ion source and
injected into a particle accelerator (LINAC), that accelerates them up to tens of
MeV. The hydrogen atoms are then stripped of electrons and packed into bunches
inside a synchrotron, which further accelerates them. The proton bunches come out
of the synchrotron with energies up to 800 MeV and bunch rate of 50 Hz. The 160
kW proton beam collides on a tungsten target, causing the neutrons in the material
to spall off. Tungsten is particularly indicated as a spallation target because it has
a high atomic mass, which results in a high number of neutrons produced per
proton. Moreover it has a high melting point, high thermal conductivity, and

26



it is safe and largely available. Neutrons are then expelled in every direction,
they enter a complex system of reflectors and moderators, and they are later
channeled through guides that lead them to many different instrument, each one
optimized to investigate different characteristics of matter. Since the proton source
is pulsed, neutrons come out in bunches that are particularly indicated for time-of-
flight experiments, which allow to measure energy and wavevector transfer. ISIS
instruments are divided into two target stations, the first one, TS-1, utilizes the
protons at 40 Hz, while TS-2 has two 10 Hz pulsed magnets and a septum magnet
that extract a proton beam with a bunch rate of 10 Hz. In the next sections we will
discuss two particular instruments, that were used in this work to investigate the
properties of molecular hydrogen adsorbed by HKUST-1: IMAT and VESUVIO.

2.4 Imaging beamline: IMAT

. Source

Disk chopper
+ TO chopper

Disk chopper

Supermirror
guide: m=3

" Pinhole selector

. Sample position at 56 m

Figure 2.4: Layout of the main IMAT components.

IMAT is a neutron imaging and diffraction instrument, used to investigate
the properties of matter in a broad range of material sciences. IMAT allows to
perform neutron radiography, neutron tomography, and energy selective and dis-
persive neutron imaging, on engineering-sized samples (up to 1.5 tonnes). The
instrument is located on the west 5 beam port of the second target station at ISIS.
After fast neutrons are emitted by the source at the TS-2, they are thermalized
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using moderators. Traveling through a supermirror guide, they pass into a pinhole,
continuing inside flight tubes and finally arriving to the sample. Some of the neu-
trons will interact with the sample, others will be transmitted. IMAT is equipped
with multiple kinds of detectors, which make it possible to perform different types
of complementary analysis. Understanding their functioning is crucial to correctly
interpreting the results, therefore we will now discuss the main properties of each
constituent element.

2.4.1 Moderators

Ambient Temperature
Water Moderators Reflector

— I 20K
=\ L Hydrogen
Moderator

Beam Entry Target 100 K Methane Target Plates
Window Pressure Vessel Moderator
“ im >

Figure 2.5: IMAT moderators layout.

Moderators are materials with a high neutron scattering cross section, low ad-
sorption cross section and high neutron energy loss per collision. These properties
allow the material to reduce the speed of fast neutrons generated during spallation
processes without capturing them, thus thermalizing them to the temperature of
the moderator. Moderating neutrons is essential to any scattering experiments as
well as adsorption experiments, since thermal neutron interact more easily with nu-
clei, and are sensitive to the dynamics and structure of condensed matter. Because
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of the conservation of energy and momentum, neutrons experience the highest en-
ergy transfer per collision when they interact with nuclei with similar mass, such as
hydrogen nuclei, but it is also important to take into account the absorption cross
section. Moreover, the type of the moderator and its thermodynamic conditions
can be changed to select the energy range of the neutrons. For these reasons the
most commonly used moderators are water and heavy water, particularly useful
because they are easily found and can also be used as cooling medium in reactors,
as well as graphite, that presents a particularly small adsorption cross section. On
the other hand the beam port W5 where IMAT is installed utilizes both liquid
hydrogen (L—H,) and solid methane (S—CH,) to reach a colder neutron energy
spectrum, particularly useful in imaging and diffraction experiments. The moder-
ator can be coated with reflecting or absorbing material, in these cases the mod-
erator is said to be coupled and decoupled respectively. A decoupled moderator
prevents the neutrons from bouncing on the walls of the moderator by absorbing
them. The neutrons that are absorbed are the main contribution to the tail of the
emission time distribution. A decoupled moderator therefore allows for a better
time-of-flight resolution because it shortens the pulse length, but it also reduces
the neutron flux. A similar result to decoupling can be obtained by poisoning the
moderator, mixing it with an absorbing material, which results in an even shorter
tail and lower flux. The moderator used for IMAT is a coupled moderator, because
imaging applications require the highest possible neutron flux, then choppers are
used to shorten the tail of the bunch.

2.4.2 Guiding system

Neutrons that emerge from the moderator are transported to the pinhole trough a
supermirror guide. Neutron guides are long channels coated with reflective mate-
rials, that are supposed to redirect neutrons impacting with very small scattering
angles. The reflective surface typically used for neutron guides is a polished multi-
layered device, known as supermirror. The functioning of the supermirror is based
on Bragg diffraction by multilayers. They are made of alternating substrates of a
high refractive index material, such as nickel, and a low refractive index material,
like titanium, deposited on glass. Each bilayer has a different thickness, the neu-
trons are reflected by the bilayer that satisfies the Bragg condition, as shown in
figure 2.6.

This allows to obtain a good reflectivity over a wide range of wavelengths. The
materials chosen for the supermirror should also be nearly non-magnetic so as not
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Figure 2.6: Schematization of the supermirror layers.

to disturb the neutron polarization. To reduce scattering, and the deposition of
impurities on the substrate, the whole neutron guide is in a vacuum. At IMAT
the supermirror guides have a square section, with dimensions 10 x 10 cm?, and
they are 44 m long. Different guide sections are placed inside a continuous vacuum

system.

2.4.3 Energy selectors: choppers

IMAT uses choppers to select the energy of the incident neutron beam. Choppers
are disks made of materials with high neutron adsorption cross section.

They are provided with an opening slit, so that when the beam is aligned with
the slit the neutrons are able to pass through. Choppers rotate around their axis
with a certain angular velocity and chop the neutron beam. Using the time-of-
flight technique it is possible to use choppers to select a certain range of energies:
Neutrons that are emitted at the same time by the pulsed source, impinge on the
chopper at different times, depending on their energy. Choosing the rotational
frequency of the chopper we can select the neutrons that are able to pass, while
the others are adsorbed by the chopper. It is important to take into account that
a smaller energy range entails lower neutron flux. IMAT uses choppers with a 1
m radius, the first one is a TO chopper, that has the purpose of removing fast
neutrons and gamma radiation, the other two are double-disk choppers, which use
two different disks rotating in opposite directions, that ensures a better resolution.
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Figure 2.7: Schematization of the double disk choppers 1 (a) and 2 (b), respectively
located at 12.2 m and 20.4 m from the moderator system.

2.4.4 Pinhole

The pinhole is the aperture that selects the beam size, and it is positioned at a
distance of 10 m from the sample. The aperture selector allows to choose between
five different apertures, their diameters are respectively 5, 10, 20, 40, 80 mm. This
is useful to select a different ratio between distance from the sample and aperture
diameter (L/D), which affects resolution. In fact, the spatial resolution can be
quantified by the image blurring d defined by:

d=1D/L (2.7)

Where D is the diameter of the pinhole, L the distance between pinhole and
sample and [ is the distance between sample and detector. The latter can not
be as small as desired because the detector is located outside of the closed-circuit
refrigerator, that has a certain dimension. The maximum field of view (FOV) is
20 x 20 cm? which makes it ideal for imaging applications on macroscopic sam-
ples. The FOV was chosen taking into account the space available for operational
movements of the sample and the position where the diffraction detectors will be
located. The aperture selector can also be left open for diffraction experiments.
In this case a set of five jaws and a set of slits, located closer to the sample, can
be adjusted to obtain a minimum beam size of 1 mm.
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2.4.5 Sample environment and sample container

The sample stage at IMAT is equipped to support many different types of samples.
The heavy duty positioning system can hold up to 1.5 tonnes, and it is equipped
with a rotating stage for tomography applications. Moreover, the equipment from
the ISIS sample environment pool allows the user to study the sample in different
environments and subject it to different types of strains. For the purpose of this
work we will use a rectangular aluminium container with a 5 cm width and 6 cm
height.

Region I F*‘ i

Region II [
(catalyst) 1=

Figure 2.8: Neutron tomography (left) and radiography (right) of the sample container
38].

The aluminium was chosen because of its low neutron scattering and adsorption
cross sections, which makes it practically transparent to neutrons. The container,
shown in figure 2.8, was inserted in a closed-circuit refrigerator (CCR). A CCR is a
device that generates low temperature by mechanically compressing and expanding
an isolated gas. The CCR was inserted in a vacuum tank to allow cryogenic
vacuum, and placed on the IMAT stage.

The container is connected at the top to a gas panel, which is located outside the
IMAT blockhouse. The gas panel allows us to dose the gas that we want to study,
in order to select its concentration in the sample. The gas is initially in a bottle,
with a 10 bar pressure. The panel is equipped with four buffers of 1 L volume (fig.
2.9). The buffers can be filled with the gas at a desired pressure. Knowing the
temperature of the buffers (300 K), it is possible to choose the pressure in order to
select the desired number of moles for the gas. Buffers are equipped with valves
that can be opened slowly to pour the gas into the sample container. The CCR
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1.0 | buffers

a) Incident monitor
b) Transmitted monitor
c) Backscattering detectors

d) Frontscattering detectors
) Analyser Gold foils

Figure 2.9: Schematic representation of the equipment layout.

ensure that the sample container is at a lower temperature than the buffers, which
means that the gas will spontaneously stream into the container and condensate.

2.4.6 Detectors

IMAT is equipped with different imaging detectors, as well as beam monitors for
diagnostics and normalizations. A detector based on microchannel plates (MCP) is
used for energy resolved neutron imaging, but was not available for this experiment.
This type of detector measures the energy of the neutron with the time-of-flight
technique, as well as the position where the neutron impacts and has a field of view
(FOV) of 28 x 28 mm? . In our experiment we used a CCD system. This camera,
with FOV 20 x 20 cm?, can be used for white beam radiography and tomography,
as well as energy selective neutron imaging. It is particularly useful for contrast
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enhancement or contrast variations experiments. Moreover a glass scintillator
monitor (GS20) can be used to measure the flux of the incident neutron beam. For
the purposes of this work we will focus on the functioning of the CCD system, which
will be used to perform time resolved energy selective neutron imaging. The CCD-
based system is housed in a light-tight camera box, which can be moved to vary
its distance from the sample. Various scintillator screens can be accommodated on
the front of the camera box, they vary for dimensions and materials and need to
be chosen depending on the application. The photons emitted by the scintillator
are reflected at 90° by a mirror, towards the CCD camera. The camera has 2048 x
2048 pixels and is kept at a temperature of 203 K to minimize the signal to noise
ratio due to the shot noise.

2.5 Imaging experiment for the catalysed hydro-

gen conversion

Figure 2.10: Example of a radiograph of the sample container, loaded with HKUST-1
and hydrogen. This image has been processed, increasing contrast and brightness, for
better visualization.

The last chapter of this work presents an experimental study performed at the
IMAT beamline of the ISIS neutron and muon source. The purpose of this study
was to investigate the catalysed ortho-para conversion of hydrogen adsorbed by
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HKUST-1. Here energy selective neutron imaging was used to characterize the
conversion rate as a function of time, by acquiring radiographs of the sample at
regular time intervals. Figure 2.10 shows one of the radiographs obtained by ir-
radiating the sample container with the IMAT neutron beam for 30 s. Acquiring
many similar radiographs allowed us to observe the time dependence of the pro-
cess. This technique is known as time-resolved neutron imaging, it relies on the
great difference between the ortho and para hydrogen scattering cross sections to
measure the variation of contrast as a function of time. Moreover imaging tech-
niques allow us to explore the spatial distribution of the sample, rendering them
particularly appealing for industrial and engineering applications.

2.6 Neutron transmission beamline: VESUVIO

The VESUVIO spectrometer operates at the first target station of the ISIS neu-
tron and muon source. This spectrometer performs transmission measurements, as
well as inelastic neutron scattering at high energy (hw > 1 eV) and high momen-
tum transfer (q > 20 2\‘1), technique known as deep inelastic neutron scattering
(DINS). VESUVIO faces a water moderator, that operates at 295 K. The resulting
neutron beam is polychromatic: it presents a broad peak around 0.03 ¢V, and a tail
in the epithermal region, up to 107 e¢V. Unlike IMAT, VESUVIO is not equipped
with choppers, therefore the sample is irradiated with the whole polychromatic
beam. In order to measure the energy of the incoming neutrons this instrument
makes use of the time-of-flight (ToF) technique. This technique consists of calcu-
lating the neutron energy by measuring the time it takes for it to travel from the
moderator to the detector. If the lengths of the flight paths from moderator to
sample (Lg) and from sample to detector (L;) are known, the time of flight can be
written as:

LO Ll m LO L1
ToF =2+ 22— [0 4 L 2.8
Vo V1 2 (\/Ei \/Ef> ( )

where vy and v; are the neutron velocities of that incident neutrons, and neu-
trons that come out of the sample respectively. These velocities are written in
terms of neutron energies in the right hand side.

In the case of DINS experiments, this instrument operates in inverse geom-
etry mode, which means that the measured neutron final energy is fixed, while
the incident neutron energy can be evaluated using the ToF technique. Here, the
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final energy of neutrons is selected using a foil of a material that presents a sin-
gle nuclear resonance in the considered energy range, usually gold. During data
acquisition this foil is placed between sample and detector. Later the same mea-
surements are acquired without the foil. The difference between these two data
sets gives the number of neutrons absorbed by the foil, which provides a measure of
how many neutrons scattered from the sample, at that specific angle, have a final
energy that corresponds to the gold resonance energy. The foil cycling technique
is used at multiple scattering angles, which allows the user to measure the wave
vector. Since the final energy is fixed, we are able to calculate the initial energy
with the ToF technique.

On the other hand for transmission measurements the energy of the neutron
can be calculated considering that the energy of transmitted neutrons does not
change. This means that we can consider v; = vy and therefore calculate the
energy of neutrons taking into account that their flight path now has a length equal
to Ly + Lg. To do so the neutron detector needs to measure the flux of incoming
neutrons, as well as the time at which they arrive on the detector. VESUVIO
transmission detector is a glass scintillator, in particular a GS20. For neutron
applications, the glass of these type of detectors is usually enriched with lithium-
6, the GS20 has a 95% enrichment, which corresponds to a Li-6 content of 7.33%
by weight. Lithium-6 is particularly interesting for this application because it
has a neutron absorption cross section of 930 barn at thermal wavelengths. This
detector, although not particularly efficient, presents a good stability compared to
other solutions. However it is important to take into account that it is also sensible
to y-ray, which means that measurements will be subject to a background noise.

The sample container and environment at the VESUVIO beamline are identical
to what we described for IMAT. Here the sample container is again placed inside
a CCR and loaded with hydrogen using bottles and buffers, as shown in figure 2.9
[51].
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Chapter 3

Neutron scattering cross section for
diatomic molecules

As mentioned before, neutrons interact only weakly with matter, into which they
can penetrate deeply. When a neutron interacts with a nucleus, it can be either
scattered or adsorbed. Adsorption reactions include neutron capture reactions
as well as fission reactions, and are extremely important for a vast number of
applications. For the purpose of this work however, we are mainly interested in
scattering phenomena. In fact, modeling the scattering process we are able to
investigate structural properties of matter by detecting scattered or transmitted
neutrons. In this chapter we will discuss the theory behind scattering reactions,
finally defining an important quantity known as scattering cross section. The cross
section will be calculated for a generic sample, and later for diatomic molecules.

3.1 Scattering cross section

To investigate matter using neutrons, we firstly need to understand how a thermal
neutron beam interacts with a certain substance. When a neutron with the wave
vector k impacts on a target, it is scattered into a different state, with wave vector
k’. The properties of the outgoing neutron can be investigated in various ways,
but the measurements always depend on a basic quantity called double differential
cross section. The double differential cross section gives information on the fraction
of total neutrons that is scattered into a small solid angle df2, with a final energy
between E' and E’ + dE’. Therefore it is proportional to the probability of a
neutron to be scattered in a certain direction with a certain energy. It is usually
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denoted by the expression:

d’c
dQdE’
This quantity has the dimension of an area, and is usually expressed in barn

(3.1)

(1 barn = 1072* cm?). Integrating the differential cross section over energy and
solid angle, we obtain a total scattering cross section, which is defined by the ratio
between the number of neutron scattered on the whole solid angle, and the flux of
incident neutrons.

The cross section depends on both the properties of the probe and the target,
in particular it is possible to identify a relevant dependence on the isotope. Ta-
ble 3.1 reports as an example the value of coherent, incoherent scattering cross
sections, as well as total scattering cross section and absorption cross section for
neutrons impinging on different hydrogen and carbon isotopes. This allows us to
observe contrast variations from one isotope to another, which makes them easily
distinguishable.

Table 3.1: Values of coherent cross sections, incoherent cross sections, total scattering
cross section and absorption cross section for different isotopes expressed in barn.

Isotope Coh xs Inc xs Scatt xs  Abs xs

H 1.7568  80.26 82.02 0.3326

1H 1.7583  80.27 82.03 0.3326

2H 5.592 2.05 7.64 0.000519
3H 2.89 0.14 3.03 0

C 5.551  0.001 5.551 0.0035

12C 5.559 0 5.559 0.00353
13C 4.81 0.034 4.84 0.00137
Al 1.495 0.0082  1.503 0.231

To be able to correctly understand the experimental results, it is important to
derive a theoretical expressions for the cross section of the specific target. In the
next sections we will derive an equation for the differential scattering cross section,
underlying the distinction between incoherent and coherent scattering, and we will
then specialize the formula to the case of diatomic molecules. For now, we will
start considering the simplest case: a single fixed nucleus, that interacts with one
neutron of wave vector k. If the z axis is along the direction of k the initial wave
function of the neutron can be expressed as:
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U, = (3:2)

Since the nuclear forces have a range of around 10~'* and the wavelength of a
thermal neutron is around 1079 the process depends mainly on the S waves, which
have spherical symmetry. As a consequence, the wave function of the scattered
neutron can be written as a spherical wave:

U, = —Sei’" (3.3)

Where b is known as the scattering length, and it depends on the particular
nucleus and its spin, compared to that of the neutron. In fact, if the nucleus has
spin I, the total spin of the system neutron-nucleus can be of I + % or [ — %, to
each state corresponds a different value of b, that can be measured experimentally.
In the simple case of one neutron scattering on a single nucleus, the differential
cross section can be evaluated in terms of the scattering angle by considering the

number of neutron passing through an area dS in the unit of time, which is given

by:
b2
vdS|Vy|* = vdS— = vb?*dQ) (3.4)
r

Where v is the velocity of the neutron, before and after the scattering process.
The flux of incident neutrons is given by:

d = 0|V 2 =v (3.5)

Applying the definition of the differential cross section, which tell us that j—g is
equal to the number of neutron scattered into d2 in the unit of time, divided by
the flux of incident neutrons ®(F), it is possible to evaluate the differential cross

section in terms of the scattering angle:

do  vb?dQ 2

aQ ~ ddO (3.6)
Integrating over the whole solid angle this gives a total cross section of:
Otot — 47Tb2 (37)

This suggests that in this simple case the neutron sees the atom as a sphere of
radius b, thus o is an effective area that quantifies the probability of the scattering
event.
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While this simple model gives an interesting interpretation of the scattering
length, a more complete theory requires us to consider a system with many nuclei.
Given a system with N nuclei, we indicate with R; the position vector of the j-th
nucleus, and r that of the neutron. As the neutron is scattered, and its wave
vector changes from k to k', the scattering system changes state, from an initial
state A to the final state \'. In this case the differential scattering cross section
needs to take into account all the possible processes during which the system state
changes from A to A and the neutron state changes from k to k’.

The double differential scattering cross section ded%/ can be defined as the

number of neutron with energies between E’ and E'+ dE’ scattered into df) in the
unit of time, divided by the flux of incident neutrons ®(FE):

d*c _ neutrons scattered per second (3.8)
dQdE O(E)dQdE '

To quantify the number of neutron scattered per second in df) we can use the

Fermi golden rule, which states that the rate of transitions from the state k, \ to
k', N is given by:

2T
Wk,)\ﬁk’)\/ = ?Pk" <k'X\V\k:)\) ‘2 (3-9)

Where pgs is the number of momentum states per unit energy in df2. To write
d2
d0dE
dS2, however, the derivation of the golden rule shows that the probability of the

it is important to consider all the possible k’ that end up in the solid angle

transition is negligible for all the k’ that don’t correspond to the conservation of
energy, which states that:
E+ E,=FE +E\ (3.10)

Where the left hand side of the equation shows the energies of neutron and scatter-
ing system before the scattering, and the the right hand side after the scattering.
As a consequence, the energy distribution of the scattered neutron can be written
as a o-function, and the differential scattering cross section can be expressed in
terms of the energy as:

— —_Ok, N — N + — |
deEI AN @deE/ h

We can now explicate the flux ¢ and density pps. The flux of incident neutrons
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is given by their velocity of particles in a volume A as:

1 hk
b =—— 12
A (3.12)
The density of final scattering states per unit of energy is given by:
A dE
(F)= —— 3.13
Since:
dk’ = K?dQdE = k*dQdk (3.14)
and: )
hk
dFE = —dk (3.15)
m
we can write pgs as:
A mk
' = —— 3.16
pk (27T)3 hg ( )

Substituting 3.12 and 3.16 into 3.11 we obtain:

d*o K ( m . ) ,
(deE’)A T (2ﬁh2)|<k/\|V|k)\) *6(Ex—Ey+E—FE')  (3.17)
— )\

Where we notice that the normalization volume A correctly canceled out since it
is arbitrary.

The differential scattering cross section can be further evaluated by calculating
the matrix element. For this purpose we need to define the potential V' that the
neutron feels when approaching the scattering system. Since the potential has to
depend on the distance between the neutron and each nucleus, we can write it as:

VZZVJ‘(T—RJ') ZZVj(%‘) (3.18)

Where V; is the potential due to the j-th nucleus. We substitute this into the
matrix element:

CONIYIOVEDY / Xoe T TV (r — Ry)xae®"dRdr (3.19)
J

Where we called x, and y, the wave function of the scattering system before and

41



after the scattering event.Writing the neutron wavefunction we assumed that in
the initial and final states, where the neutron is far from the sample, it can be
described as a plane wave. Substituting r = x; + R;:

=> / Xye @RIV (@)™ @R dRde =y 7 Vi(q) (Ve ]N) - (3.20)
- :

J

Where g is the scattering vector (k — k’) and V;(q) is the Fourier transform of
Vi(;).

To further evaluate the expression we need to substitute a specific function for
Vi(x;), a good approximation to the real potential is given by the Fermi Pseudo-
potential. The main idea behind this pseudo-potential is that, since V' depends on
nuclear forces, and is therefore really short range compared to the wavelength of
the neutron, we can assume it is of the form:

V(z) = ad(x) (3.21)

Where §(x) is the three dimensional Dirac delta function. We can derive the
constant a by considering once again the case of one neutron scattering on a fixed
nucleus, specifically we want to rewrite the expression for j—g found in 3.6, using
this new formalism. If the nucleus is only one we have j = 1 and no sum over
7. Moreover we can assume the nucleus is in the origin, so R = 0, and since the
nucleus is fixed A = ). Using this formalism 3.19 becomes:

(K'NV|EN) = /Xj‘\x,\dR/V(r)eiq"’dr = /V(r)eiq'rd'r (3.22)

Where we used that x, is normalised. We can now substitute the matrix element
into the formula for the differential cross section.

do ([ m ?
dQ  \ 2xh?
Where we also used that £’ = k. Now we can substitute V(r) = ad(r):

do m \?* iqr 2 m \? 9
9 =\ 372 ad(r)eTdr| = 5 77) @ (3.24)

Comparing this to 3.6 we notice that the constant a can be written in terms of the
scattering length b as:

2

(3.23)

/ V(r)e T dr
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271h?
a =

b (3.25)

m
Therefore we find the Fermi pseudo-potential:

B onh?
m

Vi(r)

bo (r) (3.26)

We can now use this in the expression for the general scattering system, defining:

Via) = 25(a,) 321)

That has the following Fourier transform:

B onh?

Vilg) = —

b; (3.28)

Substituting the pseudopotential in the formula for <£_§E>>\_>>\’ found in 3.17, we

can now evaluate the matrix element by inserting 3.28 into 3.20:

< d*o > K
ddE ), ., &

It is possible to rewrite this expression substituting the integral representation of

2

> Wbt

J

§(Ex— Ev+E—E) (3.29)

the d-function:

1

(S(E)\—EN—I—E—E/):%

/OO ei(E/\—EA/)t/he—iwtdt (330)

Where w is defined by iw = F — E’. We can write the differential scattering cross
section of the process as:

d*c 1 K , , < A
— — 2\ b —iq-R;/ Y OV b. iq-R; A W(Eyx —Ex)t/h —wwt It
(deE,)M s DIE e ) (e e .

(3.31)

This formula describes the differential cross section of a scattering process in which
the system goes from a state A to a state \'. However, in actual experiment, it
is not possible to measure this quantity, because the scattering system never goes
exactly from one state to another. Instead we need to sum over all possible initial
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states A\, weighted with the probability p, that the scattering system is in that
state, and over all possible final states X, so that:

p,\( ) (3.32)
deE’ Z dQdE' ),

The probability py is defined using the Boltzmann distribution as:

L e-ms (3.33)

p/\:Z

Where Z is the partition function defined as Z =), e P8 and B = kBLT

d2 -1 i’ !/ 19-R.;
dQdE" Zmﬁz A'Zb e R XY (XD byt ) x
J

% / 6i(E)‘/_E*)t/h6_Mtdt

[e.e]

(3.34)

To further evaluate this formula we need to establish if there is any correlation
between the values of the scattering length b of neighbouring atoms. In the case
of diatomic molecules, there’s a strong correlation between scattering lengths and
atom dispositions, therefore we will dedicate an entire section to this particular
case. Here we will briefly discuss how to treat the case where no correlation occurs,
in order to better compare the two situations. If different isotopes are randomically
mixed, there is no correlation between the values of b and atoms disposition, in
this case the differential scattering cross section becomes:

d2 > 77,w (2 1
i~ 13 S0 [ S Ol B O (53

Where the sum over A in 3.32 was evaluated using the closure relation as in:

> (A (N[BIA) = (AJABIA) (3.36)

and the matrix element was written in terms of the Heisenberg operator R;(t)
defined as:
R;(t) = /M R e~ /N (3.37)
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We can write the thermal average with the symbol [-]7, obtaining:

Ao

K1 T —iw —iq-R;s iq-R;
IdE Ezwhzbwbj/ e [em et O] dt - (3.38)
Vi

o

—0o0
In the next paragraphs we will discuss the simple case of system composed of
one element, in order to discuss the difference between coherent and incoherent
scattering. We will then focus on diatomic molecules, that are of particular interest

for this study. Diatomic molecules represent an example of a system in which
there’s correlation between the value of the scattering lengths and atom disposition.

3.2 Coherent and incoherent scattering

In a generic system, even if it’s composed of only one element, the scattering
length b is never a constant. In fact it can vary from one isotope to another, and
depending on the spins of the nucleus compared to that of the impacting neutron.
Let us now consider the possible values that b assumes in a system consisting of
one element, each b; occurs with a frequency f;, so that:

Where the frequency f; does not depend on the value of b; of neighbouring atoms.
As shown before, the cross section that we measure can be written in terms of the
b;b; averaged over random isotopes distribution and relative spin orientations, as:

d*c

ko1 — (7 i —iqR; iq-R;
dOdE & 2h ij'bj/ e [(NeT et BON] Lt (340)
3’ >

where:

(3.41)

T b b =P
™ b2 = o if j =’
Writing equation 3.40 we are once again assuming that there is no correlation
between the values of b of each atom, and the atom position, this allowed us to

extract the average over the scattering lengths.
Substituting the two values for the average expressed in 3.41 into 3.40, the
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cross section becomes the sum of two terms, that we can manipulate as follows:

d*o

_ —zwt )\ ig-R;s iq-Rj(t) A dt

A0dE k 27rh Z/ (e 091N | di+
+Elib_22/ et [()\|e @Ry ia R (t)|/\)] dt =

k2rh “—~ | T
—zwt ig-R;s iq-R; (t)
k%h Z/ [(Memia Byt Bi® | \y] di+
Kl o = —iwt —iq-R; iq-R;(t)
+Z%(b2_ (b) )zj:/_ooe [ (Ale7" B ettt DN dt

Now the two terms can be written respectively as:

d*o d*o d*o
_ 4
d0dE (deE/)wh * (deE’) . (3.43)

We can see from the equations that the coherent scattering depends on the

(3.42)

position of two nuclei j and j' at different times, and is summed over all possible
j and j'. The coherent scattering is the scattering that the system would produce
if all scattering lengths were equal to b. This term gives interference effects, based
on the position of the nuclei. On the other hand the incoherent scattering terms
depend only on the j — th nucleus, therefore this term depends on the correlation
between the same nucleus at different times, which does not give interference. The
incoherent term is proportional to the deviations of all the scattering length from
their mean value.

We can now discuss the values of the frequencies f; for a specific case, that are
useful to calculate b and b2. In the simplest case where we have one isotope with
nuclear spin zero, all values of b are equal. If the system is composed of a single
isotope with nuclear spin I, the spin of the nucleus-neutron system can be equal
to I + % or [ — %, which identifies two possible scattering lengths, usually known
as bT and b~ respectively. If the neutron beam is not polarised and the nuclear
spins are randomly oriented each spin state has the same probability. The number
of states with spin I + 3 is 2(I + 3) — 1 = 2 + 2, the number of states with spin
I—3is2(I —%)—1=2I. From this follows that the scattering length b* occurs

with frequency:
2I+2  T+1

AT +2 21 +1

= (3.44)
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And similarly:

21 I
- = = .4
/ AI+2 2141 (3:45)
Knowing this we can evaluate the mean value of b:
b — L (I 0+ Ib] (3.46)
2l +1 ‘

If the scattering system is composed of different isotopes the mean value of b
can be calculated by multiplying each frequency by the relative abundance of the
isotope.

3.3 Scattering by diatomic molecules

For the purpose of this work we are interested in calculating the differential scat-
tering cross section of diatomic molecules, in order to model the interaction be-
tween neutrons and molecular hydrogen. As described in chapter 1, the hydrogen
molecule is composed of two atoms bound together, with an average length of the
bond a. The molecule can vibrate along the joint and rotate about the centre of
mass, which, in the case of H,, is in the centre point of the bond. We can express
the position of the m — th hydrogen atom in terms of the vector a,,:

B

: (3.47)

T =11+ (—)
where r; is the position of the centre of mass of the [ — th molecule, and R;
expresses the coordinate of each atom in the [ — th molecule, by varying the index
n. The index n can assume two values: n=1 and n=2, that represent the two
atoms of the molecule, for which the coordinates have opposite signs.
We can rewrite equation 3.34 substituting the vector x,, to describe the scat-
tering cross section of a hydrogen molecule:

47



2

d20' 1 k‘/ o zw L i —i(— pRj'q
dQdE ~ 2rh k / dfe’ TRy Y (age )
A/

e I#j n,p=1

(Ve a2 M)

2

1K t e
*%EZ/ A" EAEOE ST S (Mage O RN
A o I n,p=1
<A/|al zq T — Z |)\>]
(3.48)

Where the subscript 7' means that the thermal average is taken over the initial
states as in equation 3.34. One can consider the second term equation 3.48, this
term contains only the contribution of the molecule [, it can therefore be referred
to as a self term. One can now rewrite the wave functions of the states A and
A. Assuming that the translational modes can be separated from rotational and
vibrational modes, we call ¥;; the initial wave function of the translational modes,
and ¥; and VU, the initial and final roto-vibrational and spin dependent wave
functions. The self term becomes:

d*c 1 K o0 ,
s - 0. —ig-r1(0) zq r(t \If
Q4B 2mh k & /OO dtzl:< ale W)

9 2 (3.49)
n; TR
(Ug Y b2 0y
n=1

i(w— B+ E})t/h

X ><€(

T

Where we wrote r; in the Heisenberg notation as in 3.37. It is important to
note that now E! and E} refer only to the roto-vibrational and spin dependent
energies of the initial and final states, instead of the total energies of the system.
Let us call the matrix element in the second part of equation 3.49 g(t), which is
defined as:

2

2
f n=1 T
We now compute g(t) taking into account the nuclear spin correlations. The
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explicit form of g(t) is:

N 1 i(Ey~Ey)t/h
9(t) Z2J+12S+12 > e

J,8 gzgfz::t% J’

x ) et Z Z | (J'm’;,8'S., 0", n|B|Jmy, 8S.,0.,n =0
' S,

— !
n=0 mym/;

(3.51)

Here the thermal average was written in its explicit form, Pjg is the statistical
weight of initial rotational state J with spin S. J and J' are initial and final
angular momenta of the hydrogen molecule, with their z components m; and m/;.
Similarly, S and §’, as well as S, and S,, are referred to initial and final spin
states. The initial and final z components of the neutron spin are indicated by o,
and ¢/. Since the Hamiltonian is spin independent and we neglect the coupling
between rotations and vibrations it is possible to state that:

|J,S,n) =|J)|S) |n) (3.52)

The rotational energies E; are given by 1.24. In terms of w we can write the
vibrational energy, that in the case of hydrogen is hw = 0.546 eV'. The molecules
are initially in the vibrational ground state, n = 0. The parameter B resumes
exponential terms of the two hydrogen atoms as:

M =be'T7 4 bye 0% (3.53)

3.3.1 Spin correlations

Let us now construct the scattering length operator I;, in order to rewrite the
parameter B. The total spin of the neutron-proton system t can assume two
different values depending on the neutron spin. This results in two possible states,
that we will call |[4+) and |—), that represent respectively the state with positive
neutron spin % and negative neutron spin —%. Applying b to those states we obtain
the two different values of the scattering length as:

bl£) = by |£) (3.54)

It is possible to express the scattering length operator as a function of the nuclear
spin of the nucleus I,,, and the neutron spin o as:
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b=A+BI,, o (3.55)

where the values of the constants A and B can be found by remembering how
the operators I,,, 6 and ¢ act on the states |+) and |—):

£2]%) = tu(te +1)[£) (3.56)
12 |4) = (I, + 1) |£) (3.57)
o2 |+) = %g 1) (3.58)

Where we specified the neutron spin, but not the nucleus spin, so that we can
discuss a more general case.
Since:

P=12402+2l,-6 (3.59)

it is possible to show that:

) I,
Iy -0l4) = 5 |+) (3.60)

~ I,+1

L)) = =22 ) (3.61)

Finally solving for A and for B the equations:

I
(3.62)
b_:A_BIm—i—l
2
we find that: / 14 oF / of
b= mt T odm Oy | Im = ilm O (3.63)

20, +1 21, +1

It is possible to define the coherent and incoherent scattering lengths by weigh-
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ing the two scattering lengths b, and b_ with their statistical weight. This gives:

2 2 _ 1 o 1 2

o = <05 = [yl + Db 1012 = (30, b (3.64)
I(I+1

B = <b?> - <>l = [ﬁ][m +b = %(m +b ) (3.65)

Since I, is the hydrogen spin [, = % The total spin of the molecule is given by
I+ 1, =5 =1, B becomes:

M qg- R 2 qg R .. (q-R
5 —bcohcos( 5 )—1—\/§bmC |:COS( 5 )a‘ S—i—zsm( 5 )0' (I2—I2)]
(3.66)

We can now distinguish between cases with same of different parity. States
with same parity have the same molecular spin S, in this case only the symmetric
part of B contributes to the matrix element. If we call « the initial state, and 3
the final state, we have that:

! / q R / INeli
[ (B1Mab_.  = | S mnlcos L5 ) mn = 0) x| (2257511 Plo.55.)

(3.67)
where P is given by:

4
P = 2bepp + —=bineo - S 3.68
vt (3.68)

If we sum over the final spin states, using the closure relation as in 3.36 we get:

R
> [(BIM]a) | = | <meq,n|cos(q ) [ Jmgn = 0) [ x (0.85.|P*|0.5S.)
oSS,
(3.69)
Where:
16 16
P2=4v?, + =V (0 -8)* + —=auonin.o - S 3.70
coh 3 mc( ) \/g h ( )

We also want to sum over the neutron spin states o,. In doing so, the matrix
element given by the last term of 3.70 averages to zero. The first term is easily
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computable, while the second one depends on the eigenvalues of S2, since:

> (oo S)lo) = 587 (3.71)

Oz

Therefore summing over the neutron spin states we obtain:

Y (0.55.| P*0.55S.) = 8[b? L g5ty (3.72)

coh 3 inc

Oz

We can now sum over S and substitute 3.69 and 3.72, we obtain the term g(t)
for the spin-conserving transitions

PJS znc -/ inw
gs=s(t 42 27 4 1lleon T 3°5(S 41 Z HESER Y et
n=0

X Z | ( mf,n]cos(q

me

(3.73)

R
)\ijn =0)?

where we indicate the sum over J’ states of same parity as J with the symbol
Z/

The same can be done for transitions between states of opposite parity, choosing
only the antisymmetric part of B as in:

! : R el ¢
(G101} B = 'l L55 ) mgn =0) x| (02575.110.55.)

(3.74)
where: 4
Q= (ﬁ)bmcﬂ(h — I,) (3.75)
We once again sum over final spin states and using:
2 1 2 2 2 1o
Y (oulo - (I = L)P’lo2) = s — L) =L +1; - oS (3.76)

Oz

we find g(t) for states with different parity, where we indicate with the symbol 3"
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the sum over states J' with different parity compared to J.

P S(S +1 e .
i) 45 P S i
J J’ n=0

X Z ](J’mi,n]sin(q

mgm’;

(3.77)

R
)]JmJn =0) ?

3.3.2 Vibrations

The molecules are able to vibrate along their H-H bond, we call x the amount
the bond is stretched, if the average length of the bond is a the total length of
the bond is R = a + z. All the molecules are initially in their ground vibrational
states, vibrational transitions are only relevant when the energy of the incident
neutron is high (% > 1). We can write the stretch x as a function of phonon
creation and annihilation operators a and a' as:

1
v Mwh

We can therefore further explicate the matrix elements in 3.73 and 3.77 sub-

[a — af] (3.78)

T =1

stituting R into:

. cos . ga cos cos 6 —a
(n]eF1 522 |0) = ™5 (n)eTavin. @9)|0) (3.79)

where 6 is the angle between g and R. Observing that:

eAeB — €A+B+%[A,B] (380)

we can rewrite the matrix element of 3.73 as:

R
<J’mJ‘n|cos(q )|ijn —0)]2 =

( q2 )” i‘ (J’m' |COSn 0€7q283\3559 (eiqacose/Q + (_
n! J

)ne—iqacose/Z )
AMw 2 ) [Jma) [ =

q2 " 1 q2c0s20 .
(g7 a7 mbeos® e S5 ety

(3.81)
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which gives:

P :
gs=s (t) = 42 5717 beon + gwsw +1)]x

2 n
X QBT e (1) o 3 10 mbos g5 ety
w n:

mym/;

(3.82)

and similarly:

_42 Prs ;2 S(S+1)]><

gszs (1 27+ 10mell =73
2
» (Ep—Ej)t/h inwt q 0 07+an0089/2 J 2
X _— 8Mw
EJ, e ngzoe (4 w) ] E | (J'm/}|cos™ fe Y| Jmy) |

meJ

(3.83)

3.3.3 Rotations

Assuming there is no coupling between rotational and vibrational motion, and that
the rotation is not hindered, the wavefunctions of the rotational states are simply
the spherical harmonics:

|Jmy) = Yy, (0, 6) (3.84)

Knowing this, the rotational matrix elements can be written as:

2
c0:> 6+2qacosﬂ

co:> 0 qbcos@
(J'm’;|cos™ Qe sirs T

|Jmy) = /dQcos O ria

YJ/ (97 ¢) XYJmJ (97 (b)
(3.85)
Let us now apply the coupling theorem for the spherical harmonics, which
states:

btle  rior 190 4 1)\ M2
}/llm1(07¢)yz2m2(9’¢): Z (( 14—;(2)1(+21;_ )) .

I=|l1—la]
X O(lllgl, mlmg)O(lllgl; 00)n,m1+m2 (9, qb)

(3.86)
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Where C(lyl5l; myms) are the Clebsch-Gordan coefficients. It is important to
note that the Clebsch-Gordan coefficients vanish for m; = my = 0 unless l; + 15 +{
is even. We can apply the coupling theorem remembering that Yy’ = (=1)"Y; _,,

J'+J 1/2
q coa 2 qbcos@ 12 (2<]/ + 1)(2J + 1))
0 8w T2 | ] = (Sm, m my E
< mJ|COS e ‘ mJ> J( ) ol ( 47T(2l 4 1)

2 cos? 0+lqbc059

xC(JJ'l;mef])C(JJ'l;OO)/dQcos e~ Srra > Yim,—m, (0, 9)
(3.87)

Using the closure relation of the Clebsch-Gordan coefficients:

ZC’(JJ’Z’;mJ—mJ)C(JJ/l;mJ—mJ) :511/ (388)

my

and defining the constant A,; in terms of the Legendre polynomial P;(cosf):

1 2C05 gqob cos
A :/ d cos 0 cos™ e~ “Frra TG QP(COSQ) (3.89)
-1
we can once again rewrite g(t) as:
b2
gs=s/(t) = [bZyy, + Z;CS(S +1)] Z Prgx
n 1 J'+J
1 W(Ep—Ej)t/h / inwt - 2 2 /7.
SR ) Y <_4Mw) ST AP x 2 00)
iz 1=|J'—J|
(3.90)
and similarly:
S(S+1)
2
gS?’ES'( ) bznc[ T] ; PJSX
. . q2 " 1 7 2cc)s [
% Zwez(E,ﬂ—EJ)t/hzemwt <4Mw) H Z | < mJ|COS Qe St +zqacost9/2)|Jm > |2
J! n=0 I=|J"—J|
(3.91)
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3.3.4 Translations

It is possible to assume that the translations are free, in this case we can solve the
translational part of 3.49 independently as:

<qjit|€—iq~rz(0)€iq~rz (t) |\I’z‘t>T — 6—%(—145) (3‘92)

3.3.5 Scattering cross sections

We are finally able to write the equations for the self term scattering cross section,
for pH, and oH,, by using equations 3.90 and 3.91 as well as 3.92, inside 3.49:

do K M\ <1 [ ¢@h?
: - - P
(deE’)pam k (quT) zn:n! <4Mw) > P

J=0,2,4...

2
’ g 2
(E'+AE+777)

X0 Y AV D Ix (@S +1)e AT x (3.93)
J'=0,2,4... J'=1,3,5...
J'+J
XY |Aul? x C*(JJ'1;00)
I=|J'—J]|
do, B M\ 1 [ ¢@h
(deE/)mho ~ 3k <7rq2T) ; nl (4]\/[w> J:¥5 Frx

2
’ q° 2
(B'+AE+4)

X [b2 Z +<3bcoh + szznc) Z ] X (2‘], + I)G_W X (394)

wmc

J'=0,2,4... J'=1,3,5...
J+J
XY |Aul? x C*(JJ'1;00)
I=|J'—J|

The same equations can be written for low temperatures, where the molecules
are in their ground rotational as well as vibrational states:

do K M\ <1 [¢n , ,
<deE/)pa7’a - E (quT) ; E (4MW> X [bCOh Z +b7,nc Z ]X

J'=0,2,4... J'=135...
2
(B'+ By +nw—y)?

X (2J/ + 1)67 a2T/M X ‘AnJ’P
(3.95)
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do, K (M WZ 1 [ ¢®h? y
dWE" ), 3k \ 7T ~ n! \4Mw
X [bfnc Z +(3b00h + 2bz2nc) Z ]X (396)

J'=0,2/4... J'=135...

2
(B'+E 1+ By +nw— )2

x (2J 4+ 1)e >T/M x ((J + 1)\AnJl+1]2 + J]An”]/,l\Q)

The same equations can be modified for the 2D rotor by considering the correct
eigenvalues with their degeneracy, as well as a modified distribution P; [52].

Using these formulas we are able to plot the neutron scattering cross section
for ortho- and para- hydrogen, as well as for a certain concentration of the two, in
the case of the 3D rotor.
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Figure 3.1: Neutron cross sections for pHy, 0Hy, and normal hydrogen (nH,) as a function
of neutron energy for a 3D rotor. The normal hydrogen curve corresponds to a pH,
concentration of 25%), typical of the room temperature system. The dashed line represents
the limit of free scattering cross section [53].

Figure 3.1 shows the scattering cross sections for pH,, oHy and normal hydrogen
nH,, as a function of the energy of the neutron. The dashed line represents the
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limit of free scattering cross section oy, defined as:

oy = 4mb; (3.97)
where: ;

b _ bound 398

g=— H (3.98)

which is the scattering length in the limit of a free atom. Both ortho- and para-
cross section tend to oy at high energies because energetic neutrons interact with
the two protons of the molecule as if they were free particles.

From figure 3.1 it is possible to notice that at lower neutron energies, in the
range of cold and thermal neutrons, the scattering cross sections of ortho and para
hydrogen differ by almost two orders of magnitude. This makes neutron scattering
particularly useful to investigate the concentrations of the two modifications.
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Chapter 4

Measurements and data analysis

The purpose of this experimental analysis is to investigate the ortho-para conver-
sion and cross sections of molecular hydrogen adsorbed inside a metal organic
framework, specifically HKUST-1. Experiments were performed at the IMAT
beamline and at the VESUVIO beamline of the ISIS Neutron and Muon Source. In
this chapter we illustrate the methods for data analysis and the experimental strat-
egy, as well as the background noise correction procedures that were implemented
on the images. The characteristic conversion time of the opC will be estimated
for multiple regions of interest. Moreover we report the measured scattering cross
section of adsorbed molecular hydrogen at 30 K, comparing it to theoretical mod-
els.

4.1 Software for data analysis

The data analysis was performed using multiple software, two of which are par-
ticularly popular in imaging processing and neutron data analysis: ImageJ and
Mantid respectively. We will illustrate below their main caratheristics, while the
programs used in the data analysis are reported in the appendices.

e ImageJ: ImageJ is an image processing program born from a collaboration
between the National Institutes of Health of the United states and the Labo-
ratory for Optical and Computational Instrumentation (LOCI, University of
Wisconsin). The program is provided of Java plug-ins as well as recordable
macros that allow the user to automate the imaging processing and analy-
sis. ImagelJ allows the user to manage stacks of radiographs, which contain
images that are ordered as a function of time. Here, ImageJ was used to
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perform the background noise corrections on the radiographs. Once the cor-
rections were implemented on the stacks, it allowed us to extract the neutron
transmission as a function of time [54][55].

e Mantid: Mantid is a software developed to analyse neutron scattering and
muon spectroscopy data. It was created by the shared effort of the ISIS
Neutron and Muon Facility, and the Oak Ridge National Laboratory. Mantid
is a python based software that provides a framework for high performance
data visualization and data analysis. In this work it was used to perform the
fitting of neutron data, in order to infer the best trend for the ortho-para
conversion [56.

4.2 Experimental procedure

The imaging experiment was performed at the IMAT beamline, where energy
selective neutron imaging was implemented to obtain in situ/operando radiographs
of the MOF. Before loading, the MOF was annealed for 1 day at a temperature
of 453 K, in order to evaporate water molecules that would otherwise occupy
adsorption sites. The MOF was then inserted into the sample container shown
in figure 2.8, which was then loaded into the closed-circuit refrigerator (CCR).
Hydrogen was first dosed inside the buffers, this is useful to control the amount
of molecules inserted into the MOF. In order to only fill the first adsorption site,
the amount of hydrogen was chosen so that there was one Hy molecule for every
Cu atom. Hydrogen was then slowly loaded into the sample container during data
acquisition, using the gas panel. The temperature of the CCR was chosen to be
of 17 K, this is because at this temperature free hydrogen is in its liquid form,
making the loading procedure smoother.

By tuning the two double-disk choppers, the energy of the incident neutrons
was chosen to be lower than 9 meV, in order to guarantee maximum contrast
between ortho- and para-hydrogen. In fact, figure 3.1 shows how the para-hydrogen
scattering cross section presents a plateaux at lower energies, and starts increasing
around 9 meV. This is due to the inability to promote transitions from J=0 to J=1
at these lower energies. Here the cross section is only proportional to the coherent
term.

The radiographs were acquired at regular time intervals in order to characterize
the time dependence of the process. The data acquisition was started before the
loading procedure in order to observe the hydrogen entering the sample container,
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and therefore the MOF. During this initial phase, the exposure time is 5 s, in
the final loading phase it is set at 15 s and after the hydrogen is fully loaded the
exposure time is set at 30 s to observe the later stages opC. This is because the
time scale of loading is faster than that of the opC.

The radiographs were acquired using the CCD camera described in paragraph
2.4.6, which works at a temperature of 203 K. The pinhole was chosen to be of 40
mm to reduce beam divergence. The imaging system provides a field of view of
20 x 20 cm?.

Besides the radiographs of the sample, other two set of radiographs were ac-
quired, which were used to perform background noise corrections. We will discuss
those in the next paragraph.

The transmission experiment was performed at the VESUVIO beamline.
The sample was prepared using the same procedure described above. The VESU-
VIO beamline is equipped with the same type of buffers as IMAT, therefore hydro-
gen was again dosed and loaded as above. Since VESUVIO is not equipped with
choppers, this data is acquired on a much greater energy range, which allows us to
better investigate the cross section. In this case we performed 3 runs at a temper-
ature of 30 K, each one with a different hydrogen concentration. The three suns
present a hydrogen concentration, compared to that of the Cu atoms, of 1:1.3, 1:1,
and 1:2 respectively. These three concentrations were chosen because even though
we are interest in having hydrogen only in the first adsorption site, the detector
we used is particularly sensible to v-rays, which contribute to a background that
could ruin the measurements if hydrogen concentration is too low. In addition to
the three runs containing hydrogen, transmission data of the MOF alone was also
acquired, in order to perform a background correction.

4.3 Neutron imaging: background noise corrections

In order to perform the darkfield and flatfield corrections other two sets of data
were acquired. For the darkfield correction the radiographs were acquired with
the neutron beam turned off, to detect the electronic noise of the CCD camera.
On the other hand for the flatfield correction the radiographs of the empty CCR
are needed. Both sets of data were acquired at 5s, 15s, and 30s, in order to
compare them with the Hy radiographs. In the following section we will describe
the procedure chosen to perform the corrections, which were implemented using
the software ImagelJ.
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4.3.1 Darkfield correction

The purpose of this correction is to subtract detector artifacts, as dark current,
bias current or readout noise, due to the properties of the CCD itself, as well as
identify dark or hot pixels. The dark radiographs were acquired with the neutron
beam turned off, in order to only capture the noise produced by the detector. Since
the intensity due to the noise depends on the exposure time, the dark frames were
acquired at the same exposure times as the Hy data, which were chosen to be of 5,
15 and 30 s. For every exposure time, 50 frames were acquired, in order to average
them out.

The purpose of this section is to obtain three images, one for every exposure
time, that best represent the noise due to the CCD and can therefore be subtracted
from the original data.

The three dark stacks appear to have a background electronic noise as well
as some hot pixels, which are easily identifiable because they remain in a fixed
position for every slice of the stack. Using the software ImagelJ it is possible to
perform different operations on the images: we compared three different filters
that are often used to treat the dark frames:

e Gaussian blur: this filter performs a Gaussian blur on every slice of the
stack, it is possible to select its standard deviation as a function of the
number of pixels with the macro command:

run("Gaussian Blur...", "sigma=4 stack");

e Remove outliers: this filter replaces outlier pixels by the median of the
pixels in the surrounding. It is possible to choose a threshold in terms of the
standard deviation, to define which pixels are treated as outliers. The macro
command is:

run("Remove Outliers", "block_radius_x=40 block_radius_y=40

standard_deviations=3 stack");

where the block radius indicates the radius used to calculate the median and
substitute the value of the outlier. Both radius and standard deviation are
given as a function of the number of pixels.
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e Median: this filter replaces each pixel with the median of the value of
neighboring pixels. It can be applied in 2D or 3D by changing the radius in
the z direction, using the macro:

run("Median 3D...", "x=2 y=2 z=2");

where the third dimension is time. This means that the median is calculated
using the preceding and following slices. The three parameters are again
expressed as a function of the number of pixels used.

Figure 4.1 shows the three corrections compared with the original data. The
left plot shows the pixel intensity evaluated along a line of pixels, as a function of
the pixel number. The line was chosen with the purpose of showing a region with
very intense outliers. The second plot represents the average intensity of the x-th
column of pixels, as a function of the column number.

In figure 4.1 and 4.2, we chose to represent the corrections with the default
standard deviations suggested by the software for each filter. In particular, the
standard deviation of the Gaussian filter is over a radius of 4 pixels; the threshold
that defines the outliers is of 3 standard deviations, calculated over a radius of 40
pixels; the median filter calculates the median in a 3D neighborhood with a 2 pixel
radius.

Upon observing the radiographs it is possible to notice a lower intensity back-
ground that varies with time, and many hot pixels with higher intensity, that do
not vary with time. It is important to chose the best way to treat such a system.

The "Gaussian filter" lowers the gray value of a hot pixel, but also increases
the gray value of the surrounding pixels. While it seems to maintain the same
average as the original data over the rectangle (figure 4.1b) in figure 4.1a it is pos-
sible to notice that the Gaussian blur induces a systematic error, since it presents
peaks where the original data has a baseline. This effect is due to the fact that
the intensity of neighbouring hot pixels on different lines is spread beyond their
position, onto the observed line.

The filter "remove outliers" defines the outlier value based on the median of
the surrounding pixels, for this reason not all the pixel with the same value are
removed. Moreover the average value calculated over the rectangle appears to be
lower than that of the original data, but higher than the average median (see figure
4.1b).
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Figure 4.1: The three corrections are compared with the original data. In the first plot,
each curve represents the grayvalue of the pixel as a function of the pixel number, the data
were acquired along the line defined with the macro: 'makeLine(148, 720, 1448, 720)’. In
the second image the grayvalue of every plot is an average of the pixels intensity along
the x-th pixel column, this data were acquired with the macro: 'makeRectangle(0, 0,
2048, 2048)’.

The median filter on the other hand seems to better reproduce the background
noise, but doesn’t take into account hot pixels, for this reason its average over the
rectangle is significantly lower than that of the original data.

In figure 4.2 the first two corrections are applied simultaneously, since the two
filters do not commute, they were applied in both orders. When the Gaussian blur
is applied before removing the outliers is still present a significant systematic error.
Removing the outliers before applying the Gaussian blur gives a better result but
it still doesn’t treat hot pixels. Moreover, the Median alone still gives a better
reproduction of the baseline of the noise. For this reason we choose to use the
median filter to treat the Dark stacks. After the filter is applied the stacks are
averaged out to create a single image that can be subtracted to implement the
dark field correction, using the macro:

run("Grouped Z Project...","projection=[Average Intensity]
group="+nSlices);

While this correction is sufficient for the application in this work, usually it
would be necessary to remove the white spots by designing a proper filter [57].
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Figure 4.2: The functions "Gaussian blur" and "remove outliers" are applied sequentially.
The order in which they are reported represents the order in which they were applied.In
the first plot, each curve represents the grayvalue of the pixel as a function of the pixel
number, the data were acquired along the line defined with the macro: 'makeline(148,
720, 1892, 720)’. In the second image the grayvalue of every plot is an average of the
pixels intensity along the x-th pixel column, this data were acquired with the macro:
'makeRectangle(0, 0, 2048, 2048)’.

The darkfield correction was applied not only to the sample radiographs, but
also to the stack of radiographs of the empty CCR, used for the flatfield correction.

4.3.2 Flatfield correction

The flatfield correction consists of dividing the sample radiographs by a reference
flatfield image, in order to obtain the neuron transmission due to the sample.
This correction was performed using reference stacks of the empty CCR, that were
acquired with acquisition times of 5 s, 15 s, and 30 s. For each of the three acquisi-
tion times multiple radiographs were taken, those will be averaged to obtain three
flatfield images, that can be used to divide the sample radiographs with the corre-
sponding acquisition time. Flatfield stacks are acquired by uniformly radiating the
CCR with the neutron beam, thus obtaining images that contain informations on
the transmission due to instrumental setup. For simplicity, the flatfield correction
was performed on the empty CCR instead of the sample container. Just like sam-
ple radiographs, flatfield images record an intensity that depends on the camera
artifacts, as well as the neutron transmission. Therefore the darkfield correction
was also performed on the flatfield stacks.
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When working with neutrons it is important to take into account that their
flux may vary significantly from one radiography to another.
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Figure 4.3: Beam counts as a function of time measured by the GS20 detector, for three
different acquisition times.

Figure 4.3 reports as an example the beam counts as a function of time, regis-
tered during the experiment, for three different data acquisitions. The beam count
represents the total number of neutrons that are measured by the GS20 monitor
during the 5 s, 15 s or 30 s long data acquisitions. It is clear that this flux might
vary significantly from one radiography to another, thus we have to take this into
account when constructing the flatfield correction image. Two types of corrections
were assessed:

e Normalization correction: this consists of normalizing each flatfield ra-
diography by the number of its neutron counts. In order to obtain intensity
values grater than one in each pixel, we actually divide by the number of
counts of the respective radiography and multiply by the mean value of the
counts of each radiography of the stack.

e Standard deviation correction: given the total number of counts of every
slice in the stack, for each of the three acquisition times, it is possible to
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construct its standard deviation. This number is used to discard slices that
have a number of counts that exceeds the standard deviation, which are
considered outliers.

The macros for both these corrections are shown in appendix B. It is important
to notice that each of the corrections has to be implemented on a radiography
where the blackfield is already been subtracted. Moreover once the correction is
performed, the stack is again averaged to obtain one image, using the same macro
command used to average the darkfield stacks.

The two corrections were compared to the image obtained by averaging the
stack without implementing any correction. In order to compare them, each cor-
rection image was divided by the non-corrected image by using the macro:

imageCalculator("Divide create slice",
"AVG_Result of CCR_b5s_PH40-1","AVG_Result of CCR_5s_PH40");
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Figure 4.4: Comparison between normalization and standard deviation corrections, nor-
malized by non-corrected image. This image only represents the central area obtained
using the macro makeRectangle(556, 548, 880, 900);

Results are shown in figure 4.4. Both corrections do not differ more than 1%
from the raw data average and therefore we consider them equally valid. We
choose to treat flatfield images with the standard deviation correction assuming
that the results would improve by excluding outliers. Moreover, not dividing each
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radiography by the number of counts allows us to work with pixel that still have
integer intensities.

4.3.3 Field of view correction

Figure 4.5: Example of a radiography showing the area chosen in order to perform the
field of view correction, the area is identified with the macro: makeRectangle(1548, 384,
188, 1300);.

As shown in figure 4.3 the neutron flux has a strong time dependence that is due
to the specifics of the source. It is therefore important to take into account that the
number of transmitted neutrons also depends on the number of incident neutrons.
A possible solution to this is to apply the normalization correction described before
for the flatfield stacks, however it is preferred to use a field of view correction, for
both flatfield and sample radiographs. This correction consists in selecting an area
of each sample radiography, where the neutrons are being transmitted and the
sample is not present. As an example figure 4.5 shows the area chosen for our
setup. Using the function:

run("Measure") ;

It is possible to obtain the mean intensity of pixels in this area, that can be
used to normalize the entire slice. This correction was performed on every slice of
the sample stacks, but only after the other corrections were applied.
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4.3.4 Implementation of corrections and systematic errors

The total implementation of background noise corrections allowed us to obtain
three corrected stacks of radiographs that we will analyze in the next section. The
operations that are performed on raw data to obtain the corrected stack can be
summarized by the following formula:

STACKRaw — SLICEpak
SLICEp)at — SLICEpax

STACK orrected = (4.1)

Where SLICEp,,x and SLICEgy,, are the two images obtained by averaging the
dark stacks and flat stacks, after corrections are performed, and STACKR,,, is the
stack of the raw sample data. After this operations were performed, the field of
view correction was implemented on the corrected stacks. While interpreting the
resulting stacks it is important to take into account that these corrections could
induce some systematic errors. As an example, the method chosen to treat the
dark stacks does not treat hot pixels, however for the purpose of this work we
are going to average the transmission value on areas of the image that are big
enough to neglect this error. Moreover, the intensity of hot pixels does not depend
strongly on time, and its dependence is stochastic, therefore their contribution
may constitute an off-set on the transmission value, but will not disrupt the time
dependence of ortho-para conversion.

Another offset on the transmission is due to the fact that the flatfield correction
is performed using empty CCR radiographs instead of radiographs of the MOF
before hydrogen adsorption. However the MOF is a powder, which means that
it could have different densities depending on the observed section, and it could
move around during hydrogen loading. Therefore it was preferred to use a more
uniform background. As a consequence, the material of the sample container is
also not accounted for, however due to scattering cross section of aluminium being
so small we can neglect this contribution.

The field of view correction was implemented assuming a uniform spatial dis-
tribution of neutrons in the incident beam, in order to reduce the error due to
this correction the field of view was chosen to be as big as possible. It is also
important to notice that scattered neutron can still reach the detector, disrupting
the intensity of transmitted neutrons. Moreover the neutron source is not mo-
noenergetic, therefore we neglect the error due to the energy dependence of the
scattering processes [58].

All of the corrections that were performed in this work can more easily be
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implemented using packages for tomographic data processing as NeuTomPy [59].

4.4 Neutron imaging for the catalysed ortho-para

conversion

In this section we will describe the procedure used to obtain the characteristic con-
version time of the catalysed ortho-para conversion. In particular, this procedure
will be implemented in multiple regions of interest, obtaining a grid of values for
the conversion time, which allowed us to explore the spatial distribution of this
phenomenon.

4.4.1 Ortho-para conversion: transmission measurements

Once the raw transmission data has been treated following the procedure in the
previous section, it is possible to extract time dependence of the measured trans-
mission by using the following ImageJ command on a selected area:

run("Plot Z-axis Profile");

Given a certain stack of radiographs, this function will plot the selected area
mean gray value versus the slice number. Since the slices inside the stack progress
as a function of time, this allowed us to extract a time dependence. Before using
the command above, it is important to choose the region of interest (ROI) of which
we want to extract the time dependent transmission. ROIs can be selected using
the macro:

makeRectangle(x, y, width, height)

This creates a rectangle that has the top left corner in the coordinates (x,y), which
are expressed as a function of the number of pixels, and has specified width and
height. Ideally, one could choose a ROI as big as the whole sample, however this
area is too big to obtain meaningful results because hydrogen may not reach every
point of the sample, and does not reach them simultaneously. Therefore we want
to investigate multiple smaller ROIs and compare the results. We choose ROIs
of 50 x 50 pixels, which roughly correspond to 1 cm? sections of the sample. As
an example, we chose to represent five different ROIs, labeled with letters from A
to E. These are defined by varying the y coordinate and maintaining the z fixed,
therefore varying the depth within the sample. Figures from 4.6 to 4.10 report the
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location of the five ROIs, as well as plots of the average pixel grayvalue in that
area, which is proportional to transmission, as a function of time.

Every plot is constituted of three curves following each other: each one refers
to a different stack, acquired at a certain acquisition time.

As mentioned before, slices were acquired with shorter acquisition times during
loading because this process has a shorter time scale compared to the opC.

Observing the plots in figures from 4.6 to 4.10, it is possible to notice an initial
plateaux, which represents the value of the transmission before hydrogen is loaded.
Here, transmission depends on the scattering cross section of sample container and
MOF, and it is therefore constant as a function of time.

After a couple of minutes, the hydrogen is loaded: this is when the scattering
cross section increases abruptly, consequently decreasing transmission.
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Figure 4.6: ROI A, selected with the function 'makeRectangle(800, 800, 50, 50)’
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Figure 4.7: ROI B, selected with the function 'makeRectangle(800, 900, 50, 50)’
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function 'makeRectangle(800, 1000, 50, 50)
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function 'makeRectangle(800, 1100, 50, 50)’

\\HH‘ T \\\HH‘ T \\HH\‘ T \\\HH‘ T T T
_ 086 .
.2
2
2 084 i
o
&
H — 5s
0.82 -{ —— 15s N
— 30s
1 T Ll

LTI T Tl Lol Lol Lol
10 102 103 104
Time (s)

Figure 4.10: ROI E, selected with the function 'makeRectangle(800, 1200, 50, 50)’
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The jump in the transmission depends on the fact that loading is fast compared
to the almost three hours long experiment. However, comparing plots from 4.6 to
4.10, it is possible to notice the hydrogen molecules percolating inside the powder
by observing that the transmission jump happens slightly later at the bottom of
the container.

Especially for the ROIs that are closer to the surface, transmission is slightly
disturbed by the hydrogen loading, because the powder moves around. After
loading is complete, the ortho-para conversion is clearly visible in each graph.
The same measurements are performed for other four ROIs, which were chosen in
order to sample the superficial layers of the powder. These ROIs have the same
dimension as before (50 x 50 pixels), and are labeled with letters from F to I
(figures from 4.11 to 4.14).
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Figure 4.11: ROI F, selected with the function 'makeRectangle(900, 800, 50, 50)’
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Figure 4.12: ROI G, selected with the function 'makeRectangle(1000, 800, 50, 50)’
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Figure 4.13: ROI H, selected with the function 'makeRectangle(1100, 850, 50, 50)’

0.9 T T T T
= 0.85 .
2
2
2 0.8 - .
o
= — 5s
0.75 || — 15s i
—— 30s

| T Tl Lol Lol Lol
10 102 103 104
Time (s)

Figure 4.14: ROI I, selected with the function 'makeRectangle(1200, 850, 50, 50)’

It is possible to notice a more complex behaviour for those ROIs that are closer
to the surface. In particular, ROI H and I are very close to a region where the
powder is absent, near the top right corner of the container. The absence of powder
is noticeable because the area is lighter in color, due to higher transmission.

4.4.2 Characteristic conversion time

From transmission plots obtained in the previous section, it is possible to extract
the time dependence of the ortho-hydrogen concentration. To do so, we firstly
consider the Beer-Lambert law (equation 2.6) introduced in chapter 2. In our
specific case, transmission depends on multiple terms: we need to take into ac-
count the sample container, the MOF powder, and the two hydrogen modifications.
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However, only the concentrations of ortho- and para-hydrogen have a time depen-
dence, therefore we can consider transmission due to sample container and MOF
as a multiplying constant. The Beer-Lambert law becomes:

T = Tror Teontaimere "7 e 100700 =TT emonm oo (4.2)
where o(t) is the ortho-concentration as a function of time, and (1 — o(t)) is the
para-concentration. From the equation above it is clear that the negative logarithm

of transmission can be written as:

—InT =C+ o(t)(o, — 0p)x (4.3)

where the constant C' contains information on the sample and container transmis-
sion, as well as para-hydrogen cross section and sample thickness. Applying the
negative logarithm to transmission data is therefore the first step in studying the
time dependence of the opC.

Figure 4.15 represents the negative logarithm of the transmission for the ROIs

chosen in the previous section.
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Figure 4.15: -In(T},0rm) is plotted as a function of time for the different ROIs chosen
above.

The two plots separately show the ROIs that vary vertically and horizontally
respectively. In these figures, the transmission was normalized by a constant con-
taining information on T); and T,. This constant was calculated as the average
transmission value of the plateaux, which can be observed at initial times of the
transmission plots, before hydrogen loading. This procedure is not essential, but it
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allows us to visualize data so that the initial ortho-concentration is equal to zero,
as it should be since there’s no hydrogen in the MOF.

In order to infer the correct time dependence of the ortho-concentration, it
is necessary to fit our data. We expect to observe the trend typical of adsorbed
hydrogen, reported in equation 1.21. For this reason we fit our data with the
function:

t—

=4 C (4.4)

F = Ae™

Where A contains the constant [(0,—0,)z] as well as the initial ortho-concentration
0o, and tg is the time at which the conversion starts.

Fitting is performed using Mantid. In this Python-based software it is possible
to fit data with a user defined function, using the command:

Fit(Function=’name=UserFunction,Formula=A*exp(-(t-t0)/tau)+C,
A=0.108322, t0=2000,tau=2929.79,B=0.00920422,ties=(t0=2000)"’,
InputWorkspace=’1nT_tot_17K_X’+str(x)+’_Y’+str(y),
Output=’1nT_tot_17K_X’+str(x)+’_Y’+str(y), OutputCompositeMembers
=True, StartX=x0, EndX=21301, Normalise=True)

where we provided the formula, as well as the initial guess for each parameter. We
chose to fix the value of ¢, = 2000 (~ 33 min). This fixed parameter was selected
in order to accommodate each curve, taking into account that the conversion starts
at slightly different times in each ROI, depending on the depth within the sample.
Fitting range is therefore t=2000-21301 s (~ 33-355 min), except for ROI E, which
is fitted in the interval t=3500-21301 s (~ 58-355 min).

To calculate errors for the parameters A, B and 7, we firstly need to estimate
transmission errors. ImageJ allows the user to calculate the mean value and the
corresponding standard deviation of pixels, in a selected area. Doing this over 50 x
50 ROIs, in different slices, it is possible to notice that the standard deviation is on
average equal to 2% of the corresponding transmission value. Taking into account
other possible errors due to the instrument setup, we estimated the transmission
error to be equal to 5% the corresponding value (AT = 0.05 T"). Errors of the
quantity (—1In(7")) can be computed by error propagation as:

d(—1In(T)
ar

Knowing this, Mantid is able to calculate the errors of the fitted parameters,

d(—n(T)) = ' ‘ AT = %0.05T —0.05 (4.5)

which are reported in table 4.1 together with their corresponding value.
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Table 4.1: Fitting parameters obtained for each ROL.

ROI T A B

A 2573 £ 573 0.100 £ 0.009 0.017 &+ 0.004
B 3812 £ 676 0.134 £+ 0.008 0.013 + 0.006
C 4155 + 749  0.135 &+ 0.008 0.012 £+ 0.007
D 3807 £ 709 0.127 £ 0.008 0.013 + 0.006
E 3796 + 2415 0.063 4+ 0.01  0.0154 0.008
F 2916 £ 533 0.123 £ 0.008 0.016 + 0.005
G 2868 £ 488 0.132 £ 0.008 0.020 + 0.005
H 2929 + 610 0.108 = 0.008 0.009 + 0.005
I 2880 £ 459  0.1414 0.008 0.019 + 0.005

Apart for the specific case of ROI E, the relative uncertainty of the character-
istic conversion time of each ROI is around 20 % of the corresponding value.

4.4.3 Spatial distribution

Figure 4.16: Radiograph of the sample container loaded with HKUST-1 and liquid H,,
a grid is overlaid to represent the different ROIs for which the conversion time (7) is
calculated.

The next step in this study was to investigate the spatial distribution of this
phenomena. We chose to sample the radiographs in a 10 x 10 grid, where each
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ROI still has a dimension of 50 x 50 pixels. Data acquisition was automated using
ImageJ macros, specifically using a program reported in appendix C. The grid is
represented in figure 4.16, here it was overlaid on a sample image, in order to show
the different ROIs for which the conversion time is calculated.

Mantid analysis was also implemented for the grid, and is reported in appendix
D. In figure 4.17a we report values for the characteristic conversion time in each
ROI of the grid, represented by a color map.
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Figure 4.17: Color map of the values of 7 (a), and its error (b).
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Figure 4.18: Color map of the values of 7 (a), and its error (b), obtained by removing
outliers.
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Figure 4.17a shows their corresponding errors. From both the 7 values and
their errors in the color maps, it is possible to notice some outliers. In the top
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right corner outliers are due to the fact that data is acquired where there is no
powder. This can be easily seen from figure 4.16. In the bottom left corners
outliers portray an area where hydrogen failed to reach.

Removing the outliers, the color maps are easier to interpret (see figure 4.18).
Observing the color map in figure 4.18a, it is possible to notice that the value
of 7 seems to vary systematically in the central area. However, the error color
map in 4.18b shows that this systematic increment in the values of 7 corresponds
to a systematic increment in their error. This can therefore be explained as a
consequence of fitting, that we consider uncorrelated with physical phenomena.
Except for this systematic error, the distribution of the values of 7, reported in
figure 4.19, seems to be consistent with a normal distribution.
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Figure 4.19: Histogram of the values of 7.

The value of the characteristic conversion time was calculated for many ROIs,
therefore it is now possible to calculate their average and standard deviation, and
confront the latter with experimental errors.

In figure 4.20 the rows of the grid are shown. Each point corresponds to a ROI
in the grid, with its error bar. The mean value of 7 is represented as a black line.
The orange lines represent the error given by one standard deviation.

The mean value of 7 obtained by excluding the outliers gives a characteristic
conversion time equals to 3512 s, with a standard deviation of 393 s. Therefore we
can conclude that:

7 = 58 £ 6 minutes (4.6)
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Figure 4.20: Values of T represented for different rows, as a function of the x coordinate
of the ROL

This result is 80 times smaller compared to that of the free hydrogen, which
is coherent with results obtained for other catalysts. As an example Romanelli et
al. report a characteristic conversion time of ca. 100 min [38].

4.5 Neutron transmission for ortho- and para- cross
sections

Neutron transmission data were acquired at the VESUVIO beamline of the ISIS
neutron and muon source. The purpose of this experiment was to measure the
adsorbed dihydrogen scattering cross section at 30 K, as a function of the incident
neutron energy, in order to establish if they differ from those of the 3D rotor, as
we would expect for this type of material.

4.5.1 Data analysis

Transmission data of the MOF containing H, were acquired for three different hy-
drogen concentrations, as a function of incident neutron energy. Each of the three
measurements is composed of multiple runs, that we summed in order to obtain
an average spectrum with high S/N ratio. Since at a temperature of 30 K molec-
ular hydrogen undergoes the opC, we need to make sure that there’s no kinetics
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involved before averaging the measurements, so that we obtain the cross section of
the system at equilibrium. Knowing the characteristic conversion time obtained in
the previous section, we are able to discard the first three measurements, during
which the conversion is still tacking place.

In order to perform background noise corrections flatfield data were also ac-
quired. Both H, data and flatfield data were normalized by the number of counts
of the incoming beam, also as a function of the incident neutron energy, in order
to take into account the variability of the neutron source flux.

In contrast to the imaging setup, here the sample is smaller, has fixed thickness
in every point and the powder can not move around as much, therefore it makes
sense to acquire flatfield data of the CCR containing the MOF. This allows us to
subtract both the MOF and sample container contribution to the cross section.
To do so we divide the normalized H, data by the normalized flatfield data using
Mantid.

Finally, just like for the imaging data, we perform the negative logarithm of
transmission, in order to take into account the Beer-Lambert law (equation 2.6).
In this case, we assume the concentration of ortho- and para-hydrogen to be fixed,
as well as the sample thickness. This means that they only contribute as an offset
to the scattering cross section.

4.5.2 Neutron scattering cross section of adsorbed hydrogen

After processing, we are able to plot the experimental scattering cross sections as a
function of energy, for hydrogen adsorbed by HKUST-1. Figure 4.21 portraits the
three different runs with their experimental error. These errors are estimated from
the ToF dependent beamcounts assuming they reproduce a Poisson distribution.
It is interesting to notice that the error bars are smaller in the central region,
this is due to the H,O moderator, which thermalizes neutrons so that the their
distribution has a peak around %K sT.

The shape of the cross sections as a function of energy appears to be consistent
in each run. The difference between the three measurements is due to the different
hydrogen concentrations. It is possible to prove this by comparing their average
value at high energies, which correspond to the limit of o¢. In fact, the three runs
tend to values of 0.021 + 0.003, 0.017 £ 0.003 and 0.032 £ 0.004 respectively.
These values were obtained averaging the data at energies higher than 103 meV,
and their errors are estimated with the respective standard deviations. It is pos-
sible to show that their ratios correspond within the error to the ratios of their
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concentrations. In fact the ratio between run 1 and run 2, which is 1:1.3=0.77
corresponds to a measured ratio of 0.8 £ 0.2, similarly the ratio 1.3:2=0.65 corre-
sponds to the measured ratio 0.6 + 0.2 and 1:2=0.5 corresponds to 0.5 + 0.2. Here
each error was estimated by propagating the two standard deviations associated
with each average value.
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Figure 4.21: Experimental scattering cross sections of hydrogen adsorbed by HKUST-1,
reported for different Hy to Cu ratios.

To better compare the three experimental cross sections, they can be scaled so
that average experimental o of each run corresponds to a common value, which
is the o of theoretical calculations. In figure 4.23 the scaled measurements are
compared with theoretical cross sections. The ortho- and para- theoretical cross
sections were calculated using the Young and Koppel equations reported in chapter
3 [52], which describe the case of the 3D rotor.

The total scattering cross section can be calculated by linear combination of
the ortho- and para- cross sections, weighted with their concentrations. In figure
4.22 are reported the ortho- and para- concentrations for four hindering strengths
as a function of temperature, for which we had to ensure convergence. Using these
partition functions the concentrations were calculated at 30 K for each hindering
strength. The values of the concentrations at 30 K are reported in table 4.2.
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Figure 4.22: Ortho- and para- concentrations as a function of temperature for four dif-
ferent hindering strengths, the case of ®¢y=0 corresponds to the three dimensional case.

Table 4.2: Ortho- and para- concentrations calculated using the partition functions of
ortho- and para-hydrogen, for a two dimensional rotor, for different hindering strengths,
at 30 K.

T,/B pH, (%) oM, (%)

0 97 3
10 89 11
20 83 17
70 78 22

In figure 4.23 it is possible to notice that the experimental runs do not match
the 3D rotor cross section (black) in the thermal energy range. This result sug-
gests that the adsorbed hydrogen molecules may behave as a hindered rotor. We
therefore compare data to three more curves, which are labeled as &, = 10 B,
®y = 20 B and &y = 70 B. These curves are obtained using the 3D ortho- and
para- cross sections, but considering concentrations that are obtained using the
2D partition function at 30 K, for each hindering strength. When comparing ex-
perimental curves to theoretical calculations, it is important to take into account
that above 9 meV the energy of the incident neutrons is great enough to promote
some of the para-hydrogen molecules, which at this temperature are in the lowest
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Figure 4.23: Comparison between the experimental data and theoretical calculations.
The black line represents the cross section of a three dimensional rotor at 30 K. The
other three theoretical cross sections are calculated by weighting the ortho- and para- 3D
cross sections with concentrations obtained with a 2D partition function, as a function
of the hindering strength. The dashed line represents the best fit for our data, obtained
using this method.

energy state (J=0), to ortho-hydrogen (J=1). Therefore we identify as the best
fit the theoretical curve that matches experimental data under 9 meV. Figure 4.23
shows that the data in runs 1 and 3 is best represented by the dashed curve, cor-
responding to a hindering strength of ® = 20 B. In figure 1.5 it is possible to
notice that at this strength the hindering is not particularly strong, especially at
high energies. However, using the partition function, it is possible to prove that
at T=30 K and ® = 20 B most of the molecules (83 %) are in the first energy
level (J =0, my = 0). The second energy level (J =1, m; = 1) is occupied by
17 % and the occupation percentage of the third lowest level (J =2, m; = 2) is
of the order of 107%. The first two levels differ of 1.19 B and could therefore be
associated with the behaviour of a partially hindered rotor.

The significant difference between run 2 and the other runs could be due to
its lower hydrogen concentration. In fact, such a low scattering cross section
could render the measurement more subject to background noise error due to the
environmental v-ray background. However this difference could also be due to
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the fact that when the concentration exceeds the Cu to H ratio of 1:1, hydrogen
will start filling other adsorption sites, which have lower binding energies. If the
binding energy is lower, the hindering strength is lower, which could explain why
runs 2 and 3 are in agreement with a partially hindered rotor model.
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Figure 4.24: The comparison between the experimental data of run 3 and theoretical
calculations of figure 4.23 is shown for the central region, in order to better visualize the
difference between calculated and experimental slopes in the cross sections.

Moreover in figure 4.24 one can observe that the slope of the cross sections is
not well represented by our approximation, we expect this problem to be solved
by calculating the ortho- and para- cross sections of a hindered rotor. It is in fact
important to stress that the ortho- and para- cross sections used to obtain these
curves are calculated for a three dimensional rotor, and that the calculations for
the 2D cross sections could turn out to be in agreement with a model that presents
a different hindering strength.
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Conclusions and outlook

Currently metal organic frameworks are attracting interest as potential hydrogen
storage materials [12|, rendering necessary to investigate how molecular hydrogen
interacts with these complex structures.

In this work we performed neutron transmission and neutron imaging experi-
ments on molecular hydrogen adsorbed by one particular MOF, known as HKUST-
1. This MOF is particularly interesting for storage applications because of its
unsaturated metal bonds.

Imaging experiments were performed ad the IMAT beamline of the ISIS neu-
tron and muon source. Here, a time resolved imaging technique allowed us to
characterize the ortho-para conversion rate as a function of time and space, for
different regions of interest. We report that the ortho-hydrogen conversion rate
depends linearly on the ortho-concentration, presenting an average characteristic
conversion time of 58 minutes, at a temperature of 17 K. This result clearly indi-
cates that the ortho-para conversion is catalysed by the MOF, as the free hydrogen
conversion time is of ca. 79 hours [10].

Moreover we showed that the possibility to explore the spatial distribution of
the sample renders imaging techniques particularly appealing for industrial and
engineering applications.

Transmission experiments were performed at the VESUVIO beamline of the
ISIS neutron and muon source. Here, transmission measurements were performed
as a function of neutron energy using the time of flight technique.

The same MOF was observed, in order to determine the total scattering cross
section of adsorbed hydrogen. Comparing it to the theoretical scattering cross sec-
tion of free hydrogen we were able to show that this system is not well represented
by the 3D rotor model, suggesting that a 2D rotor model might be more fit to
represent adsorbed hydrogen rotational behaviour.

With a simplified approximation, we compared experimental data to a model
that uses a 3D scattering cross section, weighted with 2D ortho- and para- partition
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functions, showing that data are better represented assuming the presence of a
hindering potential.

The next step in this line of work would be to calculate the total scattering cross
section of the hindered hydrogen molecule, in order to compare it with experimen-
tal data. Moreover the experimental uncertainties due to high ~-ray background
noise indicate a need to develop detectors with higher neutron efficiency and lower
~ sensitivity for more reliable measurements.
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Appendix A

Ortho- and para- partition
functions, concentrations and heat
capacities for 2D and 3D rotors

# -*- coding: utf-8 -*-
Created on Sat May 27 13:13:34 2023

Q@author: margherita

import numpy as np
import matplotlib.pyplot as plt

rotor = "2D"

"""H2 properties and other constants"""
M =2.016 # a.m.u.

re = 0.74

hbar = 2.0445 # (meV*a.m.u.)"0.5 / A-1
Kb=8.617281e-2 #meV/K

ortho=1

para=0
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conversion=1.60218%6.02214/8.314462618*10 #conversion constant used to
obtain Cv/R

T=30 # concentrations calculated at this temperature
Tmax=300
NK=5 #numero di stati rotazionali
NmJ=12 # number of eigenvalues calculated for each mJ in the input plot
B = hbar**2/(M/2.)/re**2 #meV, energy constant of rotational levels
"""Hindered rotor eigenvalues for 2D calculations"""
hindering_strength = 70 #normalized by B
filename = "hindered rotor levels ml2 phi500.txt"
with open(filename, "r") as file:

for _ in range(hindering strength - 1):

file.readline()

line = file.readline().strip()

values = line.split(Q)

eigenvalues= [float(el) for el in values ]

def eigenvalues2D(mJ,J):
if mJ<=J and 2*NK<NmJ:
e=eigenvalues [mJ*NmJ+J-mJ]
return e
else:
return "mJ can not be greater than J, or your input\
file does not have enough Js for each mJ"

def partition_function(I, temp)
beta = 1. / 8.617281e-2 / temp # 1/meV

if rotor == "3D"
PK = np.zeros(2xNK)
for k in range(2*NK):
PK[k] = (2.xk+1) * np.exp(-B * k * (k+1.) * beta)
PK[k] #*= np.abs( (-1)**k + (-1)*xI)/2.
PK = PK.sum(Q)
return PK

elif rotor == "2D"
PK = np.zeros (2% (NK**2)+NK)
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i=0
for k in range(2*NK):
for mk in range(0,k+1):
EV= eigenvalues2D (mk,k)
PK[i] = np.exp(-B * EV * beta)
if mk > 0 : PK[i] *= 2.
PK[i] *= np.abs( (-1)**k + (-1)**I)/2.
i=i+l
PK = PK.sum()
return PK

T_values = np.linspace(0.0001, Tmax, 100)
Ortho_concentration_3D_values =[]
Para_concentration_3D_values=[]

for t in T_values:
Para_concentration_3D_values.append\
(partition_function(0,t)/(partition_function(0,t)+3*partition_function(1,t)))
Ortho_concentration_3D_values.append\
(3*partition_function(l,t)/(partition_function(0,t)+3*partition_function(l,t)))

plt.plot(T_values, Para_concentration_3D_values)
plt.plot(T_values, Ortho_concentration_3D_values)
plt.xlabel(’T’)

plt.ylabel(’Concentration’)
plt.title(’Ortho-para concentrations’)

plt.show()

if rotor == "3D":
print("The 3D Ortho concentration at temperature %g K is %g %%"\
%(T,3*partition_function(1,T)/(partition_function(0,T)+\
3xpartition_function(1,T))*100))
print("The 3D Para concentration at temperature %g K is %g %%"\
%(T,partition_function(0,T)/(partition_function(0,T)+\
3*partition_function(1,T))*100))

elif rotor =="2D":
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print("The 2D Ortho concentration at temperature %g K is %g %%"\
%(T,3*partition_function(1,T)/(partition_function(0,T)+\
3xpartition_function(1,T))*100))

print("The 2D Para concentration at temperature %g K is %g %%"\
%(T,partition_function(0,T)/(partition_function(0,T)+\
3*partition_function(1,T))*100))

def Para_Cv(temp)
if rotor=="3D":
beta = 1. / Kb / temp # 1/meV
E2avg = np.zeros(2xNK)
Eavg = np.zeros(2*NK)
PK=np.zeros (2*NK)
for k in range(2*NK):
J=2xk
E2avgl[k] = ((B*J*x(J+1.))**2)*(2.%J+1.) * np.exp(-B * J *
(J+1.) * beta)
Eavgl[k] = B*¥J*(J+1.)*(2.%J+1.) * np.exp(-B * J * (J+1.) *
beta)
PK[k] = (2.%J+1.) * np.exp(-B * J x (J+1.) * beta)

E2AVG = E2avg.sum()
EAVG = Eavg.sum()

E2AVG /= PK.sum()

EAVG /= PK.sum()

EAVG2= EAVG**2

return conversion*(E2AVG-EAVG2)/ (Kb*temp**2)

elif rotor=="2D":

beta = 1. / Kb / temp # 1/meV
E2avg2D = np.zeros (2% (NK**2)+NK)
Eavg2D = np.zeros (2% (NK**2)+NK)
PK2D = np.zeros (2% (NK**2)+NK)
k=0
mk=0
i=0
for k in range(2*NK):

for mk in range(0,k+1):
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EV= eigenvalues2D(mk,k)

PK2D[i] = np.exp(-B * EV * beta)
if mk > O : PK2D[i] *= 2.
PK2D[i] *= np.abs( (-1)**k + (-1)*xpara)/2.

E2avg2D[i] =((EV*B)**2) * np.exp(-B * EV * beta)
if mk > 0 : E2avg2D[i] *= 2.
E2avg2D[i] *= np.abs( (-1)**k + (-1)**para)/2.

Eavg2D[i] = EV#B * np.exp(-B * EV * beta)
if mk > 0 : Eavg2D[i] *= 2.
Eavg2D[i] *= np.abs( (-1)*xk + (-1)**para)/2.

i=i+1

E2AVG2D = E2avg2D.sum()

EAVG2D = Eavg2D.sum()

E2AVG2D /= PK2D.sum()

EAVG2D /= PK2D.sum()

EAVG22D= EAVG2Dx**2

PK2D /=PK2D.sum()

return conversion* (E2AVG2D-EAVG22D)/ (Kb*temp**2)

def Ortho_Cv(temp)
if rotor=="3D":
beta = 1. / Kb / temp # 1/meV
E2avg = np.zeros (2*NK)
Eavg = np.zeros (2*NK)
PK=np.zeros (2*NK)
for k in range(2*NK):
J=2xk+1
E2avg[k] = ((BxJ*x(J+1.))**2)*(2.%J+1.) * np.exp(-B * J *
(J+1.) * beta)
Eavgl[k] = B*xJ*(J+1.)*(2.%J+1.) * np.exp(-B * J x (J+1.) *
beta)
PK[k] = (2.*%J+1.) * np.exp(-B * J * (J+1.) * beta)
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E2AVG = E2avg.sum()
EAVG = Eavg.sum()

E2AVG /= PK.sum()
EAVG /= PK.sum()
EAVG2= EAVG**2
return conversionx*(E2AVG-EAVG2) / (Kb*temp**2)
elif rotor=="2D":
beta = 1. / Kb / temp # 1/meV
E2avg2D = np.zeros (2* (NK**2)+NK)
Eavg2D = np.zeros (2* (NK**2)+NK)
PK2D = np.zeros (2% (NK**2)+NK)
k=0
mk=0
i=0
for k in range(2*NK):
for mk in range(0,k+1):
EV= eigenvalues2D (mk,k)

PK2D[i] = np.exp(-B * EV * beta)
if mk > O : PK2D[i] *= 2.
PK2D[i] *= np.abs( (-1)**k + (-1)#**ortho)/2.

E2avg2D[i] =((EV*B)**2) * np.exp(-B * EV * beta)
if mk > 0 : E2avg2D[i] *= 2.
E2avg2D[i] #= np.abs( (-1)**k + (-1)#**xortho)/2.

Eavg2D[i] = EV*B * np.exp(-B * EV * beta)
if mk > 0 : Eavg2D[i] *= 2.
Eavg2D[i] *= np.abs( (-1)*xk + (-1)**ortho)/2.

i=i+1
E2AVG2D = E2avg2D.sum()
EAVG2D = Eavg2D.sum()
E2AVG2D /= PK2D.sum()
EAVG2D /= PK2D.sum()
EAVG22D= EAVG2D**2
PK2D /=PK2D.sum()
return conversion*(E2AVG2D-EAVG22D) / (Kb*temp**2)
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def Three_to_one_Cv(temp) :
EQ=(3./4.)*0rtho_Cv(temp)+(1./4.)*Para_Cv(temp)
return EQ

def Equilibrium_Cv_3D(temp):
beta = 1. / Kb / temp # 1/meV
E2avg = np.zeros (2*NK)
Eavg = np.zeros (2*NK)
PK=np.zeros (2*NK)
for J in range(2*NK):
E2avg[J] = ((B*J*(J+1.))**2)*(2.%xJ+1.) * np.exp(-B * J * (J+1.) *
beta)
Eavg[J] = BxJ*x(J+1.)*(2.%J+1.) * np.exp(-B * J * (J+1.) * beta)
PK[J] = (2.%¥J+1.) * np.exp(-B * J * (J+1.) * beta)
if Jh2!'=0:
E2avg[J] *=3
Eavg[J] *= 3
PK[J] =*=3
E2AVG = E2avg.sum()
EAVG = Eavg.sum()
E2AVG /= PK.sum()
EAVG /= PK.sum()
EAVG2= EAVG**2
return conversion*(E2AVG-EAVG2)/(Kb* (temp**2))

T_values = np.linspace(0.0001, Tmax, 100)
03_values =[]

P3_values=[]

T3_values=[]

E3_values=[]

for T in T_values:
03_values.append (Ortho_Cv(T))
P3_values.append(Para_Cv(T))
T3_values.append(Three_to_one_Cv(T))
E3_values.append(Equilibrium_Cv_3D(T))
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if rotor == "3D":

with open("Para_Cv_3D.txt", "w") as f:
for t, P_val in zip(T_values, P3_values):
f.write(f"{t}\t{P_val}\n")

with open("Ortho_Cv_3D.txt", "w") as f:
for t, P_val in zip(T_values, 03_values):
f.write(£"{t}\t{P_vall}\n")

with open("Three_to_one_Cv_3D.txt", "w") as f:
for t, P_val in zip(T_values, T3_values):
f.write(f"{t}\t{P_val}t\n")

with open("Equilibrium_Cv_3D.txt", "w") as f:
for t, P_val in zip(T_values, E3_values):
f.write(f"{t}\t{P_vall\n")
elif rotor == "2D":
with open("Para_Cv_2D.txt", "w") as f:
for t, P_val in zip(T_values, P3_values):
f.write(£"{t}\t{P_vall\n")

with open("Ortho_Cv_2D.txt", "w") as f:
for t, P_val in zip(T_values, 03_values):
f.write(f"{t}\t{P_val}\n")
with open("Three_to_one_Cv_2D.txt", "w") as f:
for t, P_val in zip(T_values, T3_values):
f.write(£"{t}\t{P_valF\n")

if rotor =="3D":
plt.plot(T_values, 03_values)
plt.plot(T_values, P3_values)
plt.plot(T_values, T3_values)
plt.plot(T_values, E3_values)
plt.xlabel(°T’)
plt.ylabel(’Rotational Cv/R’)
plt.show()

elif rotor== "2D":
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plt
plt
plt

.plot(T_values, 03_values)
.plot(T_values, P3_values)
.plot(T_values, T3_values)
plt.
plt.
plt.

xlabel(°T?)
ylabel(’Rotational Cv/R’)
show ()
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Appendix B

Background noise corrections

B.1 Normalization correction

open("/home/s1123564/Desktop/Empty_CCR_10K/CCR_5s_PH40")

imageCalculator("Subtract create stack", "CCR_5s_PH40","AVG_Darks_5s");
selectWindow("Result of CCR_5s_PH40");

Table.open("/home/s1123564/Desktop/Empty_CCR_10K/Timestamp_vs_Beamcount_
IMAT00018309_Empty_CCR_10KCCR_5s_PH40_log.txt");

m=0;

for (i = 1; i <= nSlices; i++) {
setSlice(i);
counts=parseFloat(Table.get("counts", i-1));
m=m+counts;

}

media=m/nSlices;

for (i = 1; i <= nSlices; i++) { //loop per normalizzare
setSlice(di);
counts=parseFloat(Table.get("counts", i-1));

run("Divide...", "value="+val+" slice");
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run("Grouped Z Project...", "projection=[Average Intensity]
group="+nSlices) ;

selectWindow("CCR_5s_PH40") ;

close();

B.2 Standard deviation correction

open("/home/s1123564/Desktop/Empty_CCR_10K/CCR_5s_PH40")

imageCalculator("Subtract create stack", "CCR_5s_PH40","AVG_Darks_5s");
selectWindow("Result of CCR_5s_PH40");

Table.open("/home/s1123564/Desktop/Empty_CCR_10K
/Timestamp_vs_Beamcount_IMAT00018309_Empty_CCR_10KCCR_5s_PH40_log.txt");

m=0;

for (i = 1; i <= nSlices; i++) {
setSlice(i);
counts=parseFloat(Table.get("counts", i-1));
m=m+counts;

}

media=m/nSlices;

SD=0

for (i = 1; i <= nSlices; i++) {
setSlice(i);
counts=parseFloat(Table.get("counts", i-1));
SD=SD+Math. sqr(counts-media) ;

}

StanDev=sqrt (SD/nSlices);

for (i = 1; i <= nSlices; i++) { //loop per normalizzare
//setSlice(i);
counts=parseFloat(Table.get("counts", i-1));
if (counts>media+StanDev) {
run("Slice Remover", "first="+i+" last="+i+" increment=1");

}
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if (counts<media-StanDev) {
run("Slice Remover", "first="+i+" last="+i+" increment=1");

}

run("Grouped Z Project...", "projection=[Average Intensity]
group="+nSlices);

selectWindow("CCR_5s_PH40");

close();

B.3 Total background corrections

[I1177777777777777777777777777777777777777777777777777777777777777777

[/7777777777/7/7/7/7/7/7////// DARKS //////////////////////////////

[I1177777777777777777777777777777777777777777777777777777777777777777

//////// open stack ////////

open("/home/s1123564/Desktop/MOF_Darks/Darks_5s") //77no conteggi da norm
II11771777777777777777777777777177

run("Median 3D...", "x=2 y=2 z=2");

//run("Gaussian Blur...", "sigma=4 stack");

//run("Remove Outliers", "block_radius_x=40 block_radius_y=40

standard_deviations=3 stack");

run("Grouped Z Project...", "projection=[Average Intensity]
group="+nSlices) ;

selectWindow("Darks_5s");
close();
[1177777777777777777777777777777777777777777777777777777777777777/777
//////7//7//7/7/7/7////7/7//////// EMPTY CCR /////////////////////////
[117777777777777777777777777777/77777777777777777777777777777777/7/777
//////// open stack ////////
open("/home/s1123564/Desktop/Empty_CCR_10K/CCR_5s_PH40")
[1717171777777777777777/77777
imageCalculator("Subtract create stack", "CCR_5s_PH40","AVG_Darks_5s");
selectWindow("Result of CCR_5s_PH40");
//////// open .txt table ////////
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Table.open("/home/s1123564/Desktop/Empty_CCR_10K/Timestamp_vs_Beamcount_
IMAT00018309_Empty_CCR_10KCCR_5s_PH40_log.txt");
[1177777777777777777777777777777777

m=0;

for (i = 1; i <= nSlices; i++) {
setSlice(i);
counts=parseFloat(Table.get("counts", i-1));
m=m+counts;

}

media=m/nSlices;

SD=0

for (i = 1; i <= nSlices; it++) {
setSlice(i);
counts=parseFloat(Table.get("counts", i-1));
SD=SD+Math.sqr(counts-media) ;

}

StanDev=sqrt (SD/nSlices);

for (i = 1; i <= nSlices; i++) { //loop per normalizzare
//setSlice(i);
counts=parseFloat(Table.get("counts", i-1));
if (counts>media+StanDev) {
run("Slice Remover", "first="+i+" last="+i+" increment=1");
}
if (counts<media-StanDev) {
run("Slice Remover", "first="+i+" last="+i+" increment=1");

}

selectWindow("Result of CCR_5s_PH40");
run("32-bit");

for (i = 1; i <= nSlices; it++) {
setSlice(i);
makeRectangle (1548, 384, 188, 1300);
run("Measure") ;
MediaPixel=parseFloat(Table.get("Mean", i-1));
makeRectangle (0, 0, 2048, 2048);
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run("Divide...", "value="+MediaPixel+" slice");

b

run("Grouped Z Project...", "projection=[Average Intensity]
group="+nSlices);

selectWindow("CCR_5s_PH40") ;

close();

[I11777777777777777777777777777777777777777777777777777777777777777777

//1177//7/777////////// MOF_17K Corrected /////////////////////

[I17777777777777777777777777777777777777777777777777777777777771777777

open("/home/s1123564/Desktop/MOF_17K/H21iq_5s_PH40")
imageCalculator("Subtract create stack",
"H21iq_5s_PH40","AVG_Darks_5s") ;

selectWindow("Result of H2liq_5s_PH40");

run("32-bit");

selectWindow("AVG_Result of CCR_5s_PH40");

run("32-bit");

imageCalculator("Divide create stack", "Result of
H21iq_bs_PH40","AVG_Result of CCR_5s_PH40");

selectWindow("Result of Result of H21iq_5s_PH40");
run("32-bit");

for (i = 1; i <= nSlices; i++) {

setSlice(i);

makeRectangle (1548, 384, 188, 1300);

run("Measure") ;

MediaPixel=parseFloat(Table.get("Mean", i-1));

makeRectangle (0, 0, 2048, 2048);

run("Divide...", "value="+MediaPixel+" slice");
}
[11777777777777777777777777777777777777777777777777777777777777777777
/1777177777717 77/777/7/7/7777//7/ plot ///////////////////////////////
[1177777777777777777777777777777777777777777777777777777777777777/777
selectWindow("Result of Result of H21liq_5s_PH40");
makeRectangle (824, 924, 408, 260);

run("Plot Z-axis Profile");
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Appendix C

Sampling characteristic conversion
time in a grid

///makeRectangle (800, 800,400, 400); ///////// griglia 8x8

///makeRectangle (775, 800,500, 500); ///////// griglia 10x10

//5s

open("/home/s1123564/Desktop/MOF_17K/Result of Result of
H21iq_b5s_PH40_17K.tif");

//15s

open("/home/s1123564/Desktop/MOF_17K/Result of Result of
H21iq_15s_PH40_17K.tif");

//30s

open("/home/s1123564/Desktop/MOF_17K/Result of Result of
H21iq_30s_PH40_17K.tif");

Table.open("/home/s1123564/Desktop/MOF_17K/Timestamp_tot_17K.txt");

timestamp=Table.getColumn("timestamp") ;

//normalizzare per il plateaux (?)

elements5s=150; //numero elementi nella prima stack

elements15s=100; //numero elementi seconda stack

err=0.05; //errore del 5Y%

xgriglia=8; //nxm elementi = griglia number

ygriglia=8;

celldim=50; //larghezza elemento della griglia 50x50

xpixel=800; //fino a 1200

for (X = 1; X < xgriglia+l; X++) { //contatore che corre sulla griglia
lungo X
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ypixel=800; //fino a 1200
for (Y = 1; Y < ygriglia+l; Y++) {//contatore che corre sulla griglia

¥

lungo Y
str = "";
selectWindow("Result of Result of H21iq_bs_PH40_17K.tif");
makeRectangle (xpixel, ypixel, 50, 50);
run("Plot Z-axis Profile");
Plot.getValues (x5, y5);
for ( i5 = 0; i5 < x5.length; i5++ ) {
InT=-log(parseFloat (y5[i5]));
str += "" + timestamp[i5] + "\t" + 1nT + "\t" + err + "\n"; }

selectWindow("Result of Result of H21iq_15s_PH40_17K.tif");
makeRectangle (xpixel, ypixel, 50, 50);
run("Plot Z-axis Profile");
Plot.getValues(x15, y15);
for ( i156 = 0; i15 < x15.length; i15++ ) {
1nT=-log(parseFloat (y15[i15]));
str += "" + timestamp[ilb+elementsbs] + "\t" + InT + "\t" +

err + “\Il"; }

selectWindow("Result of Result of H21iq_30s_PH40_17K.tif");
makeRectangle (xpixel, ypixel, 50, 50);
run("Plot Z-axis Profile");
Plot.getValues(x30, y30);
for ( 130 = 0; i30 < x30.length; i30++ ) {
1nT=-log(parseFloat (y30[i30]));
str += "" + timestamp[i30+elementsbs+elementsibs] + "\t" +

InT + "\t" + err + "\n"; }

File.saveString( str, "/home/s1123564/Desktop/MOF_17K
/griglia_1nT_17K/1nT_tot_17K_X"+X+"_Y"+Y+" . txt" );
ypixel=ypixel+celldim;

xpixel=xpixel+celldim;

}

close("x");
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Appendix D

Mantid analysis of the grid

# import mantid algorithms, numpy and matplotlib
from mantid.simpleapi import *
import matplotlib.pyplot as plt

import numpy as np

Tau=[]

A=[]

B=[]

x0=2000 # legato al valore iniziale!!!!

gxg=10 #elementi della griglia, es griglia di dimensioni 8x8

#file griglia

g= open("/Users/margherita/Desktop/Tesi magistrale//Dati
H2/MOF_17K/griglia_10x10_1nT_17K/griglia_10x10_tau_17K.txt","w+")

GridErr= open("/Users/margherita/Desktop/Tesi magistrale/Dati \
H2/MOF_17K/griglia_10x10_1nT_17K/errori_griglia_10x10_tau_17K.txt", "w+")

GridErrpgf= open("/Users/margherita/Desktop/Tesi magistrale/Dati\
H2/MOF_17K/griglia_10x10_1nT_17K/pgfplot_errori_griglia_10x10_tau_17K.txt","w+")

pgf=open("/Users/margherita/Desktop/Tesi magistrale/Dati \
H2/MOF_17K/griglia_10x10_1nT_17K/pgfplot_griglia_10x10_tau_17K.txt","w+")

mpi=open("/Users/margherita/Desktop/Tesi magistrale/Dati \
H2/MOF_17K/griglia_10x10_1nT_17K/media_plateaux_tau_17K.txt","w+")
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#media punti iniziali
n=20 #numero di punti del plateaux su cui faccio la media
y=1
for y in range(1l,gxg+1):
x=1
for x in range(l,gxg+1):
Load(Filename="C:/Users/margherita/Desktop/Tesi magistrale/Dati
H2/MOF_17K/griglia_10x10_1nT_17K\
/1InT_tot_17K_X’+str(x)+’_Y’+str(y)+’.txt’, \
OutputWorkspace=’1nT_tot_17K_X’+str(x)+’_Y’+str(y))

Fit(Function=’name=UserFunction,Formula=A*exp (- (x-x0)/tau)+B,A=0.108322,
x0="4+str (x0)+’,tau=2929.79,B=0.00920422,ties=(x0="+str(x0)+’)’,
InputWorkspace=’1nT_tot_17K_X’+str(x)+’_Y’+str(y),
Output=’1nT_tot_17K_X’+str(x)+’_Y’+str(y),
OutputCompositeMembers=True, StartX=x0,
EndX=21301.955000000002, Normalise=True)
with open(’C:/Users/margherita/Desktop/Tesi \
magistrale/Dati H2/MOF_17K/griglia_10x10_1nT_17K\
/1nT_tot_17K_X’+str(x)+’_Y’+str(y)+’.txt’, ’r’) as f:
values=[]
for i, line in enumerate(f):
if i >= n:
break
values.append(float(line.split() [1]))
m=0
for M in range(O,n):
m=m+values [M]
Mpi=m/n
mpi.write("%g \n" %(Mpi))
ws=mtd [’1nT_tot_17K_X’+str(x)+’_Y’+str(y)+’_Parameters’]
a=ws.cell(0,1)
tau=ws.cell(2,1)
errtau=ws.cell(2,2)
b=ws.cell(3,1)
g.write("%g \t" % (tau))
GridErr.write("%g \t" %(errtau))
pgf.write("%g \t J%g \t %g \n" %(x, y, taw))
GridErrpgf.write("/g \t %g \t %g \n" %(x, y, errtau))
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Tau.append (tau)

A . append(a)

B.append (b)

x=x+1
g.write("\n")
GridErr.write("\n")
pgf.write("\n")
mpi.write("\n")
GridErrpgf.write("\n")
y=y+1

GridErrpgf.close()
GridErr.close()
pgf.close()
g.close()
mpi.close()
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Appendix E

Average Functional Group
Approximation for the neutron
thermal cross section of organic
polymers

In the framework of neutron thermal scattering cross sections of hydrogen-rich
materials, I personally had the chance to employ the Average functional group
approximation (AFGA) to calculate the scattering cross section of thermoplastic
polymers, contributing to the publication of [60].

The AFGA approach is based on the fact that hydrogen greatly contributes
to the thermal scattering cross section of organic materials. In fact, as mentioned
in chapter 3, hydrogen contribution to the incoherent cross section of a polymer
is particularly significant because its mass is close to that of neutrons, therefore
exchanging a higher amount of energy compared to any other atom. Moreover an
incoherent approximation is particularly suitable to describe hydrogen rich ma-
terials (such as polymers), because of the great difference between coherent and
incoherent hydrogen cross sections (see table 3.1). For these reasons it is possible to
rationalize a polymer as composed of hydrogen atoms, that belong to specific func-
tional groups. The average functional group approximation (AFGA) [61] consists
of approximating the total incoherent scattering cross section of a polymer using
the contribution of each functional group that composes the polymer. The purpose
of this approximation is to provide a simplified and phenomenological method to
estimate the thermal neutron cross section of polymers and organic molecules, that
could render unnecessary more complex atomistic simulations. It is also important
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Table E.1: Rationalisation of organic polymers based on their hydrogen-containing func-
tional groups. The density and molecular mass per formula unit for each material are
also reported.

Material Formula CH; CH, CHy; Other Mass (a.m.u.) Density (g/cm?)
Polylactic acid (C3H,05), 1 - 1 - 72.06 1.43
Polycarbonate (C16H1404)n, 2 - - 8CHypro 272.29 1.20
Polypropylene (C3Hg)s, 1 1 1 - 42.08 0.90
Acrylonitrile (C3H3N), - 1 1 - 53.06 0.81
Butadiene (CyHg)n - 2 2 - 54.09 0.61
Styrene (CsHg)s, - 1 1 5CH o 104.15 0.91
PAPP (C4H1gN2H,O7 ), — 4 - 20H, 2N H, 264.11 1.50

to notice that experimental data of thermal neutron cross sections are not avail-
able for many materials, thus rendering this approximation particularly useful in
the analysis of complex compounds. AFGA can therefore be implemented when
designing nuclear reactor components, neutron moderators or shielding materials,
in order to compare different recipes and predict how the neutrons interact with
them. Moreover it could be employed for the transport codes used in neutron
capture therapy to simulate neutron interaction with different organs and tissues.

AFGA can also be employed to simulate the thermal neutron cross section of
materials used for 3D printing, in order to easily investigate 3D-printed instrument
components. It is possible to identify a great number of different materials for
3D printing, since monomers and polymer chains can be combined with different
stoichiometries. This field is therefore a good example of how AFGA can provide
a game-changing approach. AFGA calculations of the scattering cross sections run
within the NCrystal environment [62], and are based on the formalism reported in
[61].

Table E.1 reports the rationalization of multiple polymers based on their func-
tional groups. NCrystal already features some of these polymers, therefore we
mainly focus on three polymers that are the main constituents for ABS: acryloni-
trile, butadiene, and styrene. ABS is a common thermoplastic polymer for which
is possible to identify multiple possible recipes by varying the proportions between
its three main constituents. Specifically we considered one of its most common
forms, reported in [63]: 7.1 wt% acrylonitrile, 12.9 wt% butadiene, and 80 wt%
styrene.

As an example we show the code used to obtain the cross section of a specific
polymer (acrylonitrile) from NCrystal using the average functional group approx-
imation.

# create material in NCrystal
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# using the AFGA model
'ncrystal_hfg2ncmat --formula C3H3N

T = ’300K’ # Temperature in K

fn =

pc =

absorption =
xs_abs =

’acrylonitrile.ncmat;temp=’+T
NC.createScatter(fn)
# calculate absorption cross section

--spec 1xCHali+1xCH2
--density 0.81
--title acrylonitrile

-0 acrylonitrile.ncmat

NC.createAbsorption(fn)

# calculate scattering cross section

xs = pc.crossSectionNonOriented(E)

absorption.crossSectionNonOriented(E)

With the AFGA method we are able to calculate the total scattering cross
section per formula unit, as well as the linear scattering attenuation factor per mass

unit, an therefore transmission implementing the Beer-Lambert law. It should be

noted that within the AFGA approach it is possible to calculate the attenuation

coefficient as a linear combination of the coefficients of the constituents polymers.
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Figure E.1: The total scattering cross section per monomer unit (top) and mass attenu-
ation coefficient (bottom) for the acrylonitrile (red squares), butadine (green circles) and
styrene (blue diamonds) polymers. The reported spectra take into account scattering
contributions only (absorption cross sections not included). Filled and empty markers
refer to 10 K and 300 K, respectively.
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Moreover we extended the calculations to the specific case presented in [63],
where ABS was mixed with the flame-retardant compound known as piperazine
pyrophosphate (PAPP).

Figure E.2 shows a comparison between the mass attenuation coefficients of
ABS, PAPP and a co-polymer made of 25 wt% PAPP and 75 wt% ABS, as well

as the main constituent polymer of ABS.
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Figure E.2: The mass attenuation coefficient for the polymer ABS based on the recipe
from Ref.[?], compared with the one for polystyrene (blue triangles). The mass attenua-
tion coefficient for PAPP and a mixture of ABS and PAPP are also reported as dashed
and dotted-dashed lines, respectively.

The publication of these results in [60] provided a worked example that shows
how to implement the average functional group approximation, while also proving
its potential in the field of polymer compounds characterization.
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