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Abstract 

Pregnancy carries high medical and psychosocial risks that could lead 

pregnant women to experience serious health consequences. Providing 

protective measures for pregnant women is one of the critical tasks during 

the pregnancy period. This study proposes an emotion-based mechanism to 5 

detect the early stage of pregnancy using real-time data from Twitter. 

Pregnancy-related emotions (e.g., anger, fear, sadness, joy, and surprise) and 

polarity (positive and negative) were extracted from users’ tweets using 

NRC Affect Intensity Lexicon and SentiStrength techniques. Then, 

pregnancy-related terms were extracted and mapped with pregnancy-related 10 

sentiments using part-of-speech tagging and association rules mining 

techniques. The results showed that pregnancy tweets contained high 

positivity, as well as significant amounts of joy, sadness, and fear. The 

classification results demonstrated the possibility of using users’ sentiments 

for early-stage pregnancy recognition on microblogs. The proposed 15 

mechanism offers valuable insights to healthcare decision-makers, allowing 

them to develop a comprehensive understanding of users' health status based 

on social media posts. 

 

Keywords: sentiment analysis, pregnancy recognition, social media 20 

analysis, emotions 

 

 

 



3 
 

1. Introduction 

Pregnancy carries high medical and psychosocial risks that could 

lead pregnant women to serious health consequences. As per the World 

Health Organization (WHO) and medical standards, pregnancy is defined as 

the period of time during which a fetus develops inside a woman's uterus [1]. 5 

The Sustainable Development Goals (SDGs) and the WHO both have 

specific aims and address various challenges related to pregnancy issues. 

These include reducing the number of unintended pregnancies, improving 

maternal and child health outcomes through family planning education and 

services, and promoting gender equality. Empowering women to make 10 

informed decisions about their reproductive health and rights, and ensuring 

access to safe and effective family planning methods are also essential 

objectives in their efforts. In addition, the WHO has reported a number of 

challenges related to inadequate resources for monitoring health, which 

limits the reach and effectiveness of interventions. This includes the need to 15 

strengthen systems' capacity and infrastructure to provide comprehensive 

care to all pregnant women. 

Monitoring changes in pregnant women’s and infants’ health is one 

of the critical tasks during the pregnancy period [2]. Several pregnancy-

related health conditions, such as heartburn, cold, and body pain, may pose 20 

risks to the fetus [3]. Moreover, critical situations like unplanned pregnancy 

are associated with a higher likelihood of adverse exposures [4, 5], increased 

maternal morbidity and mortality [6], preterm birth and low childhood 

weight [7, 8], elevated risk of birth defects [9, 10], and poorer maternal 



4 
 

psychological health [11, 12]. As the effective window for emergency 

contraception is about 120 hour [13], and safe abortion access continues to 

be limited globally, delayed confirmation poses considerable risks to 

pregnant individuals [6]. Early, passive pregnancy recognition could 

increase the agency of a pregnant individual and speed up the adoption of 5 

pregnancy-safe behaviors, such as the avoidance of environmental risk 

factors [14], cessation of alcohol consumption or drug use [15-17], or 

provide the choice to discontinue a pregnancy at an earlier gestational age 

[18].  

Early-stage recognition of pregnancy is extremely essential as a 10 

crucial step towards protecting women's and infants' lives. The development 

of automated tools for early pregnancy recognition has been limited by the 

low temporal resolution understanding of somatic changes in early 

pregnancy [19]. Also, the limited resources allocated for pregnancy 

monitoring programs impact the development of pregnancy recognition 15 

tools [20, 21]. The literature  revealed the application of various surveillance 

scenarios in the recognition and tracking of different health conditions [22-

24]. Although a number of surveillance methods continue to rely on 

qualitative data, many are now adopting analytical approaches. The reason 

behind this lies in the technical innovation of surveillance technologies [25]. 20 

The use of advanced surveillance methods offers decision-makers numerous 

opportunities to take timely and effective actions, thus minimizing damage 

and averting widespread crises [26, 27]. Our review of the literature showed 

limited evidence supporting the development of surveillance mechanisms 
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for pregnancy recognition. Additionally, most of the proposed surveillance 

mechanisms for the recognition of pregnancy-related complications involve 

certain ubiquitous computing frameworks [28]. These frameworks are 

known to be costly and lack flexibility. Therefore, the objective of this study 

is to develop a lexicon-based method to provide effective real-time 5 

surveillance capable of recognizing early-stage pregnancy and associated 

risk factors on microblogs. The proposed mechanism extracts users’ 

sentiments from their tweets and links them with pregnancy-related terms 

using part-of-speech tagging and association rules mining techniques. This 

recognition mechanism aims to assist healthcare decision-makers in better 10 

understanding the current health needs of pregnant women. Additionally, the 

proposed method offers an effective way to estimate the pregnancy rate (the 

proportion of pregnant females in a population) and assess associated risks. 

 

2. Literature review 15 

Many scholars have explored the potential of applying various 

methods to predict critical pregnancy events using cost-effective tools such 

as Twitter [29, 30]. For instance, a study by Sarker, et al. [31] examined the 

use of Twitter to discover cohorts of pregnant women, achieving a prediction 

performance of 84% using a rule-based approach. Golder, et al. [32] 20 

developed an automatic classification system based on annotated tweets, 

achieving 88% accuracy in predicting pregnancy. Deep learning methods 

have also been employed for pregnancy recognition on Twitter. For 

example, Warikoo, et al. [33] utilized an ensemble neural network model 
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combining Long-short Term Memory (LSTM) – Recurrent Neural Networks 

(RNN) and Convolution Neural Networks (CNN), achieving an F1-score of 

95%. Huang et al. (2017) developed a tree kernel-based model for 

categorizing pregnancy-related tweets with an accuracy of 84%. 

Chandrashekar, et al. [3] explored the feasibility of using Twitter data for 5 

pregnancy recognition, achieving 81% accuracy with a Support Vector 

Machine (SVM) algorithm. Prieto, et al. [34] examined the potential of 

social media platforms using regular expressions and NaiveBayes with 

Correlation-based Feature Selection (CFS) and achieved 90% accuracy. 

Despite these advances, emotions associated with pregnancy have 10 

not been adequately considered in the existing pregnancy recognition 

mechanisms. During pregnancy, women experience both positive and 

negative emotions, such as happiness, worries, anxiety, and fears. Evidence 

from the literature shows that for many women, pregnancy involves a happy 

experience associated with positive expectations. However, at the same 15 

time, pregnancy also brings about worries and concerns [35]. In addition, a 

proportion of women suffer from psychological problems during pregnancy. 

Approximately 10 to 15% of women experience feelings of depression, and 

3% develop post-traumatic stress disorder (PTSD) after giving birth [36]. 

Furthermore, the emotional state of a pregnant woman can influence the 20 

health of the infant. Previous research has shown that mothers with co-

morbid anxiety and depression are more likely to have an infant with an 

insecure attachment [37]. These studies adopted the supervised learning 

technique, which has several limitations, including the difficulty in filtering 
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health-related tweets' content and matching it with the examined topic [38]. 

Also, with the use of supervised methods, it is very unlikely that more than 

a few thousand tweets are relevant to a given discussion topic [38]. Still, the 

massive amount of data, in conjunction with the small amount of ground 

truth, poses a real challenge for the classification task [39, 40]. 5 

Consequently, to overcome these challenges, a heuristic method using 

unsupervised learning techniques can deliver promising results in the health-

related domain. For example, Lim, et al. [41] applied an unsupervised 

learning method to textual data, together with temporal information, to 

identify latent infectious diseases in a specific location. Zhang and Elhadad 10 

[42] Presented a stepwise unsupervised method to recognize named entities 

from biomedical textual data. Meanwhile, the use of unsupervised learning 

methods via clustering algorithms might offer another means to assess 

clinical risk stratification [43]. Another implementation of clustering in the 

health discipline can be observed in learning laboratory tests and coded 15 

diagnoses [44].  

The conclusion drawn from the previously mentioned studies 

highlights the potential of using various techniques, such as rule-based 

approaches, automatic classification systems, and deep learning methods, to 

achieve accurate pregnancy recognition. However, these approaches have 20 

largely overlooked the role of sentiments associated with pregnancy, despite 

evidence showing that pregnant women experience a wide range of 

emotions, including happiness, worries, anxiety, and fears. Moreover, 

previous studies have predominantly relied on supervised learning 
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techniques, which have limitations in filtering and matching relevant health-

related tweets, and they struggle to handle the massive amount of data with 

limited ground truth. Based on this, we decided to extract pregnancy-related 

sentiments as a step to detect early-stage pregnancy from Twitter data. Our 

hypothesis was that certain types of sentiments are related to pregnancy and 5 

can be used in the pregnancy recognition process. We aimed to answer the 

question: “What are the types of sentiments associated with pregnancy on 

Twitter?” To achieve this, we extracted pregnancy sentiments and 

terminologies from pregnancy-related tweets. Then, we utilized association 

rules mining to predict the frequent terminologies associated with early 10 

pregnancy. Finally, a predictive model was built to automatically predict the 

occurrence of pregnancy using the mapped features. 

  

3. Study procedure  

Figure 1 summarizes the stages performed in this study, including 15 

data collection, data pre-processing, sentiment extraction, part-of-speech 

tagging, association rules mining, and pregnancy recognition. These stages 

are explained in detail in the following sections. 
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Figure 1: General procedure  

 

 

3.1 Data collection 5 

A total of 1,738,759 English tweets were collected within a time span 

of six months (February 15th, 2019, till mid-August 2019). The data 

collection process was accomplished using the Twitter free streaming 

Application Programming Interface (API) based on the recommendation of 
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Sarsam, et al. [45]. The keywords used to obtain the desired tweets were 

'pregnancy' and 'non-pregnancy'. Subsequently, several data pre-processing 

procedures were implemented to improve the overall quality and reliability 

of the collected tweets. 

 5 

3.2 Data pre-processing 

At this stage, several preprocessing techniques were applied to 

process the collected data for future analysis. Data transformation was 

applied to the tweets to obtain a manageable representation since most 

popular machine learning algorithms face challenges in processing textual 10 

data smoothly. To do so, features of the retrieved data were extracted using 

the tokenization method via the n-gram tokenizer technique. After that, all 

the tokens were converted to lowercase form before applying the 

lemmatization technique. Lemmatization, in general, uses vocabulary and 

morphological analysis of words to remove inflectional endings and convert 15 

them to their dictionary form Balakrishnan, et al. [46]. A stopwords list was 

applied to the lemmatized words, and then the length of each tweet was 

normalized using the L2 norm. As a result, a total of 753,558 tweets were 

analyzed after this data preparation process. Afterward, we engaged the 

expertise of two pregnancy specialists, each possessing 15 years of 20 

experience in the field, to evaluate the content of each tweet. Tweets related 

to pregnancy were classified as ‘Pregnancy’, while those unrelated to 

pregnancy were categorized as ‘Non-pregnancy’ tweets. 
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3.3 Sentiment extraction 

At this stage, users' sentimental features were extracted from their 

tweets using the lexicon-based method. Therefore, users' emotions were 

extracted together with their polarity via the "NRC Affect Intensity Lexicon” 

[47] and SentiStrength [48, 49], respectively.   5 

NRC is a popular and robust approach for extracting users' emotions 

from their textual context [47, 50-52]. In this sense, a list of English words 

and their associations was crafted to represent five basic emotions (anger, 

fear, sadness, joy, and surprise). According to Mohammad [47], For a given 

word and emotion X, the scores range from 0 to 1. Hence, a score of 1 means 10 

that the word conveys the highest amount of emotion X, while a score of 0 

means that the word conveys the lowest amount of emotion X. The 

emotional features for each tweet were then calculated by adding the 

relevant associations of the words for a given lexicon (see section 3.2 for 

more details). 15 

To extract the polarity from users’ tweets, on the other hand, 

“SentiStrength” technique. Based on Culpeper, et al. [53], [54], for each 

tweet, this technique was used to assign scores ranging from ‘+1’ for ‘not 

positive’ to ‘+5’ for ‘extremely positive’ and ‘-1’ for ‘not negative’ to ‘-5’ 

for ‘extremely negative’. Based on these scores, we labeled the tweets with 20 

+5 as ‘Positive’ tweets and those with value -5 were labeled as ‘Negative’ 

tweets.  
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3.4 Part-of-speech tagging 

It is essential to identify the main terms related to the examined 

categories (Pregnancy/Non-pregnancy). Therefore, the "Part-of-speech 

tagging" technique, a commonly used approach in social media analysis, was 

applied to identify the terms that can be used in different parts of speech 5 

[55]. Then, a Penn Treebank (PTB) tokenizer was applied to obtain words 

before using the probabilistic context-free grammar parser, based on the 

recommendation of Al-Samarraie, et al. [56]. By doing so, we were able to 

extract only 'noun' words from a tweet to be analyzed with the association 

rules mining approach. Some of these nouns were used to form the 10 

terminologies of pregnancy symptoms. Finally, the relationship between 

such terminologies and the types of emotions in the tweet was established 

using the association rules technique. In other words, the extracted terms 

from this stage were mapped to each category using the association mining 

technique, which predicted category-related terms. 15 

 

3.5 Association rules mining 

To predict the terms that are highly related to each category 

(Pregnancy/Non-pregnancy), the association rules technique was applied. In 

this context, the Apriori algorithm was used to extract the hidden patterns in 20 

the data and establish meaningful relationships between the data features 

[57]. To do so, we configured the Apriori algorithm by setting the delta value 

at 0.05 to reduce the support until the minimum support is reached. The 

minimum metric score was set at 0.9, while the upper bound and lower 
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bound support were set at 1.0. Then, we invoked this algorithm to extract 

category-related terms in association with category-related sentiments in the 

processed tweets. This helps in recognizing the pregnancy terms from those 

that are not about pregnancy by extracting pregnancy terms associated with 

pregnancy sentiments that frequently occur within the content of the data. 5 

For more information about the Apriori algorithm result, see Section 4.2. 

 

3.6 Pregnancy recognition  

At this stage, we created the training set (input) consisting of 753,558 

tweets (i.e., after data pre-processing) with their sentimental features (anger, 10 

fear, sadness, joy, surprise, positive, and negative). Next, we utilized the 

Waikato Environment for Knowledge Analysis (Weka) to compare more 

than 15 classifiers on this data. For this purpose, the stratified tenfold cross-

validation technique was employed to evaluate the overall learning process 

[58]. Finally, the top-three classifiers were selected, and their performance 15 

results are reported (for more information, see Section 4.3). These classifiers 

are NaiveBayes, DecisionTree, and Random Forest [59], J48 [60], and 1-

rule classifier (OneR) [61]. For each classifier, we used the same settings 

(hyperparameters) as described in its source article. 

To select the best classifier for predicting the category of the tweets 20 

('Pregnancy' and 'Non-pregnancy'), we used several evaluation metrics to 

examine the quality of the resulting predictions. These metrics include 

Accuracy, Kappa statistic, Root Mean Squared Error (RMSE), F1-score, and 

Confusion matrix. The classification results are summarized in Table 1. 
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4. Results 

4.1 Descriptive statistics results 

To characterize the sentimental features obtained from the two types 

of tweets (pregnancy and non-pregnancy), we computed descriptive 5 

statistics and summarized the results in Figure 2A. In this context, it was 

found that the amount of anger emotion (M = 0.41, SD = 0.05) in pregnancy-

related statements is higher than in the non-pregnancy text category (M = 

0.22, SD = 0.03). Additionally, the average of fear (M = 0.44, SD = 0.10) in 

pregnancy-related tweets is larger than in non-pregnancy-related tweets (M 10 

= 0.29, SD = 0.09). Our results also revealed that the amount of joy emotion 

is higher in pregnancy tweets (M = 0.55, SD = 0.14) than in the non-

pregnancy category (M = 0.29, SD = 0.06). However, the amount of sadness 

in pregnancy texts (M = 0.48, SD = 0.26) is higher than the level of sadness 

in non-pregnancy-related tweets (M = 0.31). 15 

Finally, the results illustrated that the amount of surprise in 

pregnancy-related statements (M = 0.20, SD = 0.08) is higher than that found 

in non-pregnancy tweets (M = 0.18, SD = 0.02). On the other hand, 

sentiment analysis polarity results (Figure 2B) showed a larger percentage 

of positivity (69%) in pregnancy tweets compared to non-pregnancy tweets. 20 

In contrast, non-pregnancy tweets had a larger percentage of negativity 

(56%) compared to tweets related to pregnancy (31%). As a result, 

pregnancy tweets contained high positivity as well as high amounts of joy, 

sadness, and fear. However, fear, joy, and sadness sentiments were shown 
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to be relatively higher than anger and surprise sentiments. To assess the 

similarities and differences between pregnancy and non-pregnancy 

statements, a t-test was utilized. The t-test results showed a significant 

difference (t = 2.89, p < 0.05) between the two groups.
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Figure 2: Sentiment analysis results. (A) Amounts of users’ emotions in Pregnancy and Non-pregnancy 15 

categories; (B) Polarity results related to Pregnancy and Non-pregnancy categories 
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4.2 Association rules 

The Apriori algorithm results are summarized in Figure 3. 

Specifically, Figure 3A revealed that only sadness and fear emotions were 

associated with pregnancy terms, such as Breathlessness, Palpitations, 

Hemorrhoids, Cravings, and Vomiting. Additionally, from Figure 3B, it can 5 

be observed that anger emotion was found to be highly associated non- 

pregnancy-related terms: Headache, Weight, Skin, Hair, and Urination. 

From this, it can be concluded that there is a potential association between 

pregnancy and specific types of users' emotions within users' posts on social 

media platforms.10 
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Figure 3: Association rules results. (A) Pregnancy terms; (B) Non-pregnancy terms
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4.3 Classification results 

Our classification results are summarized in Table 1, which showed 

that the NaiveBayes algorithm had the highest classification accuracy 

(91.24%), followed by J48 (62.19%) and OneR (56.09%) algorithms. 

Moreover, our results revealed that NaiveBayes achieved the highest kappa 5 

statistic value (79%) compared with J48 (20%) and OneR (15%). In contrast, 

the NaiveBayes algorithm produced the lowest RMSE value (11%) 

compared to J48 (58%) and OneR (66%). OneR also achieved the lowest 

F1-score value (62%), followed by J48 (70%) and NaiveBayes (100%), 

respectively. 10 

We also used the confusion matrix to assess the performance of the 

classification algorithms. The confusion matrix, in general, shows the 

capability of a classifier in identifying instances of different classes. It is 

usually utilized to measure the relationship between the predicted and the 

actual instances by representing instances along the diagonal of the 15 

confusion matrix. In our study, the confusion matrix results are shown in 

Figure 4, where the value in every cell denotes the proportion of instances 

(tweets) that belong to each target class. In light of that, in Figure 4A, the 

analysis of the confusion matrix's diagonal (90.9% and 92.4%) revealed that 

the NaiveBayes classifier had the best classification performance (compared 20 

with Figures 4B and 4C) when predicting pregnancy and non-pregnancy 

tweets. 
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Table 1: Classification results 

 

Classifier  Accuracy 

(%) 

 Kappa 

statistic (%) 

RMSE 

(%) 

 F1-score 

(%) 

NaiveBayes  91.24  79 11  100 

J48  62.19  20 58  70 

OneR  56.09  15 66  62 
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Figure 4: Confusion matrix results. (A) NaiveBayes confusion matrix; (B) J48 confusion matrix; and (C) 

OneR confusion matrix.
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4.4 A comparison of the proposed approach with previous studies 

To evaluate the robustness of our approach, we compared the 

obtained results with relevant studies from the literature. The comparison 

results are summarized in Table 2. The results showed that our method has 

a better performance than previous methods proposed in the literature. This 5 

leads us to assume that having emotions extracted from NRC Affect 

Intensity Lexicon can enhance the predictive capability of NaiveBayes 

classifier over other approaches applied in the literature.  

 

Table 2: Pregnancy recognition techniques utilized in the literature 10 

No.  Study   Approach  Result (%) 

1.   Golder, et al. [32]  Developed automated classification 

system 

 

 F1-score = 88 

2.   Warikoo, et al. [33]  Ensemble Neural Network Model: LSTM; 

RNN and CNN. These ensemble 

representations were learned by SVM  

 

 F1-score = 95 

3.   Sarker, et al. [31]  Rule-based PIT 

 

 F1-score = 84 

4.   Huang, et al. [62]  SVM with tree kernel  • Accuracy = 84 

• F1-score = 56 

 

5.   Chandrashekar, et 

al. [3] 

 SVM with RBF kernel  F1-score = 81 

6.   Prieto, et al. [34]  NaiveBayes and feature selection with 

CFS 

 

 F1-score = 90 

7.   Our approach  NaiveBayes classifier and lexicon-based 

method  

 • Accuracy = 91.24 

• F1-score = 100 
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4.5 Real-time evaluation 

To further assess our method, we relied on social network analysis 

[63], where we predicted the network structure of both categories 

(Pregnancy and Non-pregnancy) using our original dataset. The tweets have 

been classified using NaiveBayes classifiers. Then, the tweets' information, 5 

including Twitter users and their activities, were used to plot the overall 

communication between the users within the same category. This advanced 

type of analysis demonstrates the tweets as a reflection of individuals’ 

activities (e.g., tweets by pregnant women) from the vertices (Twitter users) 

and edges (connections between these users in the form of Mentions, Replies 10 

to, and Tweets). 

 Figure 5A showed that the actual network structure for the 

pregnancy-related tweets was fairly similar to the predicted network 

structure of the pregnancy statements (Figure 5B). Also, Figure 5C showed 

that the actual network structure for non-pregnancy tweets was similar to the 15 

predicted network structure of the non-pregnancy tweets (Figure 5D).  

 

 

 

 20 
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A: Pregnancy tweets (Actual structure)  B: Pregnancy tweets (Predicted structure) 

 

 

 
C: Non-pregnancy tweets (Actual structure)  D: Non-pregnancy tweets (Predicted structure) 

 

 

 

Figure 5: Real-time evaluation of the proposed approach using social 

network analysis. (A) Pregnancy tweets (Actual structure); (B) Pregnancy 

tweets (Predicted structure); (C) Non-pregnancy tweets (Actual structure); 

(D) Non-pregnancy tweets (Predicted structure). 

 5 
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5. Discussion 

Our results showed that pregnancy tweets contained high levels of 

positivity, joy, sadness, and fear. This finding appears reasonable because 

these emotions reflect interpersonal relationships between people and their 

social harmony with society. Additionally, it is expected to observe a high 5 

level of anger-related emotions in pregnancy since it is known from the 

pathogenesis literature as one of the most stressful reactions to pregnancy. 

Muscatello, et al. [64] stated that anger is the most common negative 

emotion, and it plays a significant role in pregnancy. Previous scholars have 

highlighted that marijuana is the most commonly used illicit substance 10 

during pregnancy [65] in order to overcome their stress or depression [66], 

and thus the resulting anger [67, 68]. In line with our results, a study by 

Tyrlik, et al. [69] highlighted that some psychological dispositions and life 

conditions could lead mothers to experience negative emotions. As such, it 

can be aid  that having a high level of fear-related emotions in our result is 15 

sensible as it is related to various mental and physical situations of the 

women before and after pregnancy [70]. Fear-related emotions during 

pregnancy can be also related to fear of childbirth which is a popular issue 

that affects women’s wellbeing before and during pregnancy [71]. In this 

context, for some women, the fear mainly relates to childbirth, but for others 20 

fear occurs in association with anxiety [72]. However, for most women, 

pregnancy can bring both joy and excitement since it involves several 

personal changes, including physical, hormonal, psychological which affect 

the positive emotional experience of pregnant women [69]. Our results also 
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showed the role of positive emotions in predicting early-stage pregnancy. 

Pregnancy is a happy experience associated with positive expectations [35] 

which may contribute to the high level of joy-related emotions in our results. 

Such emotions can be somehow related to the physical characteristics of a 

pregnant woman or due to having unexpected pregnancy. Consequently, our 5 

method highly contributes to the early pregnancy recognition process from 

social media websites. It also showed the worthiness of women’s’ emotion 

in characterizing pregnancy-related issues.  

 

6. Implications 10 

The proposed method holds significant potential to contribute to the 

current development of surveillance systems aimed at rapidly identifying 

early health problems. By providing an intelligent mechanism for predicting 

early-stage pregnancy from Twitter data, our approach showcases the 

importance of emotions in detecting pregnancy-related characteristics, 15 

which are crucial for making informed decisions and evaluating outcomes 

in a specific population of women. The integration of emotions in our 

method offers valuable insights into the emotional well-being of pregnant 

individuals and can aid in understanding their psychological experiences 

during this period. Moreover, our method can function as a real-time 20 

surveillance system, empowering healthcare professionals to closely 

monitor the development of pregnancies and identify potential risk factors. 

The ability to detect early-stage pregnancy through social media data enables 

health practitioners to intervene promptly and provide appropriate support 
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and care. This technology has the potential to revolutionize pregnancy 

monitoring and management, ensuring better health outcomes for both 

expectant mothers and their infants. Furthermore, we envision that our 

proposed technique can extend beyond gestation-related issues and be 

effectively applied in a broader context, encompassing various general 5 

health matters, including mental and physical states. By leveraging the 

power of social media data and emotion-based analysis, our method has the 

capacity to assist in monitoring public health trends and identifying health 

concerns on a larger scale. 

 10 

7. Limitations and future works 

This research does have some limitations that should be acknowledged. 

Firstly, our examination focused primarily on social media content related 

to pregnancy, which may not fully represent all aspects of pregnancy-related 

discussions. Expanding the scope to include a broader range of social media 15 

topics related to pregnancy could provide a more comprehensive 

understanding. Secondly, we solely obtained and analyzed English tweets 

since English is the most widely used language on Twitter. However, 

exploring data from other languages in future studies would be beneficial to 

assess the effectiveness of our method across diverse linguistic contexts. 20 

Thirdly, the current study utilized a limited number of keywords to search 

for tweets. Future research could incorporate additional and more specific 

keywords to capture a wider range of relevant tweets and sentiments. 

Fourthly, the Apriori algorithm was chosen for its efficiency in extracting 
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meaningful patterns and building relationships between features. Although 

it served our purpose well, exploring alternative algorithms in future studies 

could validate the robustness of our findings. Finally, our analysis focused 

on five primary emotions (anger, fear, sadness, joy, and surprise) due to their 

prevalence in the literature. However, future researchers may consider 5 

investigating additional emotional categories and their potential associations 

with pregnancy, which could provide deeper insights into the emotional 

dynamics surrounding pregnancy discussions. Addressing these limitations 

in future studies will help strengthen the understanding and application of 

sentiment analysis and unsupervised learning techniques for pregnancy 10 

recognition and monitoring through social media data.  

 

8. Conclusion  

This study introduces an approach for recognizing early-stage pregnancy 

from Twitter messages. Users' sentiments were extracted using NRC Affect 15 

Intensity Lexicon and SentiStrength. Subsequently, pregnancy-related terms 

were identified and linked with pregnancy-related sentiments using part-of-

speech tagging and association rules mining techniques. The findings 

demonstrated that pregnancy tweets exhibited high levels of positivity, along 

with significant occurrences of joy, sadness, and fear. Moreover, the 20 

classification results indicated the potential of utilizing users' sentiments for 

early-stage pregnancy recognition on microblogs. The proposed mechanism 

holds promise in providing healthcare decision-makers with valuable 

insights, empowering them to gain a comprehensive understanding of users' 
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health status through the analysis of social media posts. This innovative 

approach has the potential to enhance early recognition and monitoring of 

pregnancy-related characteristics, thereby contributing to improved 

healthcare outcomes for pregnant individuals. 

 5 
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