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Graphical Consensus-based Sharding 

for Effcient and Secure Sharings 

in Blockchain-enabled Internet of Vehicles 
Wenqi Li ID , Student Member, IEEE, Zheng Zhao ID , Pingchuan Ma ID , Zeqiang Xie ID , Vasile Palade ID , Senior 

Member, IEEE, Hongbo Liu ID 

Abstract—Blockchain-enabled Internet of Vehicles provides a 
reliable collaboration environment for traffc entities and pro-
motes road safety and traffc effciency through real-time sharings 
between vehicles and infrastructure. However, a bottleneck is 
likely to emerge as the Internet of Vehicles scales up. In this paper, 
we propose a novel Graphical Consensus-based Sharding (GCS) 
framework, which is underpinned by four important strategies: 
1) A graphical consensus is adopted as its intra-shard consensus, 
where the consensus group is set up according to its maximal con-
nected subgraph, and the leader is elected by its reliability weight. 
The consensus group is refreshed intermittently by alternating 
the leader role. 2) Within GCS, the intra-shard data are stored 
in the local chain, while a block-based directed acyclic graph, 
rather than a chained structure, is employed as the main chain. 
The local chain is used to respond to requests within each shard, 
and the main chain supports the cross-shard sharings. GCS 
will parallelly optimize the throughput of the blockchain-enabled 
Internet of Vehicles. 3) GCS further introduces the shard backup 
and the node scheduling to handle shard failure and overheating 
by using new backup strategies and a temporal-spatial graph 
convolutional network prediction model, respectively. 4) An off-
chain transmission algorithm is presented for secure sharing 
between the infrastructure and the vehicles. Simulation results 
show that the number of Transactions Per Second is 1.69 times 
higher than that of the non-sharding blockchain, and the pending 
time is dramatically reduced compared to the mainstreaming 
sharding approach, which is 1.02s. 

Index Terms—blockchain-enabled Internet of Vehicles, shard-
ing, graphical consensus, secure data sharing, throughput. 

I. INTRODUCTION 

BLOCKCHAIN-enabled Internet of Vehicles (BIoVs) es-

tablishes a trustworthy and reliable collaboration envi-

ronment between the vehicles and the infrastructure through 

the blockchain technology, which enhances the road safety 

and traffc effciency by real-time and low-latency sharing 

of vehicular data [1], [2]. However, as the scale of BIoVs 

expands, the data sharing suffers from a bottleneck that hinders 

its scalability and throughput [3], [4]. 
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Recently, the blockchain sharding was introduced into 

BIoVs, as shown in Fig. 1. There already are some roadside 

units (RSUs) equipped with multi-access edge computing 

servers, infrastructure with rich sensors, vehicles with onboard 

sensors, etc. These entities compose the sharding BIoVs, and 

its blockchain is divided into smaller pieces, each of which is 

known as the “shard”. It also maintains disjoint ledgers (i.e., 

transactions) by a group of RSUs within one shard, called 

the “committee” [5], [6], [7]. This approach is called “state 

sharding” [8]. Users (i.e., vehicles) request service transactions 

to interact with the sharding BIoVs. Each committee maintains 

its intra-shard ledger and processes local transactions, which 

helps implement the systematic parallelization and enhances 

the throughput and Transactions Per Second (TPS), by intro-

ducing the sharding BIoVs [3], [9]. 

collect data 

acquire data 

5G/wired 

RSU 
monitor 

shard 

shard 

shard 1 

2 

3 

Fig. 1. Sharding BIoVs. The overall BIoVs is divided into multiple shards, 
each of which handles its transactions in parallel, and vehicles on the road 
communicate with the nearest RSU based on their locations. 

However, this gives rise to some security and effciency 

problems when carrying out sharding BIoVs. The RSUs 

would turn into Byzantine nodes due to network failures 

and attacks [10], [11]. Whenever the committee contains 

a relatively higher proportion of Byzantine nodes, or the 

leader has Byzantine behavior, the shard would fail to reach 

consensus, known as “consensus failure” [12]. Furthermore, 

once the number of Byzantine nodes exceeds its threshold, i.e., 

1/2, the shard will not process the transactions correctly. This 

refers to a “shard failure” [13]. Meanwhile, because of the tidal 

migration and the high mobility of vehicles, some shards may 

have a heavy backlog of transactions that cannot be processed 

promptly [14]. This is so-called “shard overheating” [15], [16]. 

Moreover, although the sharding BIoVs ensures the security 

of on-chain data, the off-chain sharings between vehicles and 

https://orcid.org/0000-0001-9482-6847
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infrastructure are still faced with threats, which is so-called 

“off-chain attack” [17]. Such issues are important challenges 

in developing effcient and secure sharing in BIoVs [18], [19], 

[20]. 

In this paper, our key motivation is to introduce an effcient 

and secure sharing methodology to cope with the above 

challenges by integrating the features of BIoVs. Therefore, this 

paper proposes a novel Graphical Consensus-based Sharding 

(GCS) framework to implement an intra-consensus, in which 

the effciency is improved by selecting the active and reliable 

nodes to participate in the graphical consensus. The shard 

backup is adopted in response to shard failure, which employs 

backup shards to replace the failed ones. The node scheduling 

is further used to handle the shard overheating, which involves 

a prediction model to forecast the road conditions. We also 

present an off-chain transmission algorithm for secure sharing 

between infrastructure and vehicles. 

The contributions of this paper are as follows: 

• We introduce a novel sharding framework for BIoVs 

named GCS. The graphical consensus is adopted as 

the intra-shard consensus, where the maximal connected 

subgraph of the committee gathers the consensus group, 

and the leader is elected among them according to the 

reliability weights. The intra-shard data are stored in the 

local chain, while the block-based directed acyclic graph 

generates the cross-shard main chain. 

• The temporal-spatial graph convolutional network model 

and shard backup strategies are introduced for GCS in 

order to deal with the shard overheating and the shard 

failure. And the off-chain data transmission is proposed 

for secure sharing between the vehicles and the infras-

tructure. 

• We analyze the proposed GCS theoretically. In particular, 

we demonstrate that: 1) The off-chain sharings among 

RSUs and vehicles cannot be tampered with. 2) The 

on-chain data stored by each shard are secure as long 

as the Byzantine nodes proportion does not exceed the 

threshold. The simulation of GCS was carried out using 

NS-3, and the results show that GCS has a high TPS and 

a short transaction pending time. 

The rest of this paper is organized as follows: Section II 

surveys the related works. Section III presents the detail of 

the GCS framework and its theoretical analysis. In section IV, 

our proposed GCS is simulated in NS-3 and evaluated by three 

standard metrics. Finally, we draw some conclusions in section 

V. 

II. RELATED WORK 

A. Consensus in BIoVs 

With the ongoing development of BIoVs, many studies have 

considered the consensus mechanism [21], [22]. For example, 

Vishwakarma et at. [23] proposed a modifed practical Byzan-

tine fault tolerance consensus for permissioned BIoVs, which 

ensures fairness and gives equal chances to all the miners 

to generate blocks. Mišić et al. [24] introduced a practical 

Byzantine fault tolerance (PBFT) that integrated the Proof-

of-Stake algorithm. Meanwhile, some researchers focus on 

selecting a part of the nodes to participate in the consensus 

to reduce the communication volume [25]. Gao et al. [26] 

presented a BIoVs framework, in which a small group of 

preselected nodes runs the PBFT consensus to verify trans-

actions. Kudva et al. [27] introduced a secure and practical 

consensus for BIoVs, and the Proof-of-Driving is employed 

to select miners. Hou et al. [28] proposed a modifed Proof-

of-Reputation consensus, which uses the hash value to reduce 

the number of consensus nodes. Xu et al. [29] presented an 

improved PBFT algorithm for BIoVs, in which consensus 

nodes are selected according to the score and updated every 

50 requests. However, the effciency of PBFT consensus is 

vulnerable to Byzantine nodes, while it has a bottleneck in 

the face of the increasing data volume in IoVs. Therefore, 

designing an effcient and Byzantine-resistant consensus is 

urgently demanded in latency-sensitive and security-critical 

scenarios like IoVs. 

B. Sharding and blockchain structure 

Sharding is considered an effective solution to improve 

the computing capacity, communication capacity, and stor-

age capacity of blockchain [30], [31], [32]. Elastico [6], 

as the frst proposed sharding framework, divides the nodes 

into multiple fragments, each of which processes transac-

tions independently. OmniLedger [33] introduced a new node 

allocation algorithm and cross-shard transactions processing 

protocol based on Elastico. RapidChain [7] is a sharding-

based permissionless blockchain, and its performance has been 

dramatically improved compared with the previous sharding 

approaches. Zilliqa [34], as a sharding framework used in 

industry, achieves network and computational sharding and 

enhances the throughput. Wang et al. [3] proposed a multi-

sharding protocol to decrease the communication costs in 

BIoVs. Singh et al. [35] proposed an adaptive trust man-

agement framework for BIoVs, which adopts sharding to 

reduce the load and increase the throughput. Wen et al. [36] 

presented a sharding blockchain-based framework for IoVs 

to increase the calculation speed and reduce the burden. Xie 

et al. [5] proposed the DAG blockchain with a sharding 

approach, in which all committees maintain a global DAG 

for transaction verifcation. Li et al. [37] introduced a DAG-

based consensus for privacy preservation and traffc policing. 

Zhang et al. [9] presented a parallel consensus by adopting the 

network sharding and DAG-lattice, where each participant has 

their account ledger. With the exponential increase of users in 

BIoV, it is necessary to adopt sharding and the DAG structure 

to improve the throughput. 

III. DESIGN OF GCS 

This section frst introduces in detail the proposed GCS 

framework, followed by a theoretical analysis. The GCS 

framework adopts the state sharding approach and it contains 

four parts, including the graphical consensus, the sharding 

blockchain design, the node scheduling and shard backup, and 

the secure off-chain sharings. The overall architecture is shown 

in Fig. 2, and the main symbols used in the paper are shown 

in Table I. 
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Fig. 2. The overall architecture of GCS. The participants are RSUs, base stations (BSs), monitors, and vehicles, where the BSs have strong computing and 
storage capacity, monitors are part of the infrastructure and vehicles that are equipped with rich sensors. RSUs within a certain area form the shard, and the 
graphical consensus is used as the intra-shard mechanism, shown in A. The structure of the local chain and block-based DAG are illustrated in B. Meanwhile, 
the node scheduling and shard backup approaches are shown in C. 

TABLE I exists a subgraph gi = (Vi, Ei), Vi ∈ V , Ei ∈ E that satisfes, 
SUMMARY OF MAIN NOTATIONS 

|Vi| = max{|V1| , · · · , |Vn|}, 
Notation Description s.t. P (vj → · · · → vk |vj , vk ∈ Vi) = 1,
C Consensus group, a set of nodes participating in consensus 
S The set of all the shards P (vm → · · · → vn |vm ∈ V \Vi, vn ∈ Vi) = 0, 
l 
b 

Leader node of each consensus group 
Number of Byzantine nodes where |Vi| represents the number of nodes in set Vi and the 

w Reliability weight RSUs in Vi form the consensus group C of each shard. 
α Shards connectivity 
hp, ki Public and private key pair of data sender In one shard, each node can accumulate reliability weight 

h ´ ikṕ, Public and private key pair of data receiver by honest behaviors, i.e., packing blocks and voting correctly 
TPS Transactions Per Second 
FP Failure probability 
PT Average pending time of a transaction 

A. Graphical consensus 

RSUs are divided into individual shards according to their 

geographical location. A consensus group is set up and the 

leader is elected to initiate the graphical consensus before the 

shard can process users’ transactions. This will eliminate RSUs 

that are disconnected from others due to control by attackers 

and network failures. 

Defnition 1. [Consensus group C] Given the graph 

G = (V, E) = {g1, g2, · · · , gn}, 

where V is the set of RSUs within each shard, E represents 

the communications between them in the past x epochs. There 

in the past n epochs. The reliability weight w of each node 

can be calculated as in Eq. (1). 

n 
X 

w = R(k), (1) 

k=1 

where R(k) calculates the numbers that a node shows honest 

behaviors at epoch k. It is worth mentioning that once a node 

exhibits Byzantine behaviors, w will be reset to zero, and it 

cannot participate in consensus in the upcoming m epochs as 

a penalty. 

Defnition 2. [Leader node l] Given the consensus group C, 

the leader node l ∈ C satisfes: 

l = arg max{wi}. (2) 
i∈C 

The Practical Byzantine Fault Tolerance [38] (PBFT) algo-

rithm is used within the consensus group of each shard to 
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verify the transactions, and the diagram is shown in Fig. 3. 

After receiving the transaction requests, the leader frst sends 

the Pre-prepare message to all the consensus nodes. And on 

receipt of the Pre-prepare message, the node broadcasts the 

Prepare message. In a consensus group with 3b+1 nodes, once 

any node receives 2b + 1 Prepare messages, it will broadcast 

the Commit message. The users’ requests are verifed, and the 

consensus result will be returned to the client after receiving 

2b + 1 Commit messages by the leader. 

Request Pre-prepare Prepare Commit Reply 

client 

leader 

node1 

node2 

node3 X 

Fig. 3. The diagram of PBFT. 

When the current leader l shows Byzantine behaviors, the 

view change protocol will be initiated to select a new leader, 

and the new leader l̂ should satisfy: 

l̂ = arg max{wj }, (3) 
j∈C\l 

where l̂ ∈ C\l. And after a successful view change, the 

previous leader node will be recognized as a Byzantine node 

and penalized. 

The graphical consensus is summarized in Algorithm 1. 

ALGORITHM 1: Graphical Consensus 

Input: Intra shard graph G, the set of transactions TX 
Output: Consensus result r 

1 for v ∈ V do 

2 if v ∈ Vi then 

3 C ← C + {v} ⊲Vi refers to Def. 1 

4 ← + {ωv} ⊲ω is calculated as Eq. (1) 

5 end 

6 end 

7 l ← arg max {ωj } ⊲Leader election 
j∈C 

8 for tx ∈ T X do 

9 if l ∈ Byzantine then 

10 ωl ← 0 
11 ← \ωl 

12 C ← C\l 
13 l̂ ← arg max {ωj } ⊲View change 

j∈C 

14 end 

15 r ← PBFT(tx) ⊲Transactions verifcation 

16 return r 
17 end 

B. Sharding blockchain design 

In our framework, there are two types of structures: 

1) Local chain. The local chain of each shard stores the 

historical ledger independently and is maintained by all the 

RSUs. The data collected by the monitors will be sent to the 

nearby RSUs and verifed within the consensus group. Then, 

the authorized data will be packed into a block and stored 

in the local chain, which is supported by the corresponding 

RSUs. When the users request intra-shard data, RSUs can 

retrieve it from the local chain and send it to the user. 

2) Block-based DAG. The block-based DAG acts as the 

main chain of GCS, which is maintained by the BSs. The 

block-based DAG adopts the Tangle structure as IOTA [39]. 

Differently, after m epochs in the local chain, a global block 

that contains all transactions during this period is created and 

sent to the BSs. Then the BSs will synchronize blocks to the 

main chain using wired and wireless networks. 

Each block in the block-based DAG can accumulate weight 

by approving the previous blocks. And the cumulative weight 

Lj of block j is the sum of the cumulative weights of all the 

previous blocks that are directly and indirectly approved by 

block j. 

In the block-based DAG, the BSs must approve two previous 

blocks to synchronize the newly generated global block to the 

main chain, and the chosen probability is calculated as Eq. (4). 

θ exp(Lm − Ln)
Pn7→m = P , (4) 

θ exp(Lm − Ly )y:y 7→m 

where y 7→ m represents that block y approves block m, m ≤ 
y ≤ n and θ is a constant factor. 

When a cross-shard transaction is received by the RSUs, it 

will be forwarded to the BSs. After verifcation, the transaction 

will be recorded on the block-based DAG main chain and the 

requested data will be returned to the users. 

Local chains enhance the effciency of processing intra-

shard transactions, while block-based DAG provides effcient 

cross-shard data access. This structure will save time in 

synchronizing blocks into the main chain, and the consistency 

of the data is also guaranteed. 

C. Node scheduling and shard backup 

Node scheduling is adopted to handle shard overheating. 

We utilize temporal-spatial graph convolutional network model 

to predict overheated areas, and then schedule the resources 

into these areas. This will speed up the verifcation of the 

backlog of transactions in the overheated areas and accelerate 

the alleviation of shard overheating. 

Defnition 3. [Road graph G and binary matrix A] Using 

graph G = (V, E) to represent the topological structure of 

roads in a city. V is the set of roads. E is the connection 

between roads, which is represented by a binary matrix A ∈ 
{0, 1}N×N , where N represents the number of roads, and ‘1’ 

means that the two roads are connected, otherwise ‘0’. 

Defnition 4. [Feature Matrix X] Taking the average traffc 

speed on each road of G as the attribute features and the 

feature matrix X ∈ RN×n is a N × n-dimensional value, 

where n represents the length of the historical time series and 

Xt ∈ RN×t represents the traffc speed of N roads at time t. 
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Fig. 4. Temporal-spatial graph convolutional network prediction model 

Therefore, the problem of traffc prediction can be formu-

lated as a learning function mapping f based on graph G and 

feature matrix X , and calculating the average traffc speed of 

the next period T as follows: 

[Xt+1, Xt+2, . . . , Xt+T ] = f(G, (Xt−n, . . . , Xt)), (5) 

where n is the time series length of the learned historical data 

and T is the time series length to be predicted. 

In GCS, the BSs run the prediction model to forecast traffc 

speeds and locate the overheated shards according to the 

model’s output. The architecture is shown in Fig. 4. 

Here, a 2-layer Graph Convolutional Network (GCN) [40] 

with the activation functions of ReLU(·) and softmax(·) is 

used to learn spatial features from traffc data, which can be 

expressed as: 

ˇ AXW (0))W (1)),X = f(X, A) = softmax(ÂReLU( ˆ (6) 

where Â  represents the pre-processing step in GCN, W (0) ∈ 
R

n×H is a n × H-dimensional value, which represents the 

weight matrix from input layer to hidden layer, H is the num-

ber of hidden units, W (1) ∈ RH×T is a H × T -dimensional 

value that represents the weight matrix from hidden layer to 

the output layer, respectively. 

As described in T-GCN [41], the Gated Recurrent Unit 

(GRU) model [42] is used to capture the temporal features 

as follows: 

ht = GRU(X̌  
t, h

t−1), (7) 

ˇwhere Xt is the output of GCN model at time t according to 

Eq. (6), ht−1 is the output state of the GRU model at time 

t − 1. 

According to the model’s output O = [Xt+1, . . . , Xt+T ], 
the road i will be considered congested at time k if Xi ≤k 
30km/h, Xi ∈ O. And the score � of nodes that can bek 
temporarily transferred is calculated as in Eq. (8). 

Pz 
j=1 �tj

� = × exp (−�P ), (8) 
z 

where �tj represents the time spent on processing the trans-

action j, z represents the number of transactions that were 

processed by the node in the last epoch, and �P represents the 

distance between the node and the target shard, respectively. 

According to the fnal score � of each node, RSUs are 

temporarily reallocated into designated shards and determine 

connectivity with others through IP address. After synchroniz-

ing the local chain and checking the data consistency using the 

Merkle tree, these RSUs will then participate in the consensus 

group and process transactions. The closer distance between 

RSUs and the overheated shard guarantees the quality of the 

communication, and the high capacity of the scheduled RSUs 

enables the consensus group to complete consensus faster. This 

will speed up the verifcation of the backlog of transactions 

and the alleviation of shard overheating. 

To cope with shard failure, we employ shard backup. For 

each shard, an appropriate shard will be chosen as its backup. 

The backup shard will keep synchronization. Once a shard 

fails, its backup will take its place until its recovery. 

Defnition 5. [Shards connectivity α] For each shard Si and 

Sj , the connectivity αi,j can be calculated as: 

x 
X 

αi,j = ti,j (k), (9) 

k=1 

where ti,j (k) calculates the number of vehicles coming from 

k∈S,k 6=j 

shard Sj to shard Si at time k. 

Defnition 6. [Backup shard Ŝ] For shard Si ∈ S , the 

backup Ŝ  is obtained by Eq. (10). 

Ŝ = arg max 
j 

ηi,j , (10) 

ηi,j = − exp(�Pi,j ) × (Zj + αi,j ), 

s.t. ᾱ i × �Pi,j ≤ αi,j × min {�Pk,j }, (10a) 

|S| 
X 

̺i,j × �i ≤ Rj , (10b) 

i=1 

P Q 
X X 

(ℓi + ℓj ) ≤ Bj , (10c)n m 
m=1 n=1 

P Q 
X X 

(c i + cj ) ≤ Zj , (10d)n m 
m=1 n=1 

where Z represents the processing capacity of shard, ᾱ i is 

the average connectivity of shard Si. �Pi,j = kPj − Pik, 
Pi and Pj represent the position of each shard. ̺ is a binary 

value, ‘1’ means shard Si is backed up to Sj , otherwise ‘0’. 

� is the needed storage space, R represents the remaining 

storage resources, ℓi is the bandwidth required for the n-n 
th transaction communication of shard Si, B is the total 

bandwidth resources, ci represents the required computingn 
resources of the n-th transaction in Si, respectively. 

Constraint (10a) means that the data of Si are backed up in 

Sj , the connection degree should be large among all the other 

connected shards while the distance between the two shards 

should be as small as possible. Constraint (10b) means that 

the remaining storage resources of the target shard must be 

suffcient to back up the historical transactions of the source 
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shard. Constraint (10c) means that the network condition of 

the target shard must be suffcient to support all the users’ 

communications. Constraint (10d) means that the computing 

resources of the target shard should be able to verify the two 

shards’ transactions simultaneously, respectively. 

D. Secure Off-chain sharings 

To prevent off-chain sharings between vehicles and in-

frastructure from being tampered with by attackers and to 

protect the security of sharings, the secure off-chain sharings 

is proposed. 

The system frst initializes the functions shown in Table II, 

and the participants generate a random 32-bit string as the pri-

vate key k and calculate the public key p = SECP 256K1(k). 

TABLE II 
FUNCTION INITIALIZATION 

Function 

SECP256K1 [43] 
H(·) 

K(hh1, h2, · · · , hni, p) 
(m, ς, ǫ) ← D(M, k) 
S(hh1, h2, · · · , hni, k) 

(0, 1) ← V̌ (s, p) 

Implication 

elliptic curve cryptography [44], [45] 
secure hash algorithm, sha256 [46] 
public key encryption function 
private key decryption function 
private key signature function 

signature verifcation function 

When the monitor collects data m, it frst calculates the 

index ς of m using function H(·) and the sign ǫ using function 

S(·). Then encrypt the collected data m, index ς and sign ǫ 
using K(·) and the public key ṕ  of the RSU and send the 

encrypted message M . When an RSU receives a message M 
´ from a monitor, it uses private key k and function D(m, k) 
′ to decrypt. Then calculate the index ς of the decrypted data 

′ ′ m , which is ς = H(m ′ ), and compare it with ς . Due to the 
′ nature of the hash function H(·), once ς is the same as ς , we 

can say that the decrypted data m are accurate. The procedure 

is summarized in Algorithm 2. 

Algorithm 3 illustrates the secure data sharings among users 

and RSUs. First, the RSU releases the authorized signatures ǫ 
for the users that are requesting data access. Then, the RSU 

encrypts the signature using the function K(·) and the public 

key of each user. After decrypting the authorized signature, the 

users may require data access from the nearby RSUs. After 

receiving the user’s request, the RSU will verify whether it 

is an authorized user using V̌ (·) and the public key p of the 

signed RSU. After identity verifcation, the RSU sends the 

requested data to the user by calling Algorithm 2. And fnally, 

the user will get accurate data on the blockchain. Algorithms 2 

and 3 provide the off-chain data acquisition procedures and 

communication security between terminals and RSUs. 

E. Theoretical analysis 

In this subsection, we frst prove the security of off-chain 

sharings and then analyze the consensus and shard resiliency 

and the complexity of GCS. 

Security analysis: 

Theorem 1. The data transmission mechanism in Algo-

rithm 2 guarantees the collected data is secure and cannot be 

ALGORITHM 2: Off-chain Data Transmission Algo-

rithm 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

Input: Sender node set R with key pairs set hp, ki, 
public key ṕ  and private key k ´ of receiver 

node, packed data set m. 
′ Output: Secure transmitted data M . 

for r ∈ R do 

ς ← H(mr) 
ǫ ← S(ς, kr) 
ṁ r ← K(hς, ǫ, mi, ṕ) 
M ← {M ⊕ ṁ r} 

end 

for Mi 6= ? ∈ M do 
´ (m ′ , ς, ǫ ′ ) ← D(Mi, k) 

′ ς = H(m ′ ) 
′ V̌ (ǫ ′ if ς = ς & , pi) then 

′ ′ M ← {M ⊕ m ′ } 
′ return M 

else 

return 0 

end 

end 

ALGORITHM 3: Secure Data Sharing Algorithm 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

Input: Public key p and private key k of the RSU, 

users set U with key pairs hp,́ 
time period t. 

Output: Required data d ′ . 
for u ∈ U do 

ǫ ← S(ht, ṕ  ui, k) 
ṁ r ← K(ǫ, p) 
M ← {M ⊕ ṁ r} 

end 

for Mi 6= ? ∈ M do 

ǫ ← D(Mi, k) 
if V̌ (ǫ, p) then 

Calling Algorithm 2 

else 

return 0 

end 

end 

´ ki, authorized 

tampered with during the off-chain transmission stage, which 

is formulated as: 

¯∀ m, ¯ k, m, 

1 ← (ς ∧ H(m)) ∧ (V̌ (ǫ, p)), 

0 ← (ς̄ ∧ H(m̄ )) ∧ (V̌ (ǫ, ṕ  i)) ∧ (ς ∧ H(m̄ )), 

¯ where m̄ and k are the forged message and private key, 

respectively. 

Proof. According to Algorithm 2, the edge node (i.e., a 

monitor) packages the collected data m, index ς and signature 
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ǫ, then encrypts the message using the public key of the target 

RSU, which is: 

ς ←H(m), 1 ← ς ∧ H(m), 

ǫ ←S(ς, k), 1 ← V̌ (ǫ, p), 

and thus, 

1 ← (ς ∧ H(m)) ∧ (V̌ (ǫ, p)). 

Since function K(·) is an asymmetric encryption function, 

only the holder of the corresponding private key can decrypt 

the message. Therefore, when the message between the moni-

tor and RSU is intercepted, the attacker cannot directly obtain 

the message’s plaintext and tamper with it because of the lack 

of a private key. 

However, the attacker can forge the communication between 

the monitor and the RSU, which is: 

ς̄  ← H(m̄), 
¯ǭ  ← S(H(m̄), k), 

¯ ṁ ← K(h ̄  ς, ̄  p),m, ¯ ǫi, ´ 

where ς̄  is the index of the forged message, ǭ  is the forged 

signature by attacker. 
¯After receiving the message ṁ , the RSU frst decrypts it 

using its own private key k ´ and obtains: 

1 ←ς̄ ∧ H(m̄), 

0 ←V̌  (ǭ, ṕ), 

0 ←(ς̄ ∧ H(m̄ )) ∧ (V̌  (ǭ, ṕ)), 

and thus, 

0 ← (ς̄ ∧ H(m̄ )) ∧ (V̌  (ǭ, ṕ)) ∧ (ς ∧ H(m̄ )), 

¯which means the received data ṁ are forged and will not 

be stored in the local chain. Thus, the collected data by the 

monitor during the off-chain transmission is secure and cannot 

be tampered with. 

The proof of the theorem is complete. 

Theorem 2. During the off-chain sharing stage, the secure 

sharings mechanism in Algorithm 3 guarantees the following 

conditions: the data requested by the user is secure, forged 

data is discarded, and unauthorized users cannot access the 

data on the blockchain, which are formulated as: 

∀ m, ¯ ǫ, m, ̄  

1 ← (ς ∧ H(m)) ∧ (V̌ (ǫ, p)), 

0 ← (ς ∧ H(m̄ )) ∧ (V̌ (ǫ, p)), 

0 ← (ς ∧ H(m)) ∧ (V̌ (ǭ, p)). 

Proof. According to Theorem 1, we have: 

1 ← (ς ∧ H(m)) ∧ (V̌ (ǫ, p)), 

And according to Algorithms 2 and 3, when the attacker 

forges the message m̄ , we have: 

′ ′ ς ← H(m̄), 0 ← ς ∧ ς , 

and thus, 

0 ← (ς ∧ H(m̄ )) ∧ (V̌ (ǫ, p)). 

Thus, the data m̄ will be considered forged and discarded, and 

the data requested by the user is secure. 

According to Algorithm 3, when an unauthorized user tries 

to forge a signature, 

¯ǭ  ← S(ht, pui, k), 

and as for an illegitimate signature ǭ, due to the lack of the 

private key of the user and RSU, we have: 

0 ←V̌ (ǭ, p), 

0 ←(ς ∧ H(m) ∧ (V̌ (ǭ, p)). 

Thus, the unauthorized user cannot access the data on the 

blockchain. 

The proof of the theorem is complete. 

Algorithms 2 and 3 form an identifcation mechanism of 

GCS proved by Theorems 1 and 2 to demonstrate data security 

when there are attackers and unauthorized users during the 

off-chain transmission. Theorem 1 proves the data security 

when data are collected and transmitted to the local chain 

for storage, while Theorem 2 proves the security of off-chain 

sharings among users and RSUs. 

Resiliency analysis: 

i) Consensus resiliency (Committee resiliency). The shard 

always generates valid blocks when the Byzantine nodes are 

less than 1/3 within the consensus group. 

According to Algorithm 2 and Theorem 1, the data trans-

ferred by the monitors are accurate. Meanwhile, according to 

the PBFT algorithm, the consensus always succeeds when the 

Byzantine nodes within the consensus group are less than 1/3. 

Thus, the block generated by graphical consensus is always 

valid. 

ii) Shard resiliency (Total resiliency). The blocks on the lo-

cal chain are always valid when the Byzantine nodes controlled 

by the attackers within each shard are less than 1/2. 

When an honest node accepts to synchronize a newly 

generated block, there must be a valid accept message with 

a proof signature. However, the attacker cannot forge a new 

block that is accepted by the shard, because he can not 

obtain enough accept messages from the honest nodes in the 

committee. Meanwhile, if the attackers try to forge a sequence 

of blocks and fork the local chain, it will be regarded as a fork 

and discarded. This is because there are no more than 1/2 
Byzantine nodes to vote for the forged chain, and the honest 

nodes always vote on the correct blocks and add new blocks 

behind them. Therefore, the forged chain cannot obtain more 

than 1/2 votes, and it is shorter than the local chain. Thus, 

the blocks on the local chain are valid and cannot be forged 

by attackers. 

Complexity analysis: 

Without loss of generality, we calculate the complexity of 

consensus per transaction. When a user initiates a transaction 

request, it will be contained in a block of size b. At the 

beginning of each epoch, the consensus group is selected 

within each shard through the graphical consensus. This im-

poses a communication and computation overhead of O(n ).
b 

After receiving a transaction request by the leader, the PBFT 

consensus will be initiated to verify it within the consensus 
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2 
group of size m, which requires O(m ) communication over-

b 
head. Thus, the total complexity for each transaction equals 

O(n+m 2 
).

b 

IV. EXPERIMENTS AND EVALUATION 

In this section, we frst evaluate the TPS and PT in general 

conditions when transaction generated speed (TGS) varies 

from 500 Tx/s to 1000 Tx/s, to show the advantages of shard-

ing. Secondly, we simulate the change in TPS and PT when 

the shard number ranges from 4 to 14 and TGS varies from 

1050 Tx/s to 6000 Tx/s. Meanwhile, GCS is also compared 

with some available mainstream sharding solutions. Finally, 

the FP of GCS and randomness sharding frameworks [6], [7] 

are also compared, and the change in PT is observed when 

the shard failure occurs. 

A. Experimental settings 

Baselines: 

We compare the proposed method with the following base-

lines: 

• Non-sharding with PBFT: THis is a non-sharding 

the number of nodes, f represents the proportion of Byzantine 

nodes, respectively. 

Parameter Settings: 

The simulation has been conducted on a Dell workstation 

with eight cores, 64Gb RAM, and an 11G Nvidia 1080Ti GPU. 

The whole GCS approach is implemented using NS-3 [47]. 

The inter-node bandwidth is set to 4M, and the network latency 

is 40 ms. The TGS is set from 500 Tx/s to 6000 Tx/s. And the 

average accuracy of the temporal-spatial graph convolutional 

network prediction model is 0.911 after 100 times of training 

on the Sz-taxi dataset. 

B. General performance 

We compared GCS-4, GCS-6, GCS-8, and GCS-12 (GCS-

X means there are X shards in GCS, i.e., GCS-4 means the 

number of shards is 4) with non-sharding blockchain (legend 

with PBFT), where TGS rises from 500 Tx/s to 4000 Tx/s. 

1000 

blockchain architecture using the PBFT consensus algo-

GCS-4 

GCS-6 

800 
700 

600 
500 

800 
rithm [38], which is commonly used in BIoVs. 

600 • Elastico [6]: This is the frst proposed sharding approach 

that scales transaction rates linearly with computation. 400 

• OmniLedger [33]: This is considered to be the im-
300 

proved edition of Elastico, which increases data security while 
GCS-8 

900 PBFT Transaction Generated Speed (Tx/s) 

T
P

S (T
x

/s) 

improving throughput. 

• RapidChain [7]: This is the frst sharding-based public 

blockchain that achieves complete sharding of the communi-

cation, computation, and storage overhead. 

• Zilliqa [34]: This is considered to be a unique blockchain 1000 

sharding platform designed to scale in the open, permissionless 

distributed network securely. (a) TPS of PBFT and GCS with low TGS 

Metrics: 

The common metrics used to evaluate the GCS are: 

1) TPS: represents the average number of transactions 

processed each second over a period of time, and is calculated 

as: 
Pt2 

Xi 
TPS = i=t1 . (11) 

t2 − t1 

2) PT: indicates the average time spent on a transaction 

from sending to packing into a block, and is computed as: 
P Pm n 

T i − T j 
i=1 j=1 b x 

GCS-4 

GCS-6 

GCS-8 

PBFT 

1000 900 
800 

700 
600 

500 

1 

1.5 

2 

2.5 

Transaction Generated Speed (Tx/s) 

P
en

d
in

g tim
e (s) 

0.5 

PT = . (12) 
PTm

b 
k=1 Xk 

3) FP: indicates the probability of shard failure. In the shard 

systems with randomness allocation [6], [33], it is calculated 

as in Eq. (13). And the failure probability of GCS is observed 

by 1000 times of simulations. 
(b) PT of PBFT and GCS with low TGS 

N � � 

X 

Fig. 5. Comparisons between PBFT and GCS with low TGS FP = 
N

f b(1 − f)N−b , (13) 
b 

Nb= 
3 When the TGS rises from 500 Tx/s to 1000 Tx/s, the 

where Xi represents the set of transactions at time i, Tb and simulation results are shown in Fig. 5. It can be seen in 

Tx is the timestamp of blocks and transactions, N represents Fig. 5(a), the TPS of PBFT is about 360 Tx/s whereas the 
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TPS of GCS rises from 492.8 Tx/s to 982.5 Tx/s, which has ·103 
3.5 

dramatically improved. The TPS of GCS-8 can reach 269% 5 

3 

of PBFT. And according to Fig. 5(b), the PT of the proposed 4 

GCS is 1.02 seconds, and the maximum PT of PBFT is more 

than 2.74 seconds which is intolerable in a latency-sensitive 

T
P

S
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T
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) 
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4 6 8 10 12 14 

P
en

d
in

g
 T

im
e 

(s
) 

1000 Tx/s 
2000 Tx/s 
4000 Tx/s 
6000 Tx/s 

4 6 8 10 12 14 

IoV system. 2 1.5 

PBFT GCS-4 GCS-6 GCS-8 GCS-12 

1 1 

Number of shards Number of shards 

·10
3 

(a) TPS comparison (b) PT comparison 
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2879 2910 
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Fig. 7. TPS and pending time comparisons with increasing TGS 

numbers of shards in GCS as the TGS increases. As shown 

in Fig. 7(a), when the TGS=1050 Tx/s, the TPS stabilizes 

at around 1000 Tx/s, because shards are not running at full 

load. When TGS=2000 Tx/s, the increase in TPS is minor 

for GCS-4 compared to GCS-8 to GCS-12 because the shards 

in GCS-4 are already working at full load while others are 

not. The reason for the variation in trend is also same when 

T
P

S
 (

T
x

/s
) 

2 

TGS=4000 Tx/s and 6000 Tx/s. 

In Fig. 7(b), when the TGS=1050 Tx/s, GCS can pack all 
(a) TPS of PBFT and GCS with high TGS the transactions in 1 second. When the TGS=2000 Tx/s, in 

PBFT GCS-4 GCS-6 GCS-8 GCS-12 
GCS-4, transactions need to wait for 1.4s to be packaged due 

to too many transactions and limited processing capacity, while 

others still take only 1 second to pack all transactions. So does 

1050 2000 3000 4000 

2.74 

5.48 
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1.39 

2.04 

2.69 

1.02 
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1.82 

1.02 
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11 it while the TGS=4000 Tx/s. 

The TPS comparisons of PBFT and GCS are shown in 

Table III. As TGS increases, the TPS of PBFT is maintained at 

365 Tx/s due to the limit of throughput, and it cannot process 

such a volume of users’ requests. When TGS≤1000 Tx/s, the 

TPS of GSC-4 to GCS-12 has a minor difference because all 

the shards are running at a low load. In particular, when TGS 

comes to 2000 Tx/s, the TPS of GCS-4 is lower than GCS-

6 to GCS-12 because GCS-4 is already running at full load 

P
en

d
in

g
 T

im
e 

(s
) 

2.7 

2 

1 

Transaction Generated Speed (Tx/s) 

(b) PT of PBFT and GCS with high TGS 

Fig. 6. Comparisons between PBFT and GCS with high TGS 

When the TGS>1000 Tx/s, the TPS and PT comparisons 

are shown in Fig. 6. As illustrated in Fig. 6(a), when the 

TGS≤2000 Tx/s, the difference of TPS between GCS-X is 

minimal because the load on these shards has not reached the 

maximum at this time. And as the TGS increases, TPS starts 

to show a discrepancy. Eventually, when the TGS=4000 Tx/s 

with a total of 20,000 transactions, the TPS of GCS-12 is 

3888 Tx/s, and the TPS of PBFT remains 360 Tx/s. The PT 

of PBFT is 10.96s at this time and a transaction in the non-

sharding BIoVs will wait up to 10.96s to be packed into a 

block, whereas in GCS, the time is about 1s. In other words, 

the improved TPS and less PT of GCS can cope with the 

increasing number of users’ requests and meet the demand of 

low latency in BIoVs. 

Fig. 7 illustrates the tendency of TPS and PT for different 

while others are not. When we set TGS to 4000Tx/s, we can 

obtain that the TPS of the proposed GCS rises as the number 

of shards increases. 

The comparisons of mainstream sharding blockchain are 

shown in Table IV. The PT of GCS has a signifcant reduction, 

which is at least 1.02s. Note that when there are few shards 

and a high TGS, the PT will increase, for example, the PT of 

GCS-4 is 3.4s when TGS=6000 Tx/s. We measure the TPS 

of GCS-12 when TGS=4000 Tx/s, which is 3888 Tx/s, and 

this increases with the rise of the number of shards and TGS. 

TABLE III 
TPS COMPARISONS 

Method 
500 600 

Low TGS 
700 800 900 1000 

High TGS 
2000 3000 4000 

PBFT 360 361 363 364 365 365 365 365 365 
GCS-4 491 589 686 783 879 976 1440 1471 1489 
GCS-6 492 590 689 786 883 980 1944 2159 2195 
GCS-8 493 591 689 787 885 983 1951 2879 2910 
GCS-10 495 591 689 788 885 986 1957 2920 3430 
GCS-12 495 592 689 788 890 986 1960 2972 3888 
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TABLE IV 
SHARDING BLOCKCHAIN COMPARISONS 

Sharding blockchain 
Total 

resiliency 
Committee 
resiliency 

TPS Pending time 
Sharding 
scheme 

Leader 
selection 

Blockchain 
structure 

Elastico [6] 1/4 1/3 40 800s Random EpochRandomness Chain 
OmniLedger [33] 1/4 1/3 500 14s Random RandHound State block+Chain 
RapidChain [7] 1/3 1/2 4220 8.5s Random Randomness Chain 

Zilliqa [34] 1/4 1/3 2488 10s Election Node number Chain 
GCS (ours) 1/2 1/3 3888 1.02s Area-based Reliability weights Block-based DAG 
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Fig. 8 shows the comparisons of FP between randomness 

sharding (legend with RandS) and GCS, where GCS (60) 

means that the number of nodes in each shard is 60, etc. As 

1.6 

1.4 

2 

1.5 
1.2 

the proportion of Byzantine nodes (f ) increases, the FP also 
1increases. In particular, when f ≤ 18%, the FP of GCS (60) 1 

is slightly higher than that of RandS, which is about 2× 10−3 
Number of shards Number of shards 

and negligible. When f = 19%, the FP of RandS (60) reaches (a) Impact on PT of 2000 TGS (b) Impact on PT of 3000 TGS 

6 × 10−3 , which is twice of that in GCS (60). And when TGS=4000 Tx/s TGS=6000 Tx/s 
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f = 28%, the FP of RandS (60) has already exceeded 0.2, 

which is 34 times increase over that at f = 19%, while the 

FP of GCS (60) rises to 4 × 10−3 . 
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Fig. 8. Failure probability of GCS and common sharding. 

Fig. 9 shows the impact on PT before and after shard failure. 

As illustrated in Fig. 9(a), when the TGS is 2000 Tx/s, the 

impact of GCS-4 and GCS-6 are slightly higher, which are 

0.46s and 0.08s, respectively. From GCS-8 to GCS-12, even 

if a shard fails, the transactions can be processed by the 

backup shard in time. And when TGS=3000 Tx/s, as shown 

in Fig. 9(b), the PT of GCS-4 increases more than that in 2000 

TGS, which is 0.73s. As for GCS-6 to GCS-10, the PT has a 

small increase, respectively, and these shards work at full load. 

When TGS comes to 4000 Tx/s and 6000 Tx/s, the impact on 

PT is 1.01s and 2.21s, respectively, shown in Figs. 9(c) and 

9(d). However, in other sharding approaches, users’ requests 

will remain pending until the failed shard is recovered. 

Number of shards Number of shards 

(c) Impact on PT of 4000 TGS (d) Impact on PT of 6000 TGS 

Fig. 9. Pending time comparisons before and after shard failure. 

V. CONCLUSIONS AND FUTURE WORK 

In this paper, we proposed a novel graphical consensus-

based sharding framework, called GCS, for effcient and secure 

sharings in BIoVs. GCS employs the blockchain sharding 

to enhance the TPS and overcome the bottleneck of data 

sharing, as BIoVs expands. Firstly, the graphical consensus is 

introduced as the intra-shard consensus, which improves the 

throughput of BIoVs and enhances the consensus effciency. 

Secondly, we optimized the sharding blockchain design. The 

local chain stores the intra-shard data and is used to respond 

to users’ requests within each shard, while a block-based 

DAG, rather than a chained structure, is employed as the main 

chain for cross-shard sharings. Then, node scheduling and 

shard backup were introduced to handle the shard overheating 

and failure. Finally, an off-chain transmission algorithm was 

proposed for secure sharing between the infrastructure and the 

vehicles. 

The security of GCS has been theoretically proven, and the 

simulation results show that our approach achieves higher TPS 

and lower pending time, which will match the demand for the 

low-latency scenario in BIoVs. In particular, GCS has been 

shown to achieve a TPS of 983 Tx/s (GCS-8, TGS=1000) 

and 3888 Tx/s (GCS-12, TGS=4000), which is 1.62 times and 

36% higher compared with the non-sharding blockchain and 

most sharding blockchain approaches, respectively. In terms 
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of pending time, the average transaction pending time is at 

least 0.38s shorter (GCS-4, TGS=500) than the non-sharding 

blockchain. Meanwhile, when facing the Byzantine attack, 

the pending time of GCS has a minor increment, which is 

0.46s (GCS-4, TGS=2000) and 1.01s (GCS-4, TGS=4000), 

respectively. 

Although the PBFT consensus mechanism can secure the 

fnal consistency of the local chain data, its unique three-

stage process will take up some network traffc, resulting in 

additional communication overhead. Meanwhile, due to the 

adoption of the shard backup, each node in the shard will store 

more data. In particular, extra storage space will be spent on 

historical blocks. Future work will focus on developing the 

state-less sharding architecture that allows the nodes to verify 

transactions without storing the full state. This will reduce 

communication volume during the consensus and the nodes’ 

storage requirements. Our GCS implementation motivates new 

research on improving the performance of blockchain and, in 

particular, on better usage of the blockchain technology in 

IoVs. 
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