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KINGS COLLEGE LONDON

Abstract

Faculty of Natural, Mathematical and Engineering Sciences

Department of Engineering

by Deni Lumbantoruan

Tactile Internet is an advanced technology which enable transfer of content and skill of

human resources through haptic communication. The implementation of tactile internet

will not use a private infrastructure because it would not be economical. The tactile

internet will be realized by sharing the network resource with the best-effort internet

packet.

This study investigated the methods for multi-commodities flows, comprise of haptic

and best-effort packet, which will improve the network utilization and throughput. It

also minimize the network cost such as: total delay and packet error.

Moreover, through this study, it has been ensured that the QoS requirement for haptic

packet could be achieved. Some methods investigated for this work including routing

and scheduling of the packet in the network. The analysis of minimum routing cost for

Tactile and Best Effort Packet conducted by implementing Traffic Engineering in the

network.

Furthermore, Software Defined Network (SDN) paradigm introduced and implemented

to control every single edge nodes in the network, so the optimal traffic engineering for

tactile packet and best effort packet could be realised. From the results can be seen

that our solution enhances system throughput and mitigates congestion among flows in

comparison to single-path shortest routing.

In the end, we also proposed the methods to deal with many types of traffic, including

tactile and best effort traffic, by formulating multi-criterion optimisation problem. By

tuning the allocation of bandwidth capacity of tactile and best effort traffic, we able to

use the optimisation approach to get an optimal revenue of the communication network.

deni.lumbantoruan@kcl.ac.uk
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Chapter 1

Introduction

Internet network starts with local communication and limited coverage. However, since

its early development, the Internet has had the vision to connect every point globally.

Since the Internet technology initiation, the Internet has evolved into an open global

platform with widely dispersed network and information infrastructure facilities. The

recent Internet development has enabled people to share information and access di-

verse and broad information despite being distant from the information sources. This

phenomenon has urged people who have access to the Internet to redefine regional,

geographical, and cultural boundaries.

The growth of the Internet has had a profound and rapid impact on society, transform-

ing various aspects of human lives. The Internet has revolutionized communication by

enabling instant and global connectivity. People can now easily communicate with one

another through email, instant messaging, social media platforms, and video calls. This

has bridged geographical barriers, allowing individuals and communities from different

parts of the world to connect and interact effortlessly. The Internet has also become

an immense repository of knowledge, providing unprecedented access to information.

With a few clicks, people can find answers to virtually any question, access educational

1
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resources, and stay updated on current events. This democratization of information has

empowered individuals and enhanced opportunities for learning and personal growth.

In addition, the Internet has facilitated seamless information sharing and collaboration

among individuals and organizations. Platforms like cloud storage, file-sharing services,

and collaborative tools enable real-time collaboration, remote work, and knowledge shar-

ing. This has transformed the way businesses operate and enhanced productivity and

efficiency [1] [2].

Nevertheless, while Internet technology continues to evolve, the Internet network faces

significant challenges. For example, traffic management is the recent challenge to the

Internet network where the bandwidth management for emerging applications requiring

large bandwidth and other critical specifications becomes a significant issue. Moreover,

the emergence of new technology devices has recently become a significant issue in

dealing with traffic management [3] [4].

Multimedia applications’ massive growth has contributed significantly to the surge in

mobile and Wi-Fi traffic. The massive growth is shown by the connectivity evolution

of cellular network generations (2G, up to 4G/LTE - ad- advanced LTE up to 5G).

Therefore, an estimated 7.49 billion mobile devices will be used worldwide by 2025.

However, monthly bandwidth usage for each per capita is also predicted to increase

significantly. As a result, global mobile data traffic will reach 282 Exabytes (EB) per

month in 2027 based on some research studies. Further, the total mobile data traffic

will be 368 Exabytes (EB) per month by the end of 2027 by adding Fixed Wireless

Access (FWA) [5]. Nevertheless, as Internet users might concentrate in a particular

area in terms of the cellular communication networks, more meshing, access points, and

increased randomness may happen.

Furthermore, the mobile networks’ fifth generation (5G) is designed to support specific

functionalities to meet the users’ demands. 5G aims to provide significantly higher data
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rates compared to its predecessors, such as 4G LTE. With faster download and upload

speeds, 5G enables seamless streaming of high-definition videos, supports data-intensive

applications, and enhances the overall user experience. The 5G also aims to minimize

network latency, which refers to the time it takes for data to travel from its source to

its destination. Ultra-low latency in 5G networks facilitates real-time applications like

autonomous vehicles, remote surgeries, and immersive virtual reality experiences, where

even minor delays can have significant consequences [6].

However, updating the existing network functionalities and re-designing networks re-

quires new hardware equipment and significant network changes, which may increase

service providers’ expenses. On the other hand, the next network generation is an-

ticipated to support various applications such as tactile Internet, remote surgery, and

human-to-machine and machine-to-machine communications. Consequently, 5G is ex-

pected to overcome the high cost of integrating and upgrading new network functionali-

ties by deploying new network architectures. Therefore, the 5G network will have many

requirements, such as ultra-low latency and high-reliability requirements, enhanced mo-

bility management, and high flexibility, in addition to lowering CAPEX and OPEX [7]

[8].

One essential supported application by 5G is the Internet of Things (IoT). 5G technol-

ogy plays a crucial role in enabling the Internet of Things (IoT) ecosystem by providing

enhanced connectivity, low latency, and increased capacity for a massive number of IoT

devices. The technology offers significantly higher network capacity compared to pre-

vious generations, allowing it to handle the massive number of IoT devices that are

expected to be connected. This increased capacity ensures that IoT devices can commu-

nicate seamlessly and efficiently without overwhelming the network. In addition, 5G’s

ultra-low latency capabilities are essential for real-time applications in the IoT. With

latency reductions compared to previous generations, 5G enables near-instantaneous
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communication between IoT devices and cloud-based platforms or other devices. This

is crucial for time-sensitive applications such as autonomous vehicles, remote surgery, or

industrial automation. 5G also supports a significantly larger number of simultaneous

connections per unit area, enabling massive machine-type communications (mMTC).

This capability allows IoT networks to accommodate the enormous scale of connected

devices, ranging from smart sensors and wearable to industrial sensors and smart infras-

tructure in smart cities [9] [10] [11] [12].

5G networks enable the deployment of edge computing capabilities, where computing

resources and data processing can be located closer to the IoT devices at the network

edge. This reduces latency, improves responsiveness, and allows real-time data analy-

sis and decision-making at the edge, enhancing the overall efficiency and performance of

IoT applications. By leveraging the capabilities of 5G technology, the Internet of Things

can flourish with seamless connectivity, low latency, improved energy efficiency, and en-

hanced security. These advancements enable a wide range of innovative IoT applications

and pave the way for a more connected and intelligent world.

Furthermore, haptic communication has received considerable attention in recent years.

Traditional multimedia communication systems provide media services by capturing, en-

coding, and transmitting an image, videos, and audio. However, haptic communication

exchanges haptic information and maintains high-fidelity interaction between the local

terminal and remote terminal in a typical haptic remote interaction. Haptic communi-

cation requires high efficiency, high transparency, high stability, and low latency [13].

Similarly, 5G has high speed, large capacity, and low latency characteristics. 5G is the

technological foundation of the IoT whereas Tactile Internet is a further prospectus ap-

plication [14]. The 5G tactile internet is a comprehensive application of 5G and tactile

Internet, which together effectively meet the requirements of haptic communication.
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Resource utilization is a primary challenge, where multipath and virtualization play a

significant role by supporting sharing, reusing, and managing hardware resources [15].

Hence, virtualization and softwarization play a significant role in resource management

and resource utilization maximisation to support IoT applications [16]. Additionally,

new technology allows diverse industries to develop new models and deploy various

logical networks over one infrastructure. In this work, the concept of Multi-Plane Rout-

ing (MPR) and Software Defined Network (SDN) paradigm is introduced to meet the

stringent requirements of 5G different use cases, enhanced mobile broadband (eMBB),

URLLC and Massive machine-type communications (mMTC). With network moderni-

sation, the SDN paradigm allows flexibility and automation to increase traffic loads and

to implement the dependency of businesses on their networks.

1.1 Motivation

Internet technology always evolves to meet people’s needs. People first knew the fixed

Internet, which enabled them to connect with other people globally. Later, a dramatic

evolution occurred when people were introduced to the mobile Internet allowing bil-

lions of smartphones and laptops to be connected worldwide. Then, internet technology

evolves, which leads to the IoT. IoT is the Internet’s third generation. All technological

devices are expected to have their destination address (IP address), enabling them to

communicate with one another. However, the fourth generation of the Internet is born

with the emergence of the Tactile Internet [17]. The International Telecommunication

Union (ITU) defines the character Tactile Internet as an extremely low latency internet

network supported by high availability, reliability, and security. These advanced tech-

nologies enable haptic communication where people can communicate with machines

remotely through the real-time interactive system [18][19][20][21][22].
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Fixed and mobile Internet has various services such as voice services, messaging, video

streams, video conferencing, and the web. The IoT will provide a new service to monitor

and control systems. However, the tactile Internet will change the paradigm of Internet

services compared with the previous generation. For example, suppose there is a transfer

of content previously. In that case, the tactile Internet will transfer skills or knowledge

such as remote surgery by using a robot, remote monitoring, remote driving, remote

education, and remote control for industry.

Study in [23] have described some potential benefits of the tactile Internet. They argued

that the tactile internet application would significantly leverage the community and busi-

ness. The proposed applications can be applied in various areas: remote healthcare and

medical intervention, assisted driving and transport services, the entertainment industry,

such as content delivery and gaming, and industrial automation. The tactile Internet

will allow remote health care and precision medicine with bio-connectivity and remote

intervention with remote robotic surgery. Moreover, this technology will facilitate auto-

mated driving in the transportation industry. This technology will increase automation

through driver assistance applications, self-driving cars, and traffic management.

Further, some applications will utilise the tactile Internet in the automation industry,

such as wireless sensor networks (WSNs), which interconnected a number of intelligent

sensors to perform sensing and monitoring, remote control of robotic operations, and

collaborative robots in closed-loop control systems. Moreover, the application of Tactile

Internet enables the improvement of a community’s livelihood. A recent study has

predicted that the market value for this tactile Internet will potentially exceed 28bn

USD in 2026 worldwide [24]. The growth of the Tactile Internet market would depend on

factors such as technological advancements, infrastructure development, standardization

efforts, regulatory considerations, and market demand.
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However, since the Tactile Internet will be implemented in a very critical aspect of the

application, it will need a strict criterion, such as an ultra-minimum delay, very low

packet loss, and very low jitters. According to [25], applications in the automotive

industry need end-to-end delays of around 10 ms for safety reasons, and applications for

robotic teleoperations requiring the feedback of haptic information need latency below

10 ms. However, the augmented and virtual reality use cases require a lower latency

for the entertainment industry. The round-trip latency is as low as 7 ms to provide

a smooth action-reaction experience and a full experience. Immersive experiences are

designed to transport individuals into an alternate reality or create a heightened sense

of engagement, blurring the line between the physical and virtual worlds to provide a

more captivating and interactive experience. Moreover, the time-critical operations to

remote control factory equipment may go below 1 ms for industrial automation [23].

There are two primary components of latency in tactile Internet: wireless radio access

network latency and ”fixed-line” core network/Internet latency. Many ongoing studies

propose specific ideas and solutions for addressing the stringent requirements for tactile

Internet. Study in [26] proposed a method to predict motion and force information in

Haptic media so that the tactile Internet would alleviate the network effects such as

delay, jitters, and packet loss.

In [25], the study highlighted the physical packet length in the wireless transmission

medium by proposing that the duration of packets should not be more than 33µs so

it could achieve a delay lower than 1ms. The paper further showed the importance of

designing a new modulation technique for tactile Internet since the technique that LTE

used was not feasible because the OFDM symbol operation was in the order of 70µs.

The combined implementation of Software Defined Networks (SDN) and network coding

was proposed in [27] to reduce latency and packet re-transmissions. Nevertheless, the
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study’s findings are limited to simple multi-hop network topology and do not include

diversities of traffic types.

In core network communications, the most significant portion of the latency comes from

packets being queued due to congestion in the nodes or links. Other latency factors,

such as transmission and processing-related latencies, can implicitly be associated with

queuing delays or are often negligible or counted for a small percentage. Queuing simply

delays occur when a network node or link carries more data than it can smoothly handle.

To fulfill the strict requirements in tactile networks, traffic engineering is one solution

in the core network that can be implemented to overcome the congestion problem [28]

that bottles up the queues in the Internet and applies the best effort and mostly the

shortest path routing. Traffic engineering aims to balance the traffic load and optimise

the overall network’s packet routing performance by finding suitable routing and traffic

allocation schemes.

Aligning with the background explained earlier, the objectives of this study are:

• Investigate and propose the optimum routing methods for multiple unicast com-

modities comprising haptic and best-effort packets. The methods hopefully will

improve the network utilization, throughput and parallelly minimize the routing

cost such as the total delay and packet error.

• Investigate the possibility of future networks like SDN for tactile internet traffic

and best-effort traffic management. In this case, the Quality of Services (QoS)

requirement comprised of end-to-end delay and jitter for a haptic packet should

first be achieved. Therefore, the methods to be investigated include routing and

scheduling of the packet.

• Investigate and determine the relationship between multi-variance traffic manage-

ment and network revenue.
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There are four approaches undertaken while doing this study i.e.

• Collect, observe, and analyse the characteristics and requirements of the haptic

packet that will be delivered together with the best-effort internet packet in the

same resource on the internet network.

• Closely investigate the resource-sharing phenomenon between the haptic and best-

effort packets. In this approach, we have to study the multi-commodity flow

optimisation for supporting the haptic packet. Some algorithms for routing and

scheduling to improve the QoS will be proposed at this stage, especially for the

haptic packet.

• Investigate and implement the Software Defined Network (SDN) method to in-

crease the QoS of the haptic packet in the internet network.

• Investigate network revenue optimisation with tactile traffic provisioning.

1.2 Contributions

This thesis’s aims deal with three significant and related problems. All the problems

addressed in the three chapters of this thesis relate to the characteristic of tactile internet

traffic.

In Chapter 3, the objective of the investigation is to propose and examine optimal routing

methods for multiple unicast commodities, which consist of haptic and best-effort pack-

ets. The primary goal is to enhance network utilization, throughput, and simultaneously

minimize routing costs such as total delay and packet error. Additionally, in Chapter

4, the investigation includes exploring the potential application of future networks like

SDN for managing tactile internet traffic and best-effort traffic. Furthermore, in Chap-

ter 5, the investigation aims to determine the relationship between multi-variance traffic
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management and network revenue. Therefore, most of the works in this thesis seek to

answer the specific question, ”How do we deal with tactile internet traffic in traditional

internet networks?”

Three main tasks have been done for answering the research question. After doing 3

main tasks, this study has produced 3 contributions highlighted at the end of Chapter

3, Chapter 4, and Chapter 5. The contributions of this study are:

• Presenting Multi-Plane Routing (MPR) as a network routing alternative in the tra-

ditional network for accommodating tactile internet traffic. MPR offers a solution

to effectively handle the unique requirements of tactile internet traffic, ensuring

a seamless and responsive experience for users. By introducing multiple planes

dedicated to specific types of traffic, MPR enables the simultaneous transmission

of haptic and best-effort packets while optimizing network utilization, throughput,

and minimizing routing costs such as total delay and packet error. This approach

takes into account the Quality of Service (QoS) requirements, including end-to-end

delay and jitter, for haptic packets, prioritizing their delivery and ensuring an en-

hanced user experience. By integrating MPR into the network infrastructure, the

traditional network can successfully accommodate tactile internet traffic, paving

the way for a future where haptic applications can thrive and flourish.

• Proposing the adoption of the Software Defined Network (SDN) paradigm for tac-

tile internet traffic and best-effort traffic management. SDN offers a flexible and

programmable approach to network management, allowing for dynamic and effi-

cient allocation of resources based on the specific requirements of different traffic

types. By leveraging the centralized control and programmability of SDN, network

operators can prioritize the Quality of Service (QoS) requirements, such as end-

to-end delay and jitter, for haptic packets. This ensures that the tactile internet
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traffic receives the necessary resources and priority to deliver a seamless and re-

sponsive user experience. Additionally, SDN enables the efficient management of

best-effort traffic by dynamically adjusting network policies and routing decisions

based on real-time conditions. This paradigm shift in network management pro-

vides opportunities for improved network utilization, enhanced throughput, and

the ability to parallelly minimize routing costs such as total delay and packet er-

ror. Embracing the SDN paradigm for tactile internet traffic and best-effort traffic

management opens up new possibilities for optimizing network performance and

meeting the evolving demands of modern applications.

• Optimizing the network revenue by considering the provision and proportion of

tactile internet traffic in a traditional network. By carefully analyzing and under-

standing the demand for tactile internet services, network operators can strate-

gically allocate resources to maximize revenue potential. This involves assessing

the specific requirements and expectations of tactile internet users, such as low

latency and high reliability, and aligning the network infrastructure accordingly.

Implementing intelligent traffic management mechanisms, such as prioritization

schemes and dynamic resource allocation, can ensure that the provision of tac-

tile internet traffic is optimized while maintaining a balance with other types of

traffic. Additionally, network operators can explore monetization opportunities

for tactile internet services, such as offering premium packages or partnering with

content providers to deliver enhanced experiences. By considering the provision

and proportion of tactile internet traffic in the overall network strategy, opera-

tors can unlock the potential for increased revenue generation while providing a

differentiated and value-added service to their customers.

During this study, we have 3 publications where each publication’s results related and

answered each objective of this study. Publication 1 proposed optimal routing methods
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for multiple unicast commodities. Publication 2 proposed the SDN implementation for

managing tactile internet traffic and best-effort traffic. Publication 3 proposed network

revenue optimisation. The work publications listed below present the contributions of

this thesis:

[1]. Deni Lumbantoruan, Mohammad Farhoudi, Andrej Mihailovic, A. Hamid Agh-

vami,” Towards an Efficient Path Selection for Tactile Internet Traffic via Multi-Plane

Routing”, Proc. Int. Conf. Telecommun. (ICT), April. 2019.

[2]. Deni Lumbantoruan, Ziyang Fan, Andrej Mihailovic, A. Hamid Aghvami,” Provi-

sion of Tactile Internet Traffic in IP Access Networks Using SDN-Enabled Multipath

Routing”, Proc. Int. Conf. Telecommun. (ICT), September. 2020.

[3]. Deni Lumbantoruan, Yantong Wang, Andrej Mihailovic, A. H. Aghvami,” Network

Revenue Optimization in Tactile Internet Traffic Provision”, to be submitted to Letters

of Communication, June 2023.

1.3 Structure of this document

The rest of this thesis is organised as follows. Chapter 2 presents the background and

literature review of Tactile Internet, Multicommodity flow optimization, Multipath, and

SDN. Chapter 3 discusses Towards a Reliable Path for Tactile Internet Traffic via Multi-

Plane Routing. Chapter 4 discusses the Provision of Tactile Internet Traffic in IP Access

Networks Using SDN-Enabled Multipath Routing. Chapter 5 discusses a multi-criterion

optimization problem, where the first objective is the maximization of net revenue from

the existing tactile traffic. However, the second objective is to maximize a similar



Introduction 13

measure of the best-effort traffic subject to the constraint that the measure of the tactile

traffic is optimal. Finally, concluding remarks are offered.



Chapter 2

Background and Literature

Review

2.1 Tactile Internet

Nowadays mobile telecommunication technology has enabled digital content exchange

globally, including voice, text, video, email, and file sharing. The advanced development

of electronic devices in mobile telecommunication technology supports the enhancement

of the size and speed of data that can be transmitted. Starting with Advanced Mobile

Phone System (AMPS) technology that was only possible for voice communications,

currently, 4G technology has speeds up to 20 Mbps and has been widely used by the

user.

Nevertheless, in addition to data rate, there is also a boundary value that needs to be

considered for the communication process which is known as round-trip latency. It is

important to avoid the possibility of delay dropping below the minimum requirement for

telephone communication. As the latest technology in cellular, currently, the round-trip

14
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latency of Long-term Evolution (LTE) is 25 ms [29]. This value exceeds the delay needs

for real-time wireless game applications which are worth 10ms.

Currently, a new breakthrough technology is being considered and proposed, in which

the end-to-end latency is 1 ms. This technology is called the Tactile Internet. Tactile

Internet, also known as the Tactile Internet of Things (TIoT), is a concept that refers

to an advanced form of the Internet that enables real-time, high-fidelity, and interactive

haptic communication between humans, machines, and objects. It aims to provide

users with a sense of touch or tactile feedback over the internet, allowing for remote

manipulation, control, and perception of physical objects.

The tactile internet builds upon the capabilities of the traditional internet, wireless

communication technologies, and emerging technologies such as virtual reality (VR),

augmented reality (AR), haptics, robotics, and the Internet of Things (IoT). It aims to

overcome the limitations of traditional remote communication by providing an immersive

and interactive experience that goes beyond audio and visual feedback.

With the tactile internet, users can remotely interact with physical objects or environ-

ments in real time, even if they are located far away. For example, a surgeon could

perform surgery on a patient located in another country by remotely controlling robotic

surgical instruments with a sense of touch and haptic feedback. Similarly, someone could

remotely operate machinery or manipulate objects in hazardous environments without

being physically present.

The tactile internet has numerous potential applications in fields such as healthcare,

manufacturing, gaming, remote exploration, education, and more. It has the poten-

tial to revolutionize various industries by enabling new forms of remote collaboration,

telemedicine, teleoperation, and enhanced sensory experiences [30].
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The main objective of the Tactile Internet is to evolve the ultra-responsive system and

allow low-latency communication between sender and receiver. Ultra-low latency is used

to realize the real-time control and physical tactile experiences remotely. As an example,

tactile applications can be used for remote driving or remote operation in the industry.

It can be also used to control a robot in a hospital remotely for surgery. Fig. 2.1 shows

the architecture of Tactile Internet which consists of a haptic sensor, an ultra-reliable

network system, and telerobotics as an actuator. These components are also known as

a master domain, a network domain, and a controlled domain respectively [30].

Figure 2.1: Architecture of Tactile Internet

Industry 4.0 is possible to be implemented and the smart factory become a reality when

we can combine the Internet of Things, cyber-physical systems, and the Internet of

Systems. As a backbone for those technologies, tactile internet become a technology

that enables high-performance industrial wireless communication.

Tactile Internet provides a medium for delivering control, touch, and sensing/actuation

information, enabling humans and machines to interact with their environments in real-

time. These characteristics are critically needed for industrial operation. By considering

the potential of Tactile Internet applications, especially for industrial operations, some
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studies conducted to propose a feasible architecture. In [31], the end-to-end functional

architecture for the Tactile Internet is proposed as shown in Fig. 2.2

Figure 2.2: Representation of the end-to-end Tactile Internet architecture in Industry
[31]

The services provided by the Internet network should be augmented for implementing

the Tactile Internet. The traditional Internet networks only accommodate voice and

data communications, and provide a medium for voice and video. However, the tactile

internet will enable and warrant haptic communication as a main function. This will

provide the flow of haptic and respond in a real-time.

There are two types of packet control that are transferred from the control domain to the

master domain namely haptic control and non haptic control. Haptic control comprises

two types: kinesthetic feedback and tactile feedback, meanwhile, non-haptic control

comprises audio/visual data and they are not used for closed control loops. The center
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of attraction in this study is stringently on haptic control because this is a superior part

of tactile Internet applications [31].

Research on the tactile internet is still in its infancy and a hot topic for many researchers.

There are many challenges in realising tactile internet such as physical layer issues:

selection of waveform and schemes for robust modulation, separation of control and user

plane, coordination techniques for control and user plane, highly adaptive network coding

techniques with specific routing algorithms, sliding window approach in multipath SDN

based networks, trust, privacy, security in a cloud network, advanced machine learning

intelligence, and resource management and task allocation schemes [32]. One of the

research on the Tactile Internet that is close to our study is in [33]. In this paper, a

reliable routing mechanism has been proposed to handle haptic communications over

an all-IP access network. However, the method to improve the QoS by duplicating

the haptic packet will sacrifice the throughput. Moreover, in [33] they assumed all the

packets are haptic and did not consider the other best-effort packet in the network.

2.2 Traffic Engineering

Traffic engineering (TE) is a process or mechanism where IP Network Providers (INPs)

can engineer the paths from source to destination used to carry traffic flows [34] [35].

Basically, there are many alternative paths that will be chosen automatically by the

routing protocol(s) in use in that same network. As shown in Fig. 2.3, since one path

is already over capacity then the Network Provider implements TE in node C to direct

the traffic through the C-E-F-G path instead of the C-D-G path. The objective of TE

is: (1) Giving expected bandwidth to the customers, (2) Enabling network resources

provisioning, (3) Minimizing operational costs from the provider and customer points
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of view, and (4) Guaranteeing the minimum acceptable quality of services requirements

[36].

Figure 2.3: Traffic Engineering in Simple Network [35]

The unicast TE could be classified as a) intra vs. inter-domain, b) MPLS vs IP-based,

and, c) offline vs. online [34]. This classification still remains the placeholder to un-

derstand the main differences between TE methods and continues to be relevant in real

implementations of routing.

TE is related to a routing optimization technique with the aim to improve network-wide

load balancing. Meanwhile, Quality of Service (QoS) and resilience is increasingly being

considered in TE as a set of features that differentiate performance enhancements from

the general routing optimisation goals. Special treatment in TE become critical with

regard to new traffic types and applications demanding increasing QoS guarantees for
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performance criteria such as: jitter, packet loss, and end-to-end delay. Moreover, a

diverse range of objective functions consists of a combination of conventional network

performance criteria such as delay and throughput, etc. All of these criteria will be

adapted as a valuable tool to meet the TE requirements.

2.2.1 MPLS TE

Multiprotocol Label Switching, or MPLS, is a networking technology that routes traffic

using the shortest path based on “labels,” rather than network addresses, to handle

forwarding over private wide area networks [37] [38] [39] [40]. MPLS leverages the

concept of predetermined “labels” to route traffic, instead of relying solely on ultimate

source and destination addresses. This is done by appending a short bit sequence to

the packet, known as forwarding equivalence class (FEC) or class of service (CoS). It

operates at a layer that is generally considered to lie between traditional definitions of

OSI Layer 2 (data link layer) and Layer 3 (network layer) and thus is often referred to

as a Layer 2.5 protocol.

As shown in Fig. 2.4, the MPLS protocol is working by giving a label to each packet. A

label is an identifier that uniquely identifies an FEC to which a packet belongs. In the

destination, the MPLS label will be removed.

MPLS has a wide range of benefits, such as better performance, reduced network con-

gestion, higher quality, better bandwidth management and utilization of resources, scal-

ability, security, and ultimately better end-user perceptibility. All of these superiorities

come from the path-establishment first characteristic of MPLS.

MPLS has established itself in the role of connecting corporate point-to-point locations

where IP traffic between retail stores, warehouses, regional offices, data centers, and
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Figure 2.4: MPLS Traffic Engineering [36]

more is paramount to end-user perception and is mission-critical to overall business

success.

2.2.2 IP-based TE

IP-based TE is one of the Intra-domain TE. Intra-domain TE is a routing optimiza-

tion approach between Autonomous System (AS) border routers (ASBRs) within one

domain. IP-based TE is known as best-effort network layer IP routing. There are many

characteristics of TE in IP networks such as destination-based routing, always using the

shortest path algorithm, and the possibility of some links being underutilized and some

links being overutilized [41].

Destination-based routing meant that the routing protocols would establish the best

paths based on some scalar metric like the hop count, or link costs, and all traffic would

follow that path. This would work since all IP routing and forwarding were based on

the IP address carried in the IP packets.
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IP-based TE is implemented through specific metrics like link weight tuning. Interior

Gateway Protocols (IGP) such as Open Shortest Path First (OSPF) and Intermedi-

ate System - Intermediate System (ISIS) protocol which work based on IP-based TE

commonly use intra-domain dynamic link state IP protocol [42] [43].

2.3 Multicommodity Flow Optimization

The multi-commodity flow problem (MCFP) deals with the assignment of commodity

flows from many sources to many destinations in a network. MCFP enables multiple

demand pairs to have positive demand volumes. Given a directed network graph G(V,E)

where edge (i, j) ∈ E has capacity Zij and possibly costs l. There are K commodities

k1, k2, . . . , kK , defined by single commodity kn = (sn, tn, dn), where sn and tn is the

source and sink of commodity n, and dn is flow demand. The variable xn(i, j) is

defined as the flow vector variable of commodity n through edge eij . All flow variables

should satisfy the following four constraints [44]:

(1) Link capacity: The sum of all flows routed over a link does not exceed its capacity.

∀e(i, j) ∈ E :
K∑

n=1

xn(i, j) ≤ Z(i, j)

(2) Flow conservation on transit nodes: The amount of a flow entering an inter-

mediate node w is the same that exits the node.

∑
w∈V

xn(i, w)−
∑
w∈V

xn(w, i) = 0 when w ̸= sn, tn

(3) Flow conservation at the source: All the flow must exit the source node.

∑
w∈V

xn(sn, w)−
∑
w∈V

xi(w, sn) = di
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(4) Flow conservation at the destination: All the flow must enter the sink node.

∑
w∈V

fi(w, ti)−
∑
w∈V

fi(ti, w) = −di

∀v ∈ V,∀n ∈ K,∀e(i, j) ∈ E

The number of variables and constraints in multicommodity rise very high compared

with the single commodity. In a single commodity flow, there are m variables and

m + n constraints. However, in multicommodity flow, there are km variables, kn +m

constraints, and km non-negativity constraints. Size of the matrix graph G(V,E) will be:

km(kn+m) = k2nm+ km2. It is shown that the matrix is computationally challenging

and to find a feasible integer solution is NP-complete. There are some ideas to solve the

optimization problem in multicommodity, such as fractional flows to solve problems in

polynomial time through linear programming [44]. Constrained Multicommodity Max-

Flow-Min-Cost algorithm was proposed in [45]. In this study, they construct many

sub-graphs from the underlying network to restrain the set of links of each commodity.

2.4 Multiple Paths Routing

Nowadays, routing protocols on the Internet choose a single path between source-

destination pair. Open Shortest Path First (OSPF) [46] is a prominent routing protocol

for Internet Protocol (IP) networks that still rely on a single path. OSPF calculates

the shortest route to a destination through the network based on Dijkstra’s algorithm.

Since working based on a single path, OSPF will be prone to congestion and packet

blocking. This leads to the necessity of multi-path routing protocol implementation in

the IP network.
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As an illustration of the importance of traveling traffic over multipath, the topology

in Figure 2.5 can be seen as a reference to compare multipath routing with single-

path routing. For the first case, a network will be assigned to carry only throughput-

sensitive traffic. Because throughput-sensitive traffic characteristic is elastic, the link

with 500Mbps of traffic will be selected through a single-path connection. It means that

500Mbps of traffic will be carried through the links. However, both paths can be utilized

to carry 600Mbps if multipath routing is enabled.

Figure 2.5: Simple Multipath Network

For the second case, delay-sensitive traffic is the only traffic that is carried in the network.

For this case, assumed the queuing delay is low compared to the propagation delay when

the load of every link is below capacity. When the delay-sensitive traffic has 100Mbps

demand so all of the traffic will be traveled through a 100Mbps link. However, if the

delay-sensitive traffic has 200Mbps demand, so all the traffic will go to the link which has

500Mbps. It means that all traffic is carried through a high-delay path. Actually, this

case can be avoided by implementing multipath routing. When multipath is enabled,

the delay-sensitive traffic will route 100Mbps and the remaining will be routed through

a throughput-sensitive link. Therefore, this multipath routing will experience a lower

average delay.

Through the simple example above, it can be seen the benefit of multipath traffic man-

agement to achieving better performance for two types of traffic classes. Multipath

routing realises load balancing in the network, so all traffic will not suffer too much from

congestion and packet blocking. However, traffic engineering through multipath still has
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some challenges like balancing the trade-off between efficiency with the shortest path

and avoiding severe congestion. A network can choose the shortest path for efficiency

reasons, however, these paths are possible to share many links. Actually, the disjoint

path can be used to avoid shared bottlenecks, however, this method can lead to longer

paths which drain a lot of network resources.

2.5 Software Defined Network

Network nodes usually comprise two components i.e. data plane, part of the component

which forwards traffic according to the decisions made by the control plane, and the

control plane which decides how to handle network traffic. In the present networks, the

control plane and the data plane are packed in the networking devices. The consequence

is decreasing flexibility and inhibiting innovation and development of the networking

infrastructure.

Software Defined Network (SDN) is a paradigm in computer networks that enables users

to program the behavior of every node such as switches and routers. This is realized

by decoupling the function of the node to the data plane and control plane. The data

plane is responsible for forwarding the packet while the control plane, which serves as

the brain, regulates the flow of packets [47].

A clear-cut modeling and programming interface between switches and SDN controllers

enable the partition of the control plane and the data plane. The controller communi-

cates directly to the data planes through a well-defined application programming inter-

face (API). This is called south-band interfaces. It is also possible to make communica-

tion between controllers through west-east-band interfaces. Currently, the most widely

used of APIs on SDN is OpenFlow and the communication protocol between the data

plane and control plane is called OpenFlow protocol [48].
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2.5.1 SDN features

SDN as a feasible solution originated from the university campus network, which was

originally proposed to solve the problem of network innovation on the campus. In

2008, Professor Nick McKeown of Stanford University proposed the concept and working

principle of OpenFlow Protocol [48] which is the Southbound standard interface protocol

of SDN. In general, SDN has some features below compared with the traditional network:

• Centralization of control: SDN focuses on separating the control planes from

network devices and uses centralized controllers to manage the control of the de-

vices instead of relying on the underlying data plane network devices (routers,

OpenFlow switches), which is shielding the differences from the underlying net-

work devices of different manufacturers [49]. This centralized control brings a

global perspective of the network topology and resources to management, which

makes more accurate resource allocation and higher network service efficiency.

• Programmability: Based on the southbound interface like OpenFlow protocol

and northbound interface to network applications, the new feature innovation pro-

cess is streamlined, and the requirements are reduced. Since the control plane is

decoupled from the vendor’s device, developers can customize any network rout-

ing and transport rule policies they want to implement, making the network more

flexible and intelligent. The development environment is no longer restricted, even

on a laptop, developers can test and run their new network services based on SDN.

2.5.2 SDN Architecture

The SDN network architecture is mainly divided into three levels as shown in Fig.2.6.

The infrastructure data layer is the bottom layer, which mainly includes network de-

vices such as OpenvSwitch and routers that supported the OpenFlow protocol. The
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forwarding table is stored in these network devices, where the forwarding and processing

operations of the user data packets are completed. The controller sends an instruction

to the network device via the southbound interface to generate a forwarding entry, and

the network device can also actively report some real-time events to the control layer

through the southbound interface.

The control plane mentioned above refers to the control layer which is the control center

of the network system as the decision component, and its work includes handling network

state change events and being responsible for path selection for network forwarding.

When the data plane reports the change in the network status through the southbound

interface, the control layer can adjust the routing scheme by updating the routing table

in forwarding devices, so as to keep the network in an optimal state.

The application layer is an open area for developers, encouraging the development of

innovative applications that meet different needs. At this layer, many functions can be

implemented through software applications via the northbound interface of SDN, such

as network monitoring, load balancing, and network security.

Figure 2.6: SDN Architecture [46]
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2.5.3 OpenFlow Protocol

The OpenFlow protocol was first proposed by Stanford University in 2008 [48]. It is

intended to implement a campus innovation network to solve the congestion problems of

traditional networks on the second and third floors. The complexity of the traditional

network is that the existing multiple protocols are not compatible with each other. The

OpenFlow protocol proposes a flow table standard for communication between the switch

and the controller, as shown in Fig.2.7. As a standard protocol for the southbound in-

terface of the SDN [50], the controller manages the switches and routers of the network

infrastructure layer through the OpenFlow protocol and formulates the forwarding pol-

icy, which is then sent to the switching device. This simplifies the underlying switching

device and focuses on forwarding data according to local forwarding policies.

Figure 2.7: OpenFlow Architecture [47]

Each OpenFlow switch maintains a flow table and the data stream entering the switch

waits for processing according to the flow table rules. The switch obtains the next
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action by matching the Flow entry which consists of matching lists and corresponding

actions. If the match fails, the switch will actively upload a packet-in message to the

controller to describe the forwarding problem encountered and request the controller to

formulate a flow table policy. After the controller formulates a new flow table policy, it

is encapsulated into a packet-out message and sent via a secure channel to the switch.

A flow table consists of multiple flow entries, which include three fields: Header Fields,

Counters, and Actions:

1. Headers: The header field is the identifier of the flow entry. The fields of the

header field include the ingress port, the Ethernet source and destination addresses,

and the Ethernet type. In addition to this, there are fields related to VLAN, IP

protocol, TCP, and UDP protocols.

2. Counters: Counters are used to record statistics in the data stream. Counters

can be used to count the flow table data, flow entry information, data information

passed by the port, the number of statistics packets, and the number of bits in the

queue. These data can contribute to QoS quality assurance.

3. Actions: In OpenFlow, when a data stream matches a flow entry, each flow entry

corresponds to several actions, including forwarding, queuing, and dropping of

data.

2.5.4 Simple procedure in SDN

Fig. 2.8 shows the connection between the controller and every single switch in the SDN

network. Based on this figure, given a simple example of how the controller can manage

the switches in forwarding a specific packet such as a haptic packet and best-effort

internet packet. Even though it is not necessary for a high capacity, a haptic packet

still needs a high reliability of end-to-end connection between source to destination. To
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Figure 2.8: Architecture of SDN

fulfill this requirement so it is very important to provide a reliable path in the existing

network.

To find a reliable path, there will be a mechanism to measure all links and then find the

minimum cost of the path. Based on the capacity of the links, it could be defined the

best path from source to destination. For example, the best path in terms of link cost

from one source (A) to one destination (J) is defined through path: A-C-G-J.

So path A-C-G-J will be the candidate of the free path that will be utilized for sending

a haptic packet. The terminology of the free path is adapted from the term freeway.

Once the free path is already defined as a priority path for sending a haptic packet, this

path will be advertised to every single node in the network. The party responsible to

keep the information of the free path and for advertising the free path to another router

is an SDN controller in Control Plane.

If node A want to send the other type of packet to node J, it is restricted to flow the

packet through link A-C-G-J. The controller will control the flow through another path,

such as A-D-H-J or A-E-H-J, or A-D-G-H-J.
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If one node wants to send a haptic packet to one destination, the controller will make

sure whether there is a close intersection from the sender to a free path. If there is a

close intersection, so the controller will route the haptic packet through the free path.

For instance, node B wants to send the haptic packet to node I. So the basic reference

to construct the route is the initial free path (A-C-G-J). Since the closest intersection

to the free path is node A, so the haptic packet from B will be routed through nodes

A, C, G, and J From node J, the controller will route the packet directly to node I.

Actually, there are two possibilities to route the packet, whether it is from G to I or

G-J-I. However, to keep a consistency of free-path utilization, it will be utilized the link

G-J as a part of the free path.

Link in the free path can be grown based on network needs. The controller will monitor

all the links actively to define another link for a free-path extension. If there is a situation

where the destination is not in the haptic path, so the controller will try to build an

extension link from the haptic path.

In every single router, there will be a mechanism for queuing the packet. The haptic

packet will be given the highest priority packet, and the other packet will be given the

lower priority. For instance, we have a free-path A-C-G-J, and node A want to send a

haptic packet to node J. In the meantime, node C wants to send a data packet to node

H. Since link C-G is in the free path, the data packet will not be routed through that

link. The controller will choose the best path for the data packet, like path C-D-H.

Moreover, in node C there will be a mechanism for queuing the packets. If there are two

types of demand in node C, which are the haptic packet and the data packet, so node C

will prioritize the haptic packet first to node G, and then sequentially forward the data

packet to node D.
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Since the amount of the haptic packet is small enough, it is possible to utilize the free

path to flow most of the haptic packet. The links in the path will not be overloaded.

2.6 Quality of Service

Quality of Service (QoS) [51] is a series of technologies for managing network resources

and its development is closely related to the increase in the diversity of network applica-

tions. Some services, such as real-time video for conference and monitoring, Voice over

IP (VoIP) for communication, and Human to machine interaction applications for cloud

gaming and haptic network, are increasing rapidly with the demand of the users. When

dealing with different network services, traffic in the network should be treated differ-

ently to meet the individual needs of each service. Various network quality parameters

are important criteria for QoS measurement and by managing network traffic delays,

jitter, bandwidth, and packet loss, QoS can be achieved to provide better performance.

The details of some important parameters of QoS are listed below:

1. Bandwidth: Refers to the data rate between two nodes for a special service’s

data traffic. In general, higher bandwidth can support more data traffic to be

transmitted via the network, which means the application can keep a high data

rate to support more devices and provide better quality service, such as improving

the 720p video stream to 1080p.

2. Delay: Refers to the average RTT that a packet is transmitted between two hosts

or routers in the network. The network delay mainly depends on the topology

complexity of the network and the processing delay of the network equipment,

which has a great impact on the overall end-to-end delay.
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3. Jitter: Refers to the packet delay variation, the IP network jitter mainly depends

on the dynamic routing, and the delay of the network due to congestion.

4. Packet Loss: Refers to the percentage of packets lost during network transmis-

sion. In the actual IP network environment, packets are lost due to network device

congestion. In the audio and video application, when there is network packet loss,

it will affect the quality, such as the image producing a flower screen or mosaic, the

sound being intermittent, etc., in severe cases, the conference may be interrupted.

For the QoS implementation, The Internet Engineering Task Force (IETF) drafts two

major QoS control architectures, i.e. Integrated Service (IntServ) [52] and Differentiated

Service (DiffServ) [53].

Best-Effort: Traditional traffic is defined as best-effort service which has no assurance of

when or how many packets will be delivered and no admission control between different

traffic. The best-Effort service model network uses the maximum possibility to send

messages without providing any guarantee for performance such as delay and packet

loss, which is suitable for most network applications, such as E-Mail. Therefore, Best-

Effort is now the default service model for the Internet, which is implemented through

a first-in, first-out (FIFO) queue.

2.6.1 IntServ

Integrated services as a stateful architecture that is based on the Resource Reservation

Protocol (RSVP). In addition to supporting best-effort traffic, two more types of service

are defined in IntServ:

• Guaranteed Service [54] : Guaranteed service provides firm bounds on end-

to-end behavior that makes it possible to guarantee bandwidth, loss rate, delay,



Background and Literature Review 34

etc. Queue management like packet classifiers and scheduler, is used to achieve

the service.

• Controlled-Load service [55] Routers use the admission control to improve the

best-effort service without firm guarantees like Guaranteed Service, regardless of

the level of the traffic load in the network increase. Controlled-Load service intends

to make a reasonable commitment to applications that need lower loss and delay

compared with traditional best-effort service.

Before sending the traffic, the host uses Integrated services with RSVP to request specific

qualities-of-service from the available network resource for corresponding application

data streams. After the application receives the network acknowledgment message, an

end-to-end path is determined to provide guaranteed Service. The routers use the RSVP

to interact with other nodes in the path of the same flow and to maintain and update

the state to provide QoS. Fig. 2.9 shows the operation of the RSVP.

Figure 2.9: RSVP Example.

The advantage of IntServ is obvious that it provides an end-to-end path and keeps the

resource that the application needed to enhance the performance of the traffic flow.

The main disadvantages of the IntServ model are that it requires all nodes of the end-

to-end network to support the RSVP protocol, and each node needs to periodically

exchange state information with neighboring nodes, which increases the overhead caused

by protocol packets. More importantly, all network nodes need to store state information

for each data stream. Currently, there are thousands of data streams on the Internet
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backbone network. Therefore, the IntServ model cannot be widely used on the Internet

backbone network.

2.6.2 DiffServ

Differentiated services (DiffServ) are introduced to overcome the difficulty in deploying

Integrated services and the purpose of it is to develop a relatively scalable method to

ensure the quality of IP services. Different from the IntServ, in which resources are

reserved for flows in an end-to-end path, DiffServ considers the flexibility and scalability

of the IP network and converts the complex QoS guarantee into the Per Hop Behavior

(PHB) as a set of packets forwarding treatments, which is greatly reducing the signaling

load. For the operation of the service, a special field of the IP packet is defined as the

Differentiated Services (DS) Field in DiffServ Architecture. In IPv4, DS filed defines

the layout of the TOS octet while in IPv6, it uses the Traffic Class octet [56]. In the DS

filed, 6 bits are marked as Differentiated Services Code Point (DSCP) to select the PHB

a packet will be treated, and packets with the same DSCP will get equal treatment in

the forwarding devices.

There are several PHBs defined for DiffServ using DSCP:

• Default PHB: DSCP value is 0, packets are treated as best-effort, using FIFO

queue management and taking tail drop policing.

• Expedited Forwarding PHB: This is used for providing a guarantee of delay,

jitter, and loss for special types of traffic.

• Assured Forwarding PHB: It assures delivery bandwidth to keep an excepted

throughput.
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• Class-selector PHB: It is used to be compatible with the old priority, the last

3 bits of DSCP is 0.

In the DiffServ Architecture, classification and marking are done by edge routers. An

edge router can flexibly classify packets by using various conditions (such as source and

destination addresses, priority in the ToS domain, protocol types, and so on), and then

set different DSCP for different types of packets. Other routers in the network only need

to simply identify these DS fields in the packet IP header and then perform corresponding

resource allocation and flow control. So, the workload of the core router will be reduced

since they can focus on queue management and scheduling without keeping the status

information every moment.

2.7 Summary

In this chapter, we have reviewed Tactile Internet, multipath routing, Quality of Services,

concept, methodology, types of traffic engineering, optimisation model, and concept of

the SDN paradigm.

Since we work on multi-class of traffic, such as tactile internet and best effort, the concept

of multi-commodity flow optimization is used in the optimisation process. Meanwhile,

the SDN concept is used to engineer the traffic flow by giving the premium path to the

tactile internet.



Chapter 3

Towards a Reliable Path for

Tactile Internet Traffic via

Multi-Plane Routing.

3.1 Introduction

Internet technology retains and increases its popularity as it keeps on evolving to meet

various human needs. In the early days of it Internet was known as a tool for fixed

communications invented essentially for helping people to be connected globally despite

their geographical location in this wide world. Yet, a significant change happened when

mobile and wireless Internet emerged and triggered drastic evolutionary changes in com-

munication.

This mobile Internet, nowadays, remarkably connects an additional massive number of

smartphones and laptops. The development of the Internet further continues to evolve

as it is moving into a new direction known as the Internet of Things (IoT). The Internet

37
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of Things (IoT) is a transformative concept that connects physical devices and objects to

the Internet, enabling them to communicate, collect and exchange data. Through IoT,

everyday objects can become ”smart” and interconnected, creating a network of devices

that can share information and perform intelligent actions. This technology has the

potential to revolutionize numerous industries and aspects of daily life, from smart homes

that automate tasks and enhance the energy efficiency, to industrial applications that

optimize processes and enable predictive maintenance. With IoT, the possibilities for

innovation and connectivity are endless, paving the way for a more efficient, intelligent,

and interconnected world.

The tactile internet is a cutting-edge concept that aims to provide real-time, high-

fidelity, and interactive haptic communication over the internet. By enabling users to

experience a sense of touch remotely, the tactile internet opens up new possibilities for

immersive and responsive interactions between humans, machines, and objects. With

advancements in technologies such as haptics, virtual reality (VR), augmented reality

(AR), and the Internet of Things (IoT), the tactile internet has the potential to revolu-

tionize fields like healthcare, manufacturing, gaming, and more. It promises to enable

remote manipulation, control, and perception of physical objects, paving the way for en-

hanced teleoperation, telemedicine, and sensory experiences that surpass the boundaries

of traditional remote communication [57].

The International Telecommunication Union (ITU) defines Tactile Internet character-

istics are networks with extremely low latency in combination with high availability,

reliability, and security. These characteristics enable haptic communications where hu-

mans can communicate to/with machines remotely through real-time interactive systems

[58].

If the fixed and mobile Internet provides various types of services such as voice services,

messaging, video streams, video conferencing, and the web, the IoT adds a new service
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for monitoring and controlling the systems. Hence, this also means that the paradigm

of the tactile Internet will change compared to the previous generations. Furthermore,

while there were transfers of content in the older technology, the tactile Internet enables

transfers of skills or knowledge such as remote surgery by using robots, remote monitor-

ing, remote driving, remote education, and remote control for industrial applications.

The tactile internet holds immense potential for various fields and can bring about

several significant benefits. Here are some potential advantages of the tactile internet:

The tactile internet enables seamless remote collaboration and teleoperation, allowing

experts to remotely control and manipulate physical objects or machinery in real time.

This has implications in areas such as telemedicine, where surgeons can perform complex

procedures from a distance, or in hazardous environments, where workers can operate

machinery safely from a remote location.

With the tactile internet, users can experience enhanced sensory feedback and immersive

interactions. For example, in virtual reality (VR) or augmented reality (AR) applica-

tions, users can feel the texture, weight, or resistance of virtual objects, providing a

more realistic and engaging experience.

The tactile internet can enhance accessibility for individuals with disabilities. By pro-

viding tactile feedback, it enables visually impaired individuals to perceive and interact

with digital interfaces or objects remotely. It can also facilitate communication for peo-

ple with hearing impairments by incorporating tactile cues into remote conversations.

The tactile internet enables real-time monitoring and control of physical systems and

objects, leading to increased efficiency and automation. For example, in manufacturing,

it can enable remote monitoring of production lines, predictive maintenance, and instant

feedback for optimization, resulting in improved productivity and reduced downtime.
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The tactile internet can revolutionize remote education and training by providing hands-

on experiences. Students can remotely interact with physical objects or conduct ex-

periments in real time, enhancing learning opportunities in various disciplines such as

science, engineering, and medicine.

The tactile internet can seamlessly integrate with the Internet of Things (IoT), enabling

the exchange of tactile data between connected devices. This integration can enhance

the functionality and capabilities of IoT applications, resulting in smarter and more

responsive systems.

Overall, the tactile internet has the potential to transform industries, improve acces-

sibility, and deliver immersive and interactive experiences. It enables real-time haptic

communication, opening up new possibilities for remote collaboration, sensory feedback,

and automation. However, it’s important to note that the full realization and widespread

adoption of the tactile internet will require further technological advancements, stan-

dardization efforts, and infrastructure development.

There are two main components of latency in tactile Internet: wireless radio access

network latency and “fixed-line” core network/Internet latency. There are many on-

going studies proposing some specific ideas and solutions for addressing the stringent

requirements for tactile Internet.

In [18], the study highlighted the physical packet length in the wireless transmission

medium by proposing that the duration of packets should not be more than 33µs so

it could achieve a delay lower than 1ms. The paper further showed the importance of

designing a new modulation technique for tactile Internet since the technique that was

used by LTE was not feasible because the OFDM symbol operation was in the order of

70µs. The combined implementation of Software Defined Networks (SDN) and network

coding was proposed in [59] to reduce latency and packet re-transmissions. Nevertheless,
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the findings of the study are limited to simple multi-hop network topology and do not

include diversities of traffic types.

In core network communications, the most significant portion of the latency comes from

packets being queued due to congestion in the nodes or links. Other latency factors

such as transmission and processing-related latencies can implicitly be associated with

queuing delays or are often negligible or account for a small percentage. In simple

terms, queuing delays occur when a network node or link is carrying more data than

it can smoothly handle. To fulfill the strict requirements in tactile networks, traffic

engineering is one solution in the core network that can be implemented to overcome

the congestion problem [60] that bottles up the queues in the Internet and applies the

best-effort and mostly the shortest-path routing. The objective of traffic engineering is

to balance the traffic load and optimize the overall network’s packet routing performance

by finding suitable routing and traffic allocation schemes.

Herein we discuss some main properties of traffic engineering solutions in routing proto-

cols for conventional (core) internet networks (e.g. intradomain networks). In the study,

we focus on the possibilities of meeting the tactile traffic requirement in these networks

of interest (i.e. campus or metropolitan size networks) using the traffic engineering so-

lutions associated with routing protocols. Solutions such as reservation methods, e.g.

IntServ or DiffServ although highly viable deterministic methods are outside of the

scope of this study. A widely used method for implementing traffic engineering uses in-

stallations of a flow-based connection-oriented multi-protocol like Multi-Protocol Label

Switching (MPLS) [61]. MPLS suitably applies traffic engineering since it allows explicit

routing and arbitrary splitting of traffic between source-destination pairs in networks via

managing Label Switched Paths (LSPs). Nevertheless, the complexity and overhead as-

sociated with generating and preserving LSPs caused scalability and robustness issues in

MPLS. Open Shortest Path First (OSPF) [62] as a destination-based hop-by-hop routing
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protocol was a widely used IP intra-domain dynamic link-state routing solution. OSPF

has some practical benefits for its simplicity, robustness, and high scalability. However,

it does not accommodate explicit routing and arbitrary splitting of traffic. Moreover,

OSPF tends to lead to high congestion because it is based on the shortest paths only.

Equal Cost Multi-Path (ECMP) protocol [63] is a protocol extension of OSPF that can be

used for expediting the traffic engineering purpose. By setting link weights properly the

traffic can be effectively split over multiple paths with equal path weights, thus allowing

a load balancing in OSPF. However, the ECMP only facilitates even traffic splitting over

equal cost paths. This characteristic makes ECMP inappropriate to achieve the general

optimal results like in MPLS.

Therefore, it is necessary to design better engineering traffic in the OSPF network with-

out using the ECMP concept but leveraging on OSPF’s simplicity and widespread use.

Numerous studies have investigated further Internet traffic engineering solutions based

on OSPF. Study in [64] optimized the OSPF weights setting based on the projected

demands. Meanwhile, a multipath routing protocol for delay-sensitive traffic was pro-

posed in [65]. Edge-based traffic engineering for the OSPF network was implemented

in [66] proposing an edge-based approach, which was called the k-set traffic engineering

method by partitioning traffic into uneven k-traffic sets. Study in [67], DaVinci (Dy-

namically Adaptive Virtual Networks for Customized Internet) architecture proposed to

support multiple traffic classes by implementing a virtual network on top of a physical

topology. Each virtual network shared bandwidth based on provisioning from a per-link

bandwidth coordinator and ran customized traffic-management protocols.

Multi-Plane Routing (MPR) was initially investigated in our department in [68] and

thoroughly investigated in [69] and [70] for emerging converged IP access networks of

campus/metropolitan area sizes. The study in [16] gave a comprehensive set of per-

formance improvements of MPR over MPLS and OSPF by practically optimizing and
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utilizing the whole network topology. MPR is a multipath routing protocol based on

Multi-Topology OSPF (MT-OSPF) principle. Path diversity in access network topolo-

gies can be maximized by constructing multiple logical Routing Planes (RPs) that rep-

resent instances of OSPF. Therefore, by creating the multiple routing planes, multiple

routing paths between source and destination pairs in the network are instantiated in

the network with a simple protocol overhead required to run multiple instances of OSPF

in the routing/forwarding tables in routers.

The haptic communication packet does not necessarily need a high data rate because the

rate of haptic packet transmission is relatively small compared to some other services;

assuming that there are 10 points of haptic sensor and every point sends a 3D coordinate

for the next position. For instance, if one Cartesian coordinate has 3 numbers, and every

number is represented by 8bits then every coordinate needs 24bits. In total, for 10 points

of sensors, it will need 240 bits. As the tactile traffic frequency for sending consecutive

packets is around 1000Hz, hence, the tactile packet data rate will be 240kbits for every

second. By using an IP Packet header, with an overhead of 256 bits, the data rate of

tactile packets will still be around 241kbps.

Even though a high data rate is not required for haptic packets, it still needs an ultra-

reliable end-to-end connection and a sufficient capacity between source and destination

pairs. Therefore, providing reliable and efficient paths for tactile traffic in the existing

networks is highly important and presents a novel challenge.

In this work, we will apply MPR protocol as the basis for enabling multipath routing

in tactile Internet. Apart from the original goal of MPR, our objective is traffic load

balancing through routing planes in the network with tactile traffic as one of the traffic

types supported in the network. We will investigate how every single edge/ingress node

allocates tactile and best-effort packets in the network ensuring the specific requirement

of tactile packets is fulfilled and the network can maximize the number of tactile and
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best-effort flows. This will be realized by developing an optimization framework to

support multi-service networks based on the multi-traffic class paradigm.

3.2 System Model

The idea is to find a suitable routing strategy for multicommodity packets that consist

of tactile packets and BE packets. This routing will give a guarantee of QoS requirement

for tactile packets and meanwhile, it is also maximizing the total flow in the network

and minimizing the routing cost simultaneously. Consequently, it is required a backbone

network for fast provisioning of bandwidth-guaranteed paths. The proposed scheme will

handle requests for every single demand and satisfy as many potential future demands

as possible are needed, especially demands tactile packets.

As stated in the previous section, we use MPR as a base to implement multi-path

for load balancing purposes. One example of base topology, where source S sends the

traffic to destination D through many intermediate nodes is shown in Figure 3.1. From

the topology can be seen that there are many possibilities paths through the source-

destination pair.

Figure 3.1: Topology with many paths between S-D pair nodes

In the MPR, some virtual topologies will be constructed from base topology, and this

virtual topology is called plane routing. Every plane routing which is constructed from

the base topology is an instance of the OSPF routing protocol. Therefore, every plane
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will follow the rules of OSPF when trying to construct the routing and sending the

traffic, such as: sending LSA and following the shortest path algorithm. Figure 3.2

shows three plane routing that can be constructed from base topology. Each plane has a

different link weight composition. Therefore, each plane will have its own shortest path

to travel the traffic from S to D. As from Figure 3.2, it can be shown that plane routing

green will choose path S-O-R-D, plane routing orange will choose path S-P-U-D, and

routing plane red will choose path S-Q-D.

Figure 3.2: 3 routing planes

In the edge node, there will be two important tasks for managing the traffic in the

network:

1. Packet classification. Packets are classified based on the requirements of the applica-

tion. The node needs to isolate different classes, or types, of traffic, based on information
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loaded in the packet. Afterward, depending on the class of traffic, a suitable action will

be applied. In our work, we classify the packet based on two categories of demand, i.e.

delay-sensitive traffic such as tactile packets and best-effort traffic.

2. Packet allocation. The edge node will map tactile and best-effort traffic to a spe-

cific routing plane, and then forward this traffic over routing planes that are already

constructed.

For this case, the edge node is assumed to have a global view for every node in the

network. Moreover, it is also assumed that the edge nodes have the capability to do

a heavy task consisting of packet signaling to enable global view information, packet

classification, packet mapping, and packet allocation.

3.3 Optimization Problem Formulation

In the network, multiple commodities are considered, that is multiple flow demands

associated with different Ingress and Egress nodes for each plane. A flow demand is

related to the IP session, therefore for every duration of one session, the used plane

remains unchanged.

The offline algorithm presented in [69] facilitates an objective to achieve practical maxi-

mum use of diverse network topological configurations/RPs. Apart from [69], this work

will be more concerned with the online algorithm, that is finding a suitable path for

each demand in every single plane. In addition, the algorithm will consider the exis-

tence of a tactile packet, especially for its requirements. The routing scheme should be

able to guarantee that every single tactile session can be served in the network, without

sacrificing too much the best effort packets.
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Let the backbone of an Internet network is represented as directed graph G(V,E), where

V refers to a set of routers and E refers to a set of link (|V | = N), (|E| = L).

With N nodes in a network, there are N(N −1)/2 demand pairs possible are considered

unidirectional demands, or N(N − 1) demand pairs possible when considered bidirec-

tional demands. In a practical network, not all nodes in the network are sources or sinks

for external traffic; there are often transit nodes used solely for the purpose of routing.

In this case, the traffic sources only come from Gateway (GW) and Access Router (AR).

Meanwhile, the other ones will act as an intermediate node. Consider K is a number of

demand pairs with positive demand volume and hk denotes a demand volume of demand

index k = 1, 2, ...,K. Candidate paths can be indexed p = 1, 2, ..., Pk for each demand

identifier k, where Pk is the total number of candidate paths for demand k. Let xkp

denote a flow amount on path p for demand k. By using summation notation, the total

flow of certain demand for every path can be written as:

Pk∑
p=1

xkp = hk, k = 1, 2, ....,K (3.1)

δkpe is defined as binary factor which is 1 if path p for demand pair k uses the edge e; 0,

otherwise. By using summation over all demand k = 1, 2, ...,K through all paths that

passes edge e, so edge-flow variable for edge e can be written as:

K∑
k=1

Pk∑
p=1

δkpexkp ≤ ce, e = 1, 2, ...., L (3.2)

where ce is capacity of link e = 1, 2, ..., L. If ξkp is the unit cost of path p for demand pair

k, then the general formulation for the minimum cost routing problem can be written

as

Min

K∑
k=1

Pk∑
p=1

ξkpxkp (3.3)
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s.t.

Eq. (1) and Eq. (2)

xkp ≥ 0, p = 1, 2, ..., Pk, k = 1, 2, ...,K

The model of multi-commodity flow as shown in Eq.(1), Eq(2), and Eq(3) is used to

describe our problem in using MPR for multi-path routing implementation. Let the

set of Routing Planes (RPs) be denoted as n = 1, 2, ..., N . Every RP consists of ρµn :

m = 1, 2, ...,M set of shortest paths, where m is the number of sources node of traffic.

ρµn combines the demand-set κ for
{
Pk
n

}
K
k=1 in RP n for all the ARs and GW. Hence,

there are
{
Pk
n

}
K
k=1 ⊂ρ

µ
n shortest paths for RP n. An V xE matrix Rk represents the link

usage, where Rk
ePk

n
= 1 if path Pn of demand pair k uses link e and Rk

ePk
n
= 0 otherwise.

By considering traffic flow as a session based q, where q = 1, 2, ..., Q, it is known that a

single demand k will be a summation of session q.

A plane selection mechanism is applied by MPR to guarantee a regulated and optimal

traffic flow in the network. This mechanism is carried out by the sources, which are

GW and ARs. The cost of RPs is determined by the available capacity which means

the greater the link utilization so the cost metric will be higher. The cost function for

any path P k
n is represented as a summation of real-time costs of each link in the path:

ϕ(pkn) =
∑
e∈Pk

n

Rk
ePk

n

( xkp
b(pkn)− xkp

)
(3.4)

where b(pkn) represent the available bandwidth on path pkn. The available bandwidth in

the links is calculated by considering the minimum bandwidth on every path at various

instances

b(pkn) = min(euv,n)∈pkn b((euv,n)) (3.5)
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By considering the existence of different types of traffic, that is tactile packet and best-

effort traffic, the formulation of the cost function in MPR-based routing can be written

as a combination of the cost function of tactile packet ΦT and best-effort packet ΦB:

ΦT (p
k
n) =

K∑
k=1

N∑
n=1

∑
e∈Pk

n

Rk
ePk

n

( xtkn
b(pkn)− xtkn

)
(3.6)

ΦB(p
k
n) =

K∑
k=1

N∑
n=1

∑
e∈Pk

n

Rk
ePk

n

( xbkn
b(pkn)− xbkn − xtkn

)
(3.7)

where xtkn is amount of tactile flow and xbkn is amount of best effort flow. Based on the

configuration between tactile packet and best effort packet, the global formulation can

be written as:

Min J := αΦT + βΦB

s.t.

∑N
n=1 xkn = hk, k = 1, 2, ....,K

∑K
k=1

∑N
n=1 δknexkn ≤ ce, e = 1, 2, ...., L

∑
(uv)∈E Rk

(uv)Pk
n

-
∑

(vu)∈E Rk
(vu)Pk

n

= 1, for u = s; 0, for u ∈ V
{
s, t

}
; -1, for u = t

∑N
n=1 δnq = 1, q = 1, 2, ...., Q

xkn ≥ 0, n = 1, 2, ..., N, k = 1, 2, ..,K

α+ β = 1

The first constraint states that the total flow of a certain demand for every plane is

equal to the demand volume of the demand. The second constraint ensures that the

total flow of tactile and best-effort traffic from every plane in a link will be less than or
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equal to the link capacity. Meanwhile, the third constraint ensures that every demand

flow should go through one plane (1 path).

3.4 Plane-Set Selection

Based on the optimization problem that is described in part 3.3, procedures for traffic

allocation in every single routing plane in the network can be written as:

1. Constructing the planes based on the offline algorithm implemented in [68]. The

number of planes to be constructed should consider the optimal number of paths per

source-destination pair because an excessive number of paths will increase complexity,

memory use, and computation power.

2. For every source destination, compute the width of the path of every plane. The

widths of paths are calculated based on link state information that carries the average

residual bandwidth of each link.

3. Allocate the tactile traffic to the plane which has the largest residual bandwidth.

4. Allocate the best-effort traffic to the other candidate plane proportionally.

3.5 Performance Evaluation

In this section, we describe the performance evaluation of the proposed traffic alloca-

tion in MPR. Firstly, we describe the simulation environment, then, we observe the

performance of the proposed traffic allocation in MPR. Eventually, we compare the

performance of MPR with OSPF and ECMP routing protocol.
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3.5.1 Simulation Environment

A packet-level NS-3 simulation was conducted to analyze and present the results. Firstly,

as input, we took the Routing Planes which were created by using the MPR’s offline

algorithm. Subsequently, NS-3 was applied to generate and allocate the traffic for each

source-destination pair over each plane.

Figure 3.3 shows the topology used in this study. This topology represents an au-

tonomous system (AS) which can be either a campus or metropolitan IP access network.

The network topology consists of Access Routers (AR) as edge/ingress nodes, routers as

intermediate/transit nodes, and a single gateway (GW) towards the big Internet. The

mesh-tree model in this topology refers to the topology used in [68] and the types of

model (i.e. fat tree) explained in [69]. Nodes are connected by wired network links.

There are 6 ARs acting as aggregation points in the network. Link capacities are defined

based on the level where the links belong to each level as shown in the network topology.

For four different levels, we set up link capacities as 2, 3, 4, and 6 Mbps respectively

(values used for normalisation). Every AR is connected to 4 traffic sources, where 1

source is assumed to generate tactile traffic and the other 3 sources are treated as the

generators of the best-effort traffic.

The simulations occur for 9 seconds in real time where we record the results for each

total volume of demand. For this experiment, the data rates of tactile and best-effort

traffic are similar. The demands are injected gradually into the network in an increasing

manner to demonstrate full network utilization and significant congestion in the links.

We set overall the demand data volumes to 14.24MB, 21.38MB, 28.5MB, 35.63MB, and

42.77MB respectively.
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Figure 3.3: Fat tree topology

3.5.2 Performance of online algorithm in MPR

For the first evaluation, we demonstrate the advantage of effective traffic allocation in

MPR, especially for tactile traffic. Figure 3.4 until Figure 3.6 show the performance

of tactile traffic when compared to the best-effort traffic. Figure 3.4 shows the packet

delivery ratio (PDR) of tactile packets and the best-effort packet for different overall

demands. When the demand is increased, the PDR will decrease because of the packet

congestion. The tactile traffics are only slightly decreased yet the best-effort traffics

are sharply decreased. It can be observed that when demand was 28.5MB, the packet
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delivery ratio for tactile traffic was 100%, while the packet delivery ratio for the best

effort was around 60%. From the graph, it can also be shown that when the overall

demand is around 42.77MB, the gap between tactile and the best effort traffic is around

32.6%. This graph shows that tactile traffic outperformed compared with best-effort

traffic. The reason for this result is that tactile traffic flows are allocated to higher

residual bandwidth paths (i.e. planes) meanwhile best-effort traffic is injected into the

remaining paths randomly.

Figure 3.5 and Figure 3.6 also show the performance of tactile traffics in terms of through-

put and that the average delay outperforms the best-effort traffic. When the demand

was 42.77MB, the throughput of tactile traffic monotonously increase to 5.8Mbps per

node, while the throughput of Best Effort traffic was constantly at around 3.2Mbps. In

addition, the graph also shows that when demand was 42.7MB, the average delay of

tactile was around 2ms while the average delay of best effort was around 3.5ms. The

reason is similar to the case of PDR performance in which more residual bandwidth in

the links enables less possibility for traffic congestion. Eventually, this will enable more

traffics to arrive at the destination with less delay.

Figure 3.4: Packet Delivery Ratio for Tactile and BE
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Figure 3.5: Throughput for Tactile and BE

Figure 3.6: Average Delay for Tactile and BE

Furthermore, we performed experiments to compare the performance of the MPR routing

protocol with OSPF and ECMP routing when they are steering tactile traffic in the

network. Figure 3.7 and Figure 3.8 show that MPR performance outperforms OSPF and

ECMP. The reason for this is that MPR exploits the multi planes routing between source-

destination pairs. In this case, 4 planes for each peer are constructed: 1 premium plane,
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with the highest residual bandwidth, is allocated for tactile traffic and the other 3 planes

are used for the best effort traffic. OSPF routing has the lowest performance because

it only utilizes 1 (one) shortest path for each source-destination peer. Meanwhile, the

performance of ECMP routing is between MPR and OSPF because it uses more than 1

path. However, the number of available paths is less than in MPR and there is no traffic

classification.

Figure 3.7: PDR of Tactile traffic for different routing protocols

Figure 3.8: Throughput of Tactile traffic for different routing protocols
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3.5.3 Summary

In this work, a policy for obtaining reliable paths for Tactile Internet traffic through a

multi-path routing solution (Multi-Plane Routing) has been presented. An IP access

network topology that represents an autonomous system (AS) (can be either a campus

or metropolitan access network) has been investigated by using a realistic traffic scenario

with varying overall traffic demands. The results show that our proposed policy provides

a better service for Tactile traffic and it outperforms the best-effort traffic in terms

of PDR, Average Delay, and Throughput. Moreover, the results show our proposed

multipath routing solution outperforms traditional OSPF routing and ECMP multipath

routing. For future work, extended traffic models for Tactile Internet traffic will be

investigated. In addition, combinations of multi-plane routing and utilization of specific

queuing models for tactile traffic will also be investigated.



Chapter 4

Provision of Tactile Internet

Traffic in IP Access Networks

Using SDN-Enabled Multipath

Routing

4.1 Introduction

The tactile internet, also known as the Tactile Internet of Things (IoT), is an emerging

concept that aims to revolutionize the way humans interact with and control physical

objects remotely in real time. It goes beyond the traditional internet, which primarily

focuses on transmitting information and data, by enabling touch-based and haptic in-

teractions over long distances. The tactile internet relies on advanced technologies such

as 5G and low-latency communication networks to achieve near-instantaneous response

times, ensuring a seamless and immersive experience for users.

57
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By enabling tactile feedback and real-time control, the tactile internet has vast potential

in various industries. In healthcare, surgeons can perform remote surgeries with haptic

feedback, allowing them to operate on patients located in different parts of the world.

In manufacturing, workers can remotely control robotic systems with precise touch and

force feedback, increasing efficiency and safety. Additionally, the tactile internet has

applications in gaming, virtual reality, and education, where users can interact with

virtual objects and environments as if they were physically present. As technology

continues to advance, the tactile internet holds the promise of transforming the way we

perceive and interact with the digital world [71].

There have been many studies proposing ideas and solutions to address the stringent

requirements for the Tactile Internet. Tactile Data Compression investigates and devel-

ops efficient compression techniques specifically tailored for tactile data transmission.

This research can focus on reducing the bandwidth requirements and latency associated

with transmitting high-resolution tactile information while maintaining the perceptual

quality and accuracy of the tactile feedback.

Haptic Perception and Feedback: Explore the human perception of haptic feedback in

different scenarios and develop novel approaches to enhance the realism and effectiveness

of tactile interactions. This research can involve studying how humans perceive and

interpret different types of tactile sensations and designing advanced algorithms and

hardware interfaces to deliver more immersive and natural haptic experiences.

Network Optimization for Tactile Internet investigates network optimization techniques

to improve the performance of the tactile Internet. This research can focus on reducing

latency, improving reliability, and optimizing resource allocation to ensure smooth and

responsive tactile interactions, especially in scenarios with large-scale deployments and

high user density. As an example, works in [72] [73] highlighted the provisioning of the

tactile traffic class in the multipath routing network by implementing the Multi-Plane



Provision of Tactile Internet Traffic in IP Access Networks Using SDN-Enabled
Multipath Routing 59

Routing protocol (MPR). Software Defined Networks (SDN) paradigm and network cod-

ing are proposed in [74] to decrease packet re-transmissions and latency. Nevertheless,

the study is limited to a simple multi-hop network topology and scenario and does not

include various traffic types.

4.2 Background

SDN decouples the network control from the data forwarding plane and uses centralized

controllers to manage the devices in the data plane. The remote centralized controllers

have a global perspective of the network topology and resources for management, which

result in accurate resource allocation and higher efficiency of the network service. For

the communication between the SDN controller and switches, OpenFlow protocol as an

interface standard is introduced into the network frame.

To enable the operations of the Tactile Internet, QoS is another key tool for making

tactile traffic be treated preferentially. Quality of Service is a series of technologies

for managing network resources and its development is closely related to the increase

in the diversity of network applications. When the network is congested, packets of

data streams may be discarded, but some applications with special needs which cannot

tolerate low bandwidth and high latency network conditions, need the network to allocate

and schedule resources according to specific requirements and with delivery guarantees.

The main contributions of this study are summarised as follows: (1) Introducing SDN

solution to manage tactile traffic, video traffic, and best-effort traffic in the network, (2)

Implement multipath routing to reduce the congestion between different flows and using

QoS to set the priority of the traffic to make sure the tactile traffic can have the highest

priority in the queue management, and (3) We use weighting mechanism to optimise of

the path selection.



Provision of Tactile Internet Traffic in IP Access Networks Using SDN-Enabled
Multipath Routing 60

4.2.1 Multipath Routing in SDN

Multipath routing is a networking technique that involves the simultaneous use of multi-

ple paths or routes between a source and a destination in a computer network. Instead of

relying on a single path, multipath routing distributes the network traffic across multiple

paths, allowing for improved performance, fault tolerance, and load balancing.

In traditional single-path routing, all packets are forwarded along a predetermined route

from the source to the destination. However, in multipath routing, the network nodes

are capable of identifying and utilizing multiple available paths. This can be achieved

through dynamic routing protocols that exchange information about network topology

and link conditions.

OSPF (Open Shortest Path First) is a widely used routing protocol in computer net-

works. It is an interior gateway protocol that enables routers within an autonomous

system (AS) to exchange routing information and dynamically determine the best paths

for forwarding IP packets. OSPF uses a link-state routing algorithm, where routers

maintain a database of network topology information and exchange link-state advertise-

ments (LSAs) to construct a synchronized view of the network. By considering factors

such as link costs and network conditions, OSPF calculates the shortest path to each

destination and builds a routing table that directs traffic efficiently. OSPF supports

hierarchical routing, load balancing, and fast convergence, making it suitable for large

and complex networks.

ECMP (Equal-Cost Multipath) is a technique used in computer networks to achieve

multipath routing with equal-cost paths. It allows for the simultaneous use of multiple

paths with the same cost between a source and a destination. In ECMP, the forwarding

decision is made based on a hash function applied to the packet header, which determines

the path the packet will take.
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With ECMP, routers maintain multiple next-hop entries in their routing tables, each

corresponding to a different path with equal costs. When a packet arrives, the hash

function is applied to the packet’s source and destination addresses, protocol informa-

tion, and other fields to determine which path the packet should take. This distributed

load balancing approach evenly distributes traffic across the available paths, optimizing

network resource utilization.

Software-Defined Networking (SDN) provides a flexible and programmable approach

to network management and control. Within the context of SDN, multipath routing

can be implemented to optimize network performance and resource utilization. In an

SDN architecture, the control plane is decoupled from the data plane, and a centralized

controller has a global view of the network. This centralized control enables efficient

path computation and distribution of traffic across multiple paths. The controller can

collect network topology information, analyze link conditions, and dynamically calculate

optimal paths for traffic flow.

SDN allows for the programmability of network devices in the data plane. Through

protocols such as OpenFlow, the controller can instruct switches and routers on how

to forward packets and configure flow rules. Multipath routing can be implemented by

programming switches to support multiple forwarding paths and load-balancing mech-

anisms.

In addition, SDN enables fine-grained traffic engineering capabilities. With a centralized

controller, network administrators can define policies and rules to steer traffic along

desired paths based on specific criteria such as bandwidth requirements, latency, or

application type. These policies can include instructions for multipath routing, allowing

traffic to be distributed across multiple paths with different characteristics.
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Related to dynamic path adaptation, SDN provides the flexibility to dynamically adapt

multipath routing based on network conditions. The controller can monitor link and

path metrics in real-time and make adjustments to the path selection accordingly. This

dynamic path adaptation ensures that traffic is routed along the most optimal paths,

considering factors like congestion, link failures, or changes in network traffic patterns.

In [75] SDN-enabled multipath was proposed based on the number of hops of the available

paths to determine the disjoint paths. After getting the multipath, the host distributes

the traffic among disjoint paths. Although the scheme in this work can improve the

throughput of the system, it only considers the number of hops in the path, which is

not sufficient to optimize the network performance.

4.2.2 QoS Approaches in SDN

In the past few decades, technologies like buffering, traffic shaping, the bucket algorithm,

and resource reservation are used to manage traffic engineering, while in the SDN pro-

posals, the main concept of the QoS implementation associated with traffic engineering

is similar. Support for QoS in OpenFlow is limited because only two functions, queues,

and meters, are available in the OpenFlow protocol [76]. There is no strict definition

standard like IntServ and DiffServ in OpenFlow, so some new QoS approaches have been

proposed to support the requirements of the applications.

H. Krishna et al. [77] designed a bandwidth-guarantee QoS scheme based on the meter

table in OpenFlow, in which the rate of QoS flows continues increasing in case the rate of

other streams is not below the minimum threshold. However, the work only focuses on

measuring the throughput and packet loss of the system without considering the delay

and jitter of the traffic. Y. Jinyao et al. [78] proposed a concept called HiQoS which
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combined the DiffServ and multipath routing in OpenFlow. They successfully imple-

mented the function of matching different traffic types to different paths to complete

QoS according to the path cost. Another model for class-based QoS control in SDN is

achieved in a study in [79]. Firstly, the packets are classified by using ToS/DSCP bits

in the IP header. The OpenFlow queue management module is then used to implement

traffic shaping in the egress of switches in the path. However, the SDN-enabled DiffServ

based on the per-hop-based is not the best method to transmit the tactile traffic com-

pared with the end-to-end routing as it is inefficient and inflexible in using the routing

resources.

4.3 System Model

In our study, we propose an end-to-end QoS strategy combined with multipath routing in

the SDN for ensuring the specific requirements of tactile traffic. The works can be mainly

divided into two components, which are: multipath routing and QoS management.

Fig. 4.1 shows the SDN architecture that is comprised of OpenvSwitch, OpenFlow

protocol, SDN Controller, and Network application. In the multipath routing component

which contains the network monitor module and resource database, the SDN controller

is used to find multiple paths that satisfy the constraints between the source node and

the destination node. Then, it chooses the path for each flow based on monitoring results

of the network link state in real-time. In the QoS management components, the SDN

controller uses OpenFlow protocol to distinguish traffic from different types of services

by identifying the IP address of the source node. It also provides different priorities for

different services by using the queuing mechanism in the OpenvSwitch.
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Figure 4.1: Proposed SDN Architecture

Figure 4.2: Simple Topology in SDN Network

As shown in Fig. 4.2, the controller c0 is able to implement multipath routing for

source-destination pairs, such as path h3-s1-s2-s6-h4, h2-s1-s6-h4, and h1-s1-s3-s4-s5-s6-

h4. Assume h4 is the receiver and the flow between h1 and h4 is tactile traffic with the

highest priority. Meanwhile, the h2 sends a video stream with a lower priority and the

flow from h3 presents the best-effort traffic with no assurance with a default priority.

So, with three types of traffic in the model, when the edge switches receive the the first
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packet from the sender, they use OpenFlow protocol to send a packet-in message to the

controller after which the the controller will identify the source IP address of the packet.

After classifying the flows, by adding the priority of the queue and matching the flow

with the queue setting, the the controller will send a packet-out message to install a

path for the flow with the corresponding queue setting.

4.4 Multipath and QoS Implementation

Consider the backbone network represented as an undirected graph G(V,E), where V

is the sets of the nodes, E is the set of the edges. Let K be the number of demand pairs

and hk show a demand volume of demand index k = 1, 2, ...,K. A set of paths can be

indexed p = 1, 2, ..., Pk for each demand k, where Pk is the total number of candidate

paths for demand k. Consider xkp point to the number of flows on path p for demand k.

The cost of path p is determined by the available capacity which means the greater

the link utilization, the higher the cost metric will be. An V xE matrix Rk represents

the link usage, where Rk
ePk = 1 if path P of demand pair k uses link e and Rk

ePk = 0

otherwise. The cost function for any path Pk is represented as a summation of real-time

costs of each link in the path:

ϕ(pk) =
∑

e∈Pk Rk
ePk

( xkp

b(pk)−xkp

)
(4.1)

where b(pk) represent the available bandwidth on path pk. The available bandwidth in

the links is calculated by considering the minimum bandwidth on every path at various

instances

b(pk) = min(euv)∈pk b((euv)) (4.2)
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By considering the existence of different types of traffic such as tactile packet, video

streaming and best-effort traffic, the formulation of a cost function in the multipath

routing can be written as a combination of cost function of tactile packet ΦT , ΦV , and

best-effort packet ΦB:

ΦT (p
k) =

∑K
k=1

∑P
p=1

∑
e∈Pk Rk

ePk

( xt
kp

b(pk)−xt
kp

)
(4.3)

ΦV (p
k) =

∑K
k=1

∑P
p=1

∑
e∈Pk Rk

ePk

( xv
kp

b(pk)−xt
kp−xv

kp

)
(4.4)

ΦB(p
k) =

∑K
k=1

∑P
p=1

∑
e∈Pk Rk

ePk

( xb
kp

b(pk)−xt
kp−xv

kp−xb
kp

)
(4.5)

where xtkp is amount of tactile flow, xvkp is amount of video-stream flow and xbkp is amount

of best effort flow. Based on the configuration between tactile packet, video and best

effort packet, the global formulation can be written as:

Min J := αΦT +ΦV +ΦB
(4.6)

s.t.
∑P

p=1 xkp = hk, k = 1, 2, ....,K (a)

∑K
k=1

∑P
p=1 δkpexkp ≤ ce, e = 1, 2, ...., L (b)

xkp ≥ 0, p = 1, 2, ..., Pk, k = 1, 2, ..,K

and α is a big number.

where ce is capacity of link e = 1, 2, ..., L and δkpe is defined as binary factor which is 1

if path p for demand pair k uses the edge e; 0, otherwise.
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4.4.1 Multipath Routing

With the functionality provided by Ryu controller and the support of the OpenFlow

protocol, the topology of the network devices in the data plane can be generated. When

Ryu controller initializes with the network devices, it will exchange the information

between them using LLDP (Link Layer Discovery Protocol) [80] which includes the

device type and port number that can be used to create the topology. After obtaining the

link and port information, Algorithm 1 DFS (Depth-First-Search) is used for searching

all available paths between two hosts. DFS is a graph traversal algorithm, it starts from

the root vertex and searches the nodes in the branch of the tree as deep as possible before

the backtracking process until all paths have been explored. Therefore, DFS will return

a list of all available paths containing the switch ID between the source and destination.

Algorithm 1 The pseudo-code of DFS

Require: G, src, dst,K
1: function DFS(G, src, dst):
2: P as a list to save paths(p)
3: stack = (src, [src]) #initialization
4: if src is dst then
5: append src in p; append p to P
6: else
7: while stack do
8: pop stack as a tuple of p and node
9: for next in (keys of G[node] - p) do

10: append next to p
11: if next is src then
12: append p to P
13: else
14: push (next, p) to stack
15: end if
16: end for
17: end while
18: end if
19: return P
20: end function

However, the path calculated by DFS is in an unweighted graph, to the optimization

of the multipath selection, a weighing mechanism is introduced in our solution. In our
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study, we consider the residual bandwidth and the number of hops in the path as an

impact factor to calculate the cost of the path. Higher available bandwidth can provide a

low-congestion and low-delay network environment for traffic and a less number of hops

means less total processing time and queue waiting time of the packets. The network

monitor module is used to update the data rate of ports in the switches, so the available

bandwidth of the port can be calculated by subtracting the default maximum bandwidth

and the real-time data rate of each port. The structure of ’port-link-path’ limits the

path residual bandwidth to the minimum value of the available bandwidth of the port

in the path.

In order to distribute the traffic more optimally on the available paths in the net-

work to avoid congestion as much as possible, end-to-end multipath routing is deployed

in our solution to achieve the function. The pseudo-code of cost calculation of mul-

tipath is in Algorithm 2, K is the desired number of paths, and G presents the di-

rected graph as an adjacency matrix stores the port number of the neighboring nodes

in G[switch][next switch]. Our multipath routing algorithm mainly can be divided into

two parts: collecting information and calculating the cost.

To build the mathematical model, we treat the network as the undirected graph G(V,

E), where V is the set of nodes on the Internet, and E is the set of edges. To calculate

the cost of the paths, we defined the Rps, Rpd the data rate of the source port and

destination port, and the link data rate Rl can be written as:

Rl = Max(Rps, Rpd) (4.1)

After using the DFS algorithm, the set of paths can be calculated, we defined Pn as the

list of the paths between two nodes, and n presents the number of the paths in the list.

With the default link capacity Ce and port data rate in formula 4.1, the link residual
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bandwidth can be calculated. The bandwidth of the path is limited by the link data-rate

status and the path available residual bandwidth is the minimum available bandwidth

of the links in the path. After getting the path residual bandwidth, we take the number

of hops into consideration, Nh equals the number of hops in the path, e presents the

link and p presents the path. The Re is inducted as a binary variable which is 1 if link

e is used in the path p; 0, otherwise. Then the general expression for the minimum cost

of optimization multipath routing problem can be written as:

Min Cost(Pn) :=
∑

p∈Pn

∑
e∈p

Re(
Ce

Ce −Rl
∗Nh) (4.2)

Once the cost of each path is calculated, the Ryu controller will match the k-best end-

to-end paths to the flows with different priorities by using OpenFlow to install the flow

table in the switches. The pseudo-code of installing multiple paths with queue numbers

is given by Algorithm 3. As a simple example (k=3) of the path installation, assume in

Fig.4.2, the bandwidth of the links equals 10 Mbps and the host 4 is the unique receiver.

Host 1 with the highest priority will be arranged to the best path ”s1-s6” and the data

of host 2 with secondary priority will follow the path ”s1-s2-s6”, while the path with

maximum cost will be selected by host 3. Thus, the traffic with different priorities is

distributed in three paths according to the path cost.

4.4.2 QoS Managements

According to [73], the tactile traffic is more sensitive to round trip delay, while the

actual bandwidth of it is very small compared with the traditional QoS application,

such as real-time video conference and other multimedia services. Here, we use the

concept of IntServ to provide an end-to-end path forwarding the tactile traffic. There

are many executable methods to differentiate the type of traffic between different classes
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Algorithm 2 The pseudo-code of cost calculation of multipath

Require: G, src, dst,K
1: all path in the topology← DFS algorithm
2: port residual bandwidth← Monitor module
3: function pathcost(G, src, dst):
4: L as a list to store link residual bandwidth
5: P as the path residual bandwidth
6: C as a list to store path cost
7: allpaths = DFS(G, src, dst)
8: for path in all paths do
9: for switch in path do

10: while switch != path[-1] do
11: port = G[switch][next switch]
12: rate src = monitor (port)
13: port = G[next switch][switch]
14: rate dst = monitor (port)
15: link bw = Min (rate src, rate dst )
16: append link bw to L
17: end while
18: end for
19: P = Min value in L
20: ratio = divide P into default bandwidth
21: path cost = ratio multiply number of hops
22: append path cost to C
23: end for
24: return C
25: end function

Algorithm 3 The pseudo-code of installing multiple paths with queue number

1: Multipath list C with minimum cost← Pathcost Algorithm 2
2: The desired number of multipath K
3: Flows F with different priority← Ryu SDN controller

Require: M,K,F
4: function Multipath installation(C,K,F ):
5: Sort the list C
6: Take K smallest value in C as multipath list M
7: for flow in F do
8: match the flow with the path in M according to the priority and path cost
9: Q as the queue number is assigned to the flow

10: package Q into the packet-out message
11: end for
12: end function
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of flows: a) based on the IP address or MAC address of the host; b) based on the

type of service (TOS) octet filed in the IP header of IPV4 and traffic class octet of

IPV6; c) based on traffic header field in (Multi-Protocol Label Switching) MPLS. In the

OpenFlow, Match Fields can be used to distinguish the data flows, source port number

or IP address, destination IP address, VLAN number, and Ethertype number are the

available elements. These elements can be multiple combined to sign special flows which

make the classification simpler.

In this study, we signed the different flows by their source IP address and edge switches’

ingress port number, as a simple topology model in Fig. 4.2, host 1, host 2, host 3, and

host 4 have different IP addresses. Assume, H4 is the receiver and the flow between

h1 and h4 is tactile traffic with the highest priority, the h2 sends a video stream with

a minor priority while the flow from h3 presents the best-effort traffic which has no

assurance with a default priority. So, three types of traffic in the model, when the edge

switches receive the first packet from the sender, it will use OpenFlow protocol to send

a packet-in message to the controller and then the controller will identify the source IP

address of the packet. After classifying the flows, by adding the priority of the queue and

matching the flow with the queue setting, the controller will send a packet-out message

to install a path for the flow with the corresponding queue setting.

The queue setting of the OpenFlow is based on the Linux traffic control in the Open-

vSwitch. In general, the queue settings can be divided into two types according to the

execution location of the switch: ingress queue and egress queue. An Ingress queue

usually is used to limit the data rate of the flows and to discard packets that exceed

the max rate, while the operation of the egress queue can be more complicated, includ-

ing buffering, shaping and priority setting, etc. In the queue model of our system, we

modify the default queue mechanism first-in, first-out (FIFO) to an egress queue rule

based on Hierarchical Token Bucket (HTB) [81]. HTB queuing discipline can be used
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to manage the queue classifying, scheduling, dropping, and Shaping in OpenvSwitch,

which is based on the concept of tokens and buckets and uses class systems and filters

to enable complex and fine control of traffic. To ensure that the tactile traffic transmits

with a low delay and jitter, we make the priority of it higher than the video stream

traffic and best-effort traffic. Therefore, even in a congested state, tactile traffic can be

guaranteed to wait for forwarding at the front of the queue with minimal time.

4.5 Performance Evaluation

In this section, we introduce two experiments to test the performance of our proposed

SDN-based end-to-end QoS multipath routing solution. In the first emulation experi-

ment, we set the virtual network environment without system egress bandwidth limit

and focus on measuring the performance of the multipath routing compared with the

shortest single-path routing in terms of the system end-to-end delay and jitter, system

throughput. Another test evaluates each flow’s QoS performance, especially the highest

priority flow for tactile traffic, in a system egress bandwidth limit situation. The limited

bandwidth of the whole system will trigger the dropping, scheduling mechanism of the

QoS to verify the feasibility of our solution.

4.5.1 Simulation Environment

To create the emulation experiment, we used the Mininet (2.3.0d6) with OpenvSwitch

(2.9.2) to generate the topology in Fig.4.3 with 15 hosts and 13 switches to simulate a

campus autonomous system network. There are 4 layers in the network, each switch in

layer 1 can be treated as an Access router (AS) and links with 3 hosts separately. Hosts

are classified into 3 types: tactile device needs low delay assurance; video stream device

needs high bandwidth; best-effort device without any special configuration. Each layer
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Figure 4.3: The Experiment Topology.

is deployed with different bandwidths in Table 4.1, the overall trend is that as the layer

gets higher, the bandwidth increases to avoid congestion caused by convergence.

Table 4.1: Table of Link Bandwidth

Layer Layer 1 Layer 2 Layer 3 Layer 4

Bandwidth 3 Mbps 10 Mbps 20 Mbps 50 Mbps

In order to embody the superiority of the multipath routing, we create 16 links between

layer 1 and layer 2 to provide enough paths for the multiple path selection. Switch 1 in

layer 4 can be treated as a gateway towards the external network and all data flows via

the intermediate switches are gathered to the gateway. The mesh-tree model here refers

to topology used in[69] [70] as a wired network. For the SDN controller, our scheme

is implemented in the RYU controller which is based on the Python 2.X and can well

support the OpenFlow protocol.
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The measurement is based on the function of the Iperf and Packet Internet Groper

(ping) tools. Iperf is a live network performance testing tool that can create a UDP

or TCP flow between the client host and server host, the real-time bandwidth, packet

losses, jitter can be shown when the Iperf is operating. Ping can use (Internet Control

Messages Protocol) ICMP to calculate the round-trip time of the packet showing the

response time and delay information.

4.5.2 Multipath Testing in No-limited Bandwidth Topology

One of the primary goals of this study is to improve the performance of the traditional

shortest single-path routing. We introduced multipath routing based on the SDN to have

the load balance and to increase the throughput of the system while reducing congestion

as soon as possible. The shortest single-path routing we used as a contrasting scheme is

similar to the cost calculation of the OSPF. The cost value of each interface is the ratio

of the default bandwidth to the maximum rate set by the interface. And the path total

cost is the sum of the cost of each link in the path, so it also incorporates bandwidth and

the number of hops into consideration. However, this metric does not meet the demand

of some demanding network environments.

Throughput as an important indicator of network performance is the total size of data

that be successfully transmitted in a unit time interval. In our testing for the multipath,

we make 3 hosts under each switch to send the traffic with the same data rate at the

same time and since the max bandwidth of the link in layer 1 is 3 Mbps and there are

15 hosts running as the traffic source, the max total system throughput is 15 times of 3

Mbps, which is 45 Mbps. Here we set the bandwidth of Layer 4 to 50 Mbps, which is

greater than 45 Mbps, indicating that the data rate will not be limited at the gateway’s

egress. Therefore, there is no restriction in the total system throughput and the queue
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Figure 4.4: System Total Throughput.

mechanism only works between the intermediate routes and switches and the congestion

also will only conflict before the gateway.

By increasing the transmission data rate of each host, we can get the result of the

performance of our system throughput in Fig. 4.4. Since the single-path routing only

forwards the traffic in the shortest path between source and destination, three hosts

under the same switch will share the bandwidth of the same path, which is limited by

the link in the layer 1 with max 3 Mbps data rate. Therefore, after the total host traffic

reaches 15Mbps the congestion makes the network drop the extra packets and limits

the throughput to approximately 15 Mbps. While in the multipath routing scheme, we

use three different paths to forward the flows, each flow has its own end-to-end path.

Although the paths may have the intersecting node and share the bandwidth of the

same link, our algorithm in part 4 can optimise the routing selection trying to avoid
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paths with low residual available bandwidth and with a large number of hops. Thus,

the utilisation of the network will increase, and the congestion will be controlled.

Fig. 4.5 and Fig. 4.6 shows the jitter and delay of the whole system, we averaged the

result data of 15 hosts to show the difference between the two routing algorithms. Jitter

here refers to the packet delay variation in data flow and delay refers to the packets’

average round-trip time between two nodes in the network. Network congestion, queue

scheduling, and the number of hops are the main influencing factors affecting the value

fluctuations of jitter and delay. The result indicates that the flow jitter and the delay

increase after the throughput threshold 15 Mbps for the single-path routing, while the

multipath routing can keep a low level of flow jitter and delay since they have different

end-to-end paths. Note that here the figure presents the system average jitter and

delay, which means all priority hosts will be considered and the best-effort traffic in the

multipath routing will bring a relatively large value, leading to the rapid growth of the

average result when the traffic increases. However, compared with single-path routing,

the average jitter can be reduced by 5 times in a high-traffic situation. In terms of

the delay, the improvement is more obvious, the delay of the single-path routing is over

4000ms when the hosts’ incoming traffic exceeds 15 Mbps, while the multipath routing’

flow delay is always under 2.5 ms. These show that multipath routing can improve traffic

performance by distributing traffic across multiple paths based on residual bandwidth

and hop counts.

For the response time of each flows with different priority in the multipath routing

testing, Fig.4.7 shows the delay’s changing trend. The graph shows all types of traffic

tend to increase on delay, however, the tactile traffic delay is the minimum. When the

links in layer 1 are full at a data rate of 3 Mbps, the delay of tactile traffic, video stream,

and best-effort are 3.77ms, 2.18ms, and 1.05ms separately. Even if the link is at a full

load condition, our solution can still provide approximately a 1ms delay guarantee for
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Figure 4.5: System Average Jitter.

Figure 4.6: System Average Respond Time.
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the tactile traffic, which is one-half of the video traffic and one-third of the best-effort

traffic.

Figure 4.7: Host Delay in Multipath Routing.

4.5.3 QoS Testing in Limited Bandwidth Topology

QoS as an indispensable part to support tactile traffic is assessed in this experiment with

a limited bandwidth topology. We still use the frame of topology in Fig. 4.3, but the

difference from the previous experiment is that we modified the maximum bandwidth

of Layer 4 to 30 Mbps, which means when the traffic generated by each host reaches 2

Mbps, the system will operate at a full load status and the congestion will be the main

obstacle to transmit the data stream via the gateway.

In this topology, the three types of traffic are separated into three different end-to-end

paths according to the path cost and the priority of the flows. For example, the tactile

traffic may select the path ”s9-s5-s2-s1” with the least number of hops and maximum
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residual bandwidth; the video stream may be arranged in the path ”s9-s6-s3-s1” to avoid

competing for the resources with tactile traffic and the best-effort may choose the path

”s9-s10-s7-s4-s1” which has one more hops in the path since the bandwidth resource in

links ”s9-s10” and ”s9-s5” is occupied by others and the cost of these paths will rise.

Although the congestion can be controlled by allocating the traffic into different paths

with better use of network link physical resources, the gateway still limits the system’s

total throughput and the HTB queuing discipline will be applied in the egress of the

gateway.

Figure 4.8: Throughput of Flows in Limited Bandwidth Topology .

Fig. 4.8 shows the average throughput of each type of traffic after the system congestion

happened when the traffic of each flow reaches 2 Mbps, the best-effort traffic will suffer

high packet loss. Since best-effort traffic has the lowest priority, when the buffer of

the queue is full, the queue discipline will drop the packets of it first. As a result, the

throughput of the tactile traffic and video stream traffic increases constantly with the



Provision of Tactile Internet Traffic in IP Access Networks Using SDN-Enabled
Multipath Routing 80

Figure 4.9: Delay of Flows in Limited Bandwidth Topology .

increase of the incoming traffic, while the best-effort traffic drop to almost 0 Mbps when

the traffic of each host reaches 3 Mbps, since the buffer resource is fully occupied by

others.

Fig. 4.9 demonstrates the feasibility of our plan. The result shows the highest priority

traffic has an acceptable delay even in a congestion network and when the total traffic

generated by hosts exceeds the maximum bandwidth of the network by 34%, our solution

can still provide low-latency (0.997 ms) services for the highest priority flow. The QoS

scheduling, dropping, and shaping mechanism can guarantee the flow with higher pri-

ority to be efficiently forwarded rather than waiting in the queue with an unpredictable

delay. Certainly, the best-effort traffic with the lowest priority will suffer a lot with bad

performance. When the traffic in the network rises to a large value, the performance of

the best effort will be worse than single-path routing. The round trip time of the packets

of the best-effort flow exceeds 4500 ms reaching around 5000 ms, while the delay of the
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packets in single path routing is around 4200 ms. However, because of this mechanism,

the other traffic with higher priority can achieve the desired goal with a guarantee.

Figure 4.10: Jitter of Flows in Limited Bandwidth Topology .

In terms of the jitter of the flows, the tactile traffic also needs a low jitter to keep the

data stream having a smooth transmission. When data is transferred between network

intermediate routers, high-priority data flows are preferentially transmitted with a lower

queue waiting time. This mechanism guarantees the stability of the data flow because

long and unpredictable queue waiting times will increase network instability. In Fig.

4.10, when the system is running at 34 percent overload with traffic of each host reaching

2.75 Mbps, for the highest priority flow, it still has an acceptable jitter (0.3 ms) service.

Similar to the delay test results, the lowest priority best effort will suffer more, and its

jitter will also exceed the single path routing with the same incoming traffic. When the

host incoming traffic reaches 2.75 Mbps, the delay of it will be more than ten times the

delay of the tactile traffic and is about three times the single path routing.
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Thus, the experiment proves the feasibility of our project. While ensuring the improve-

ment of system resource utilisation and increasing system throughput, the hierarchical

QoS service is guaranteed, so that the highest priority traffic can be transmitted with

low latency and low jitter.

4.6 Summary

In this study, we proposed a novel end-to-end routing solution that combines QoS man-

agement and multipath routing using the SDN model to demonstrate a low delay campus

size Internet for Tactile Internet traffic. The experimental results expectantly show that

our solution improves the system throughput and alleviates congestion between flows

compared with single-path shortest routing. To guarantee the QoS of the tactile traffic

and video streams when there are some commonly shared links in the path, we deploy

the queue mechanism to meet the requirements of each traffic and this QoS function in

our network still can operate well even in crowded network environments.



Chapter 5

Network Revenue Optimisation in

Tactile Internet Traffic Provision

5.1 Introduction

Network operators consistently impose and ensure fairness for their customers. The

fairness related to fares that must be paid for bandwidth used by every customer. More

bandwidth used by customers results in more fares to be paid. At the same time, priority

to access the network is also considered as a parameter of fairness. Network operators

apply the same method which is higher the priority given to the customer for accessing

and using the bandwidth then higher the cost to be paid.

From the network operator’s point of view, tactile internet traffic and best-effort traffic

are two different traffic classes. The priority of the tactile internet is higher than the

priority of the best-effort traffic. This is closely related to the characteristics of tactile

internet traffic which requires a guarantee in the transmission process.

83
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By considering multi-class traffic, bandwidth provision for tactile internet traffic, and

fares charged for each class of traffic, therefor network operators need to manage net-

work utilization as optimally as possible. In the end, by providing sufficient bandwidth

resources for tactile internet, it is still possible to obtain optimal network revenue.

5.2 Background

Tactile traffic needs strict requirements in terms of end-to-end delay, jitter, and packet

loss for each tactile traffic session. The uses of tactile traffic dictate this service can not

be compromised (e.g. remote surgery). So tactile traffic class is the most appropriate

provision for an access network by ensuring guaranteed transport of the tactile sessions.

This differs from conventional expedited service to high classes traffic with high priority

and requirements (e.g. media streaming) that can tolerate occasional lapses in quality

service. In the case of tactile traffic, the lapses can be fatal and should not be tolerated.

Since we are looking at the problem of supporting the tactile traffic in access networks

of realistic sizes and transmission capability, our tactile traffic problem concerns the

simultaneous provisioning of tactile traffic between all source-destination pairs in such

networks. This is a step further from the existing experiment with tactile support in ded-

icated deterministic scenarios on point-to-point links or small-scale topology scenarios

[45].

We derive a conclusion from the existing specification and experiment about tactile

traffic, tactile traffic sessions are reasonably modest in terms of the data rate requirement

that is likely to initially occupy to a small fraction of capacity with a gradual tendency

to increase in volume over time. Hence we start off with a realistic assumption that

tactile traffic will amount to a small amount fraction compared with best-effort traffic.
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The network operator has to find the right balance between tactile traffic and best-

effort traffic to increase revenue income. The first question is how many resources

an operator needs to assign to guarantee tactile traffic delivery in order to bring the

maximum revenue that is taken away from the best-effort traffic. For the sake of the

initial positioning of the problem, we assume all best-effort traffic is grouped away from

the tactile traffic and bears the same value. Priority access to bandwidth is given to

tactile traffic over best-effort traffic. The a design problem with priorities is formulated as

a multi-criterion optimization the problem, where the first objective is the maximization

of net revenue from the existence of tactile traffic, and the second objective is to maximize

a similar the measure of the best-effort traffic subject to the constraint that the measure

of the tactile traffic is optimal.

5.3 System Model

Let a connected network be represented as an directed graph G(V,E), where V refer to

set of routers and E refers to set of links (|V | = N), (|E| = L) where ce is capacity of

link e = 1, 2, ..., L.

The services classes are classified into tactile traffic and best-effort traffic. Typically,

there are several QoS service classes, each having characteristic specifications, such as

delay, jitter, and packet delivery ratio. For the sake of simplification, in this study, we

assume that the tactile traffic is the only single QoS traffic that has to be served.

For each service class s we assume that there is N by N matrix Ts of bandwidth demands

from source node ϱ1 to destination node ϱ2, i.e., Ts = {Ts,ϱ}. We will find it convenient

to refer to (s, ϱ) as a stream, and to (s, p) as a service route, where p is a route path.

The objectives are to be maximized network revenues, which have two components,

WT and WBE for the tactile traffic and best-effort service class groups, respectively.
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Since tactile traffic is given priority, comparisons between the two are not particularly

meaningful; however, it is still useful to compare the measures from one design to another

and to get a perspective on how to serve a certain amount of tactile traffic by still

considering maximizing network revenue simultaneously. We can denote:

WT =
∑
ϱ

∑
p∈P(ϱ)

Xt
p × U t

p (5.1)

where Xt
p is the flow or carried bandwidth on the route path, and U t

p is the corresponding

earning per unit carried bandwidth. The earning parameter may also be used to tune

the QoS of the network. And also we can write:

WBE =
∑
ϱ

Xb
ϱ × U b,ϱ (5.2)

where Xb
ϱ is the amount of best effort flow or carried bandwidth for source-destination

pair ϱ, and U b,ϱ is the corresponding earning rate of best effort. In this model, we can

say that the earning rate of best-effort traffic does not depend on the path for certain

source-destination pairs.

From this model, we can formulate three pieces of optimisation problems, first for the

tactile traffic in isolation, second for best effort traffic also in isolation, and finally the

combined problem.

5.3.1 Optimization for Tactile Traffic

The problem is:

W ∗
T = max

{Xt
p}
WT (5.3)
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s.t.

∑
p∈P(ϱ)X

t
p ≤ Tt,ϱ, ∀ϱ (a)

∑
ϱ

∑
p∈P(ϱ)X

t
pe ≤ ce, e = 1, 2, ...., L (b)

Xt
p ≥ 0, p = 1, 2, ..., P (c)

Here Xt
p is the flow of tactile in path p, Xt

pe is the flow of tactile through path p in link

e, and the slack in (3.a) represents the loss, which may be ascribed to admission control

in-stream ϱ. The ratio of this loss to Tt,ϱ may be called the loss ratio, Ltϱ

5.3.2 Optimization for Best Effort Traffic

The problem is:

max
{Y b

ϱe}
WBE (5.4)

s.t.

Xb
ϱ ≤ Tb,ϱ, ∀ϱ (a)

∑
e∈H(n) Y

b
ϱe −

∑
e∈J (n) Y

b
ϱe =



Xb
ϱ, if n = ϱ2;

−Xb
ϱ, if n = ϱ1;

0, otherwise.

∀ϱ,∀n (b)

∑
ϱ Y

b
ϱe ≤ ce, ∀ϱ,∀e (c)

Xb
ϱ ≥ 0, Y b

ϱe ≥ 0 (d)

in constraint b,

H(n) = set of links directed into node n;
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and

J(n) = set of links directed out of node n;

In the above link formulation, Y b
ϱe represents the component of the total flow of Xb

ϱ from

source ϱ1 to destination ϱ2 in link e, and the slack in (4.a) represents the loss, which

may be ascribed to admission control in-stream ϱ. The ratio of this loss to Tb,ϱ may be

called the loss ratio, Lbϱ

5.3.3 Combined Optimization for Tactile and Best Effort Traffic

The combined problem is:

maxWBE (5.5)

s.t.

WT = W ∗
T , (a)

∑
ϱ

∑
p∈P(ϱ)X

t
pe +

∑
ϱ Y

b
ϱe ≤ ce, e = 1, 2, ...., L (b)

∑
p∈P(ϱ)X

t
p ≤ Tt,ϱ, ∀ϱ (c)

Xt
p ≥ 0, p = 1, 2, ..., P (d)

Xb
ϱ ≤ Tb,ϱ, ∀ϱ (e)

∑
e∈H(n) Y

b
ϱe −

∑
e∈J (n) Y

b
ϱe =



Xb
ϱ, if n = ϱ2;

−Xb
ϱ, if n = ϱ1;

0, otherwise.

∀ϱ,∀n (f)
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Xb
ϱ ≥ 0, Y b

ϱe ≥ 0 (g)

In (5.a), W ∗
T is obtained from (3), i.e., by solving the problem for tactile traffic in

isolation which has been formulated in Section 2.1. Hence, an implicit assumption in

the above formulation is that the Tactile traffic is solved first, followed by the combined

problem.

5.3.4 Preliminary Experiment

To assess the idea of an optimisation model as shown in this sub-chapter, we conducted

a preliminary experiment by using simple topology as shown in Fig. 5.1. The topology

shows two types of services in the wired traditional network: telemedicine and enter-

tainment. The scenario is to give more resources to telemedicine traffic to guarantee its

delay, throughput, and packet delivery ratio.

Figure 5.1: Simple Topology for Experiment

The optimization model specific for tactile traffic flows is illustrated below:
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.

max
Xt

δ,p

U t
p ×Xt

δ,p (5.6a)

s.t.
∑

p∈P(ϱ)

Xt
δ,p ≤ Tt,ϱ,∀ϱ, δ; (5.6b)

∑
δ

∑
ϱ

∑
p∈P(ϱ)

Xt
δ,pe ≤ ce, ∀e; (5.6c)

Xt
pe ≤ Xt

pe ·Bpe, ∀t, p, e; (5.6d)

Xt
p ·Bpe ≤ Xt

pe,∀t, p, e; (5.6e)

Xt
p, X

t
pe ≥ 0, ∀t, p, e. (5.6f)

(5.6g)

Compared with the original model (5.3), the objective function (5.6a) and constraints

(5.6b),(5.6c) are exact the same. The subscript p and e in decision variable Xt
pe indicate

another limitation that Xt
pe = 0 when link e is not in path p, i.e. constraint (5.6d). The

relationship between e and p are described via matrix Bpe, where

Bpe =


1, if link e passes path p;

0, otherwise.
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For example, the Bpe of Figure 5.1 is



1 0 0 1 0 0 0 1 0 0 0 1 0 0

0 1 0 0 1 0 0 1 0 0 0 1 0 0

1 0 0 1 0 0 0 0 1 0 0 0 1 0

0 1 0 0 1 0 0 0 1 0 0 0 1 0

0 1 0 0 0 1 0 0 0 1 0 0 1 0

0 0 1 0 0 0 1 0 0 1 0 0 1 0

0 1 0 0 0 1 0 0 0 0 1 0 0 1

0 0 1 0 0 0 1 0 0 0 1 0 0 1



Besides, constraint (5.6e) is used to bridge Xt
p and Xt

pe. According to the definition, Xt
p

is the bandwidth on the route path while Xt
pe is on the link. So the following relationship

holds:

Xt
p = minXt

pe, ∀e ∈ p,

which is equivalent with constraint (5.6e). A similar modification is applied to the

best-effort traffic model in (5.4).

The parameters for the preliminary experiment are presented in the Table below.
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Table 5.1: Simulation Parameters

parameter value

number of directed links 14

number of tactile pairs (ϱt) 2

number of best effort pairs (ϱb) 6

tactile earning (U t
p) 1

tactile path bandwidth demand (Tt,ϱ) 30

best effort earning (U b) 1

best effort path bandwidth demand (Tb,ϱ) 100

link bandwidth (ce) L1 ∼ L14 is [60,100]

For tactile traffic, the allocation is X1
1 = 14;X2

7 = 16, while the rest are 0, which

indicates the first tactile flow uses path 1: {L1, L4, L8, L12} and the second tactile flow

uses path 7: {L2, L6, L11, L14}. The available bandwidth after tactile traffic on each link

is

ce = [46, 44, 60, 86, 100, 84, 100, 86, 100, 100, 84, 46, 60, 44].

Then assign best effort flows, X5
1 = 46, X5

4 = 6;X6
5 = 38, X6

6 = 16;X8
8 = 44 and the

rest are 0. As can be seen, the best effort flow 1 ∼ 4 and 7 are not arranged since the

bandwidth is completely exhausted:

ce = [0, 0, 0, 40, 94, 46, 40, 40, 94, 46, 40, 0, 0, 0].

Therefore, it can be seen that there are no more available path to serve the rest best

effort traffic.
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5.4 Experiment Evaluation

To extend our experiment, we conducted simulations for more complex and realistic

scenarios. By using 2 types of topology, we observed the characteristic of optimal revenue

for various capacity of tactile and best-effort traffic. We also observed the relation

between link utilization and total earning from each type of traffic. The optimization

model is rewritten as below:

.

max
xaep

E × xaep (5.7a)

s.t.
∑
e,p

xaep ≤ cp,∀a; (5.7b)

∑
a,e,p

Blaep × xaep ≤ cl, ∀l; (5.7c)

xaep ≤M × λx, ∀a, e, p. (5.7d)

Link bandwidth is updated via

cl ← cl −
∑
a,e,p

Blaep × xaep(1 +R)

.

where E is a proportion of earning, B is matrix of link, and R is proportion of tactile

traffic comparing with best-effort traffic.

5.4.1 Optimal Revenue with Bandwidth Provision

In this scenario, we use topology as shown in Fig. 5.2. This is the campus network mesh

topology, comprise of 1 node acting as a gateway, and 18 nodes acting as a router.
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Figure 5.2: Campus Network Mesh Topology

The simulation parameter is shown in Table 5.1, where there are two tactile flows AR1-

GW, AR6-GW; six best-effort flows starting from each AR. To simplify the description,

let GW be Node 1; three nodes connecting levels 1 and 2 from left to right are Node

2,3,4; the rest are named in the same manner; and the last six ARs are Node 14∼19.
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Table 5.2: Simulation Parameters for Campus Network Topology

parameter value

number of directed links 82

number of tactile pairs (ϱt) 2

number of best effort pairs (ϱb) 6

tactile earning (U t
p) 1

tactile path bandwidth demand (Tt,ϱ) static or varies

best effort earning (U b) 1

best effort path bandwidth demand (Tb,ϱ) static or varies

link bandwidth (ce) L1 ∼ L5 is [240,280], L6 ∼ L14 is [160,200],

L15 ∼ L26 is [100,140],

the rest is [40,80]

In our study, we conducted some scenarios during the experiment. The scenarios related

to the demand of tactile and best-effort traffic, whether the demand is changes or static.

For the first case, we set the demand of tactile traffic changes, meanwhile, the demand of

best effort remains static. In this case, we observed the relation between total revenue

and tactile demand, tactile revenue and tactile demand, and best effort revenue and

tactile demand.

By setting the tactile traffic: E = 1, cp = 40 : 4 : 65, λx = [1, 0, 0, 0, 0, 1], R = 0.2 : 0.2 : 1

and best effort traffic: E = 1, cp = 120, λx = [1, 1, 1, 1, 1, 1], we got the results as shown

in Fig. 5.3 to Fig. 5.5.
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Figure 5.3: Total Revenue VS Tactile Demand
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Figure 5.4: Tactile Revenue VS Tactile Demand
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Figure 5.5: Best Effort Revenue VS Tactile Demand

The results confirmed two facts. The first one is total revenue will be decreasing when

we increase the tactile internet traffic demand by more than a certain value. As shown

in the graph, the total revenue tends to decrease when the tactile demand is more than

45MB. In addition, we can see that increasing the tactile demand linearly affected to
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tactile and best-effort revenue respectively. The tactile revenue will increase linearly,

meanwhile, the best-effort revenue will plunge.

The first finding is that increasing the demand for tactile internet traffic beyond a certain

threshold leads to a decrease in total revenue. The graph provided in the study shows

that as the demand for tactile internet traffic surpasses 45MB, the total revenue starts

to decline. This suggests that there is a limit to how much revenue can be generated

from the tactile internet when the demand exceeds a certain point.

The second finding pertains to the impact of increasing tactile demand on different

revenue streams. The study observed that as the tactile demand increases linearly, it

directly influences the tactile revenue, causing it to increase proportionally. However,

in contrast, the best-effort revenue experiences a plunge or decrease. This implies that

while the demand for tactile internet can positively impact the revenue generated from

tactile services, it may have a negative effect on the revenue generated from best-effort

services.

These findings highlight the complex relationship between tactile internet traffic demand

and revenue generation. They suggest that there is an optimal level of demand that

maximizes revenue, beyond which further increases in demand may lead to diminishing

returns. Additionally, the study underscores the need to carefully balance and manage

different revenue streams within the tactile internet ecosystem to ensure sustainable

business models.

The second one is the effect of the proportion of tactile traffic in every link. The total

revenue will decrease constantly when we are trying to increase the proportion of tactile

traffic compared with best-effort traffic.

Those 2 facts depict the approach in our optimization model. Since we give a higher

priority to tactile traffic to be served in the network, then the tactile traffic will dominate
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the link utilization. However, in this case, we have to pay attention to the earning unit

of each type of traffic. In this case, the earning unit is the same so the total revenue is

not significantly increasing by increasing the tactile traffic internet.

For the second case, we set the demand of tactile traffic remaining static, meanwhile

the demand of best effort changes. In this case, we observed the relation between total

revenue and best effort demand, tactile revenue and best effort demand, and best effort

revenue and best effort demand.

By setting the tactile traffic: E = 1, cp = 40, λx = [1, 0, 0, 0, 0, 1], R = 0.2 : 0.2 : 1, and

best effort traffic: E = 1, cp = 90 : 10 : 140, λx = [1, 1, 1, 1, 1, 1], we got the results as

shown in Fig. 5.6 to Fig. 5.8.
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Figure 5.6: Total Revenue VS Best Effort Demand
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Figure 5.7: Tactile Revenue VS Best Effort Bandwidth



Network Revenue Optimisation in Tactile Internet Traffic Provision 99

90 100 110 120 130 140

Best Effort Demand

520

540

560

580

600

620

640

B
e

s
t 

E
ff

o
r
t 

R
e

v
e

n
u

e
20% 40% 60% 80% 100%

Tactile Bandwidth Provision

Figure 5.8: Best Effort Revenue VS Best Effort Demand

From the results can be seen that in the case of tactile traffic demand remaining constant,

then the total revenue tends to increase when we are trying to increase the best-effort

demand. However, the total revenue will be remaining plateau when the best-effort

demand reaches a certain value. In this case, the value of the best effort demand is

110MB. In this case, the total revenue remains constant because link capacity is already

saturated. So the remaining demand from best-effort traffic will be denied entry to the

network.

The findings reveal that when the tactile traffic demand remains constant, increasing

the best-effort demand tends to lead to an increase in total revenue. This suggests that

catering to higher demand for best-effort services can generate more revenue within the

given context.

However, the study also highlights a limitation. It states that the total revenue reaches

a plateau when the best-effort demand reaches a certain value, which is specified as

110MB in this case. This indicates that there is a maximum point beyond which further

increases in best-effort demand do not result in additional revenue growth.

The reason for this plateau in total revenue is explained as the link capacity is saturated.

When the best-effort demand reaches the specified value of 110MB, the link capacity

is fully utilized and cannot accommodate any additional demand. As a result, any
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remaining demand from best-effort traffic beyond this point will be denied entry into

the network. This can lead to a constant total revenue since the network is unable to

handle any further increase in best-effort demand.

These findings emphasize the importance of understanding network capacity limitations

and optimizing resource allocation to achieve maximum revenue. They also suggest the

need for effective traffic management strategies to ensure fair access and utilization of

network resources based on different traffic types.

Similar to the results in the first case, the proportion of tactile traffic affected the total

revenue as well. Higher tactile traffic provision inflicts lower total revenue. This situation

implies that we have to maintain the provision of tactile traffic for getting a maximum

total revenue for the network.

As mentioned in the first case, we also have to pay attention to the earning unit of each

type of traffic. In this case, the earning unit of tactile and best-effort are the same so

the total revenue is not significantly increasing by increasing the tactile traffic internet.

For the third case, we set the demand of tactile traffic and best-effort traffic remaining

constant. In contrast with the first and second cases, in this case, we set the earning

point of tactile traffic to vary from 1 to 2. In the results, we observed the relation

between total revenue and tactile demand, tactile revenue and tactile demand, and best

effort revenue and tactile demand.

By setting the tactile traffic: E = 1 : 0.2 : 2, cp = 40, λx = [1, 0, 0, 0, 0, 1], R = 0.2 : 0.2 :

1, and the best effort traffic: E = 1, cp = 120, λx = [1, 1, 1, 1, 1, 1], we got the results as

shown in Fig. 5.9 to Fig. 5.11.
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Figure 5.9: Total Revenue VS Tactile Bandwidth Provisioning
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Figure 5.10: Tactile Revenue VS Tactile Bandwidth Provisioning
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Figure 5.11: Best Effort Revenue VS Tactile Bandwidth Provisioning

From Fig. 5.9 can be seen that increasing the earning unit of tactile traffic will increase

the total revenue as well. However, even though we increase the earning unit to 100%,

the increment of total revenue is not more than 15%. This result occurs because the

proportion of tactile traffic is much smaller than the capacity of best-effort traffic. This
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figure also shows the optimal tactile bandwidth provisioning in the links. 20% of the

provision is the optimal value to get the maximum total revenue.

Fig. 5.10 and Fig. 5.11 clearly present tactile revenue remaining constant and the best-

effort revenue plunge when the tactile bandwidth provisioning increase. This fact shows

that the network treats the priority of tactile much higher than best-effort.

Not like in the previous case, in the fourth case, we set the demand of tactile traffic

change and the demand of best-effort traffic remaining constant. Similar to the third

case, in this case, we set the earning point of tactile traffic varies from 1 to 2 and from 3

to 8. By extending this parameter, we try to investigate the impact of increasing earning

units more than 2 fold to the total revenue of the network. In the results, we observed the

relation between total revenue and tactile demand, tactile revenue and tactile demand,

and best effort revenue and tactile demand. In the results, we observed the relation

between total revenue and tactile bandwidth provisioning, tactile revenue and tactile

bandwidth provisioning, and best effort revenue and tactile bandwidth provisioning.

By setting the the tactile traffic to: E = [1 : 0.2 : 2, 3 : 1 : 8], cp = [40 : −2 : 30, 25 :

−5 : 0], λx = [1, 0, 0, 0, 0, 1], R = 0.2 : 0.2 : 1, and best effort traffic: E = 1, cp = 120,

λx = [1, 1, 1, 1, 1, 1], we got the results as shown in Fig. 5.12 to Fig. 5.14.
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Figure 5.12: Total Revenue VS Tactile Bandwidth Provisioning
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Figure 5.13: Tactile Revenue VS Tactile Bandwidth Provisioning
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Figure 5.14: Best Effort Revenue VS Tactile Bandwidth Provisioning

Fig. 5.12 to Fig 5.14 show that the total revenue of the network does not increase

significantly when we increase the earning point of tactile internet traffic. The main

reason for this small difference because of the total demand for tactile internet. If we

increase the total demand to more than 40MB, then we will get a higher total revenue.

From the same figures, we can also see the balance between tactile bandwidth provision-

ing and earning unit of tactile traffic. In some points, for certain total revenue, we can

see the equilibrium point between tactile bandwidth provisioning and the earning unit

tactile.

As a summary, the relation between tactile bandwidth provisioning and earning unit of

tactile traffic is shown in Fig. 5.15. The arrow in this figure represents the direction of

revenue increment.
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Figure 5.15: The Gradient of Total Revenue

5.4.2 Link utilization for various earning cases

For this scenario, we use the topology as shown in Fig. 5.16. This is the campus

network mesh topology, comprise of 1 node acting as a gateway, and 18 nodes acting as

a router. In contrast with the topology shown in Fig. 5.5, in this topology, we eliminate

some links. The idea of link elimination in the campus network is intended to mimic a

more realistic network. Decreasing the number of links in the network conduce specific

occasions like overcapacity in some links. Hence, by using our optimization model, we

can explore and exploit more links during setting the path from source to destination.

For this experiment, the optimization model is rewritten as below:
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Figure 5.16: Campus Network Topology

.

max
xaep,yaep

∑
a∈A

∑
e∈E

∑
p∈P

Ex · xaep + Ey · yaep (5.8a)

s.t.
∑
e∈E

∑
p∈P

xaep ≥ λa,∀a ∈ A; (5.8b)

∑
a∈A

∑
e∈E

∑
p∈P

Blaep(xaep + yaep) ≤ cl, ∀l ∈ L; (5.8c)

xaep, yaep ≥ 0, ∀a ∈ A, e ∈ E , p ∈ P. (5.8d)

where Ex is the earning unit of tactile traffic, Ey is the earning unit of best effort traffic

and B is matrix of links in the topology.

The network parameters for the experiment in this scenario can be seen in Table 5.3

The results from this experiment are shown in Fig. 5.17 to 5.24. In Fig. 5.17, we can

see the total revenue for various tactile demands. The total revenue will consistently
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Table 5.3: Parameters Interpretation.

symbol interpretation range

A the set of access routers -
E the set of servers -
P the set of multi-path -
L the set of links -

Ex tactile traffic earning [0.1,0.6]
Ey best effort earning 1− Ex

λa tactile traffic demand on access router a [4,80]
Blaep indicator that represents link l is on path p ∈ P or not {0,1}
cl the capacity of link l [40,280]

xaep binary decision variable that illustrates tactile traffic allocation {0,1}
yaep binary decision variable that illustrates best effort allocation {0,1}

down when the tactile demand increase. However, we can maintain the total revenue

remain constant even though the tactile demand increase. The constant total revenue

can be realized by ascertaining the earning ratio between tactile and best-effort traffic

is close to 1:1. In addition, we can observe that tactile demand should be set to a low

capacity to assuring high revenue.

Figure 5.17: Total Revenue with Tactile Demand

Meanwhile Fig. 5.18 shows the time complexity for solving the optimization problem.

From the graph, we can depict that the problem can be solved in a very short time. The
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spike only appears in certain interval of tactile demand.

Figure 5.18: Time Complexity with the # of Tactile Demand

Through this experiment, we also explored the relationship between tactile traffic and

best-effort traffic earning ratio and link utilization. The results are shown in Fig. 5.19

to 5.24. From the graphs can be seen that link utilization will constantly moderate

when the ratio is close to 1:1. The link utilization has a close relationship with the total

revenue. More the links utilize in the network the more total revenue will be obtained.

5.5 Summary

From this study, we find the linear optimization model can be used as a tool to accommo-

date and facilitate tactile internet traffic in an IP network. By setting the maximization

of total revenue as an objective of the problem, the proportion of tactile and best-effort

traffic in the network can be determined. From the results, we can see that the de-

mand and proportion of tactile internet traffic have to be at a certain value to reach the

maximum revenue of the network.
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Figure 5.19: Link Utilization for 1:9 Earning Case

Figure 5.20: Link Utilization for 2:8 Earning Case
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Figure 5.21: Link Utilization for 3:7 Earning Case

Figure 5.22: Link Utilization for 4:6 Earning Case
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Figure 5.23: Link Utilization for 5:5 Earning Case

Figure 5.24: Link Utilization for 6:4 Earning Case



Chapter 6

Conclusion and Future Work

6.1 Conclusions

In this thesis, we have investigated three related subjects. All of those subjects are

associated with the main question: ”How do we deal with tactile internet traffic in IP

traditional networks?”

As presented in Chapter 3, we proposed a new routing approach called Multi-Plane

Routing (MPR) to ensure reliable paths for the Tactile Internet. The concept of MPR

involves extracting a physical topology from multiple virtual topologies known as planes.

Each plane is assigned to a specific type of traffic, with the Tactile Internet traffic being

allocated to a dedicated premium plane.

The goal of implementing MPR is to optimize the performance of the Tactile Internet

by providing it with a specialized plane that prioritizes its requirements. Through our

experiments, we were able to gather results that demonstrate the superior performance

of the Tactile Internet traffic compared to best-effort traffic, specifically in terms of delay,

throughput, and packet delivery ratio.

111
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This implies that by allocating the Tactile Internet traffic to its own dedicated plane, it

is possible to achieve improved performance metrics, ensuring lower delays, higher data

transfer rates, and a higher success rate of packet delivery. These results validate the

effectiveness of the proposed Multi-Plane Routing approach in enhancing the perfor-

mance of the Tactile Internet and highlight the importance of prioritizing and allocating

dedicated resources for this type of traffic.

From the conventional paradigm, in Chapter 4, we move to an emerging paradigm

in routing and traffic engineering called SDN. The SDN controller was designed and

deployed with the specific objective of applying a queuing method that prioritizes tac-

tile internet traffic by giving it the highest priority. The results obtained from our

experiments and evaluations indicated that the proposed system demonstrated better

performance compared to traditional networking approaches.

Specifically, the system showcased improved performance in terms of end-to-end delay,

throughput (data transfer rate), and packet delivery ratio. These metrics are crucial

in assessing the effectiveness and efficiency of a network in delivering tactile internet

services. The findings of this study suggest that the utilization of an SDN controller to set

up multipath routing and prioritize tactile internet traffic through queuing mechanisms

can lead to enhanced performance in terms of reduced delays, increased data transfer

rates, and higher success rates in delivering packets.

Overall, the implementation of an SDN-based system with multipath routing and pri-

oritization techniques proved beneficial in improving the performance of the network,

specifically in serving tactile internet traffic. These results highlight the potential of

SDN in optimizing network resource allocation and delivering a better quality of service

for tactile internet applications.
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Finally, in Chapter 5 we proposed an economical model to solve the multi-criterion

optimization problem. By considering Tactile Internet as the highest priority and best

effort as a lower priority, we implemented linear programming to assess the possible

optimal revenue of the network. From the experiment results, we know that the provision

of tactile internet has to be limited to reach optimal revenue. In addition, we can also

observe the trade-off between the allocation of tactile demand and the total revenue.

From those studies can be implied that Tactile Internet is possible to be served in

traditional networks with some consequences, such as sacrificing the best effort traffic

and reducing total revenue.

6.2 Future Work

In this thesis, we have conducted some studies related to the Tactile Internet and pro-

posed some ideas as contributions. However, we believe that this thesis still has a lot

of room for improvement before it can be adopted as a fully new protocol in a real

IP network. For that reason, in this section, we propose various ideas and methodolo-

gies that expected can improve results in this work and give some reference for further

investigations.

• In this study, we used a static method for implementing plane routing. In the future, it

is the potential to design and construct each routing plane dynamically. So the network

can adapt in real-time to internal or external conditions, such as loss of connection in a

link, overcapacity, nodes inactive, etc.

• In this study, we used 2 classes of traffic, tactile internet, and best-effort traffic. For

the next study, it is good to extend more classes of traffic with different characteristics.

By extending the experiment with more traffic so the scenario will be close to the more

realistic network.
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• More advanced and sophisticated algorithms need to be implemented in SDN controller

for the next study so the system can serve tactile internet optimally without putting

the best effort sacrificed a lot. In the SDN, dynamic routing protocol also needed to be

explored for further study.

•In Chapter 5, we have been trying to answer the question that could come from the

service provider, ”How to maximize the total revenue of the network when we have to

accommodate a high priority traffic like Tactile Internet”. We did many experiments

and got some results that present the relation of total demand and earning units of

Tactile Internet with total revenue. For future research, it is good to explore more on

the equilibrium of total revenue and link utilization fairness.



Appendix A

Simulation tools

A.1 The ns-3 (Network Simulator 3)

For work in Chapter 3, a packet-level NS-3 simulations was conducted to anal-

yse and present the results. The ns-3 (Network Simulator 3) is a discrete-event

network simulator that provides a platform for modeling and simulating various

network protocols and scenarios. It is an open-source, highly modular, and ex-

tensible simulator that allows researchers and developers to analyze and evaluate

network behavior, performance, and protocols. In this description, we will provide

an overview of ns-3, its features, and its usage.

ns-3 is written in C++ and provides a rich set of libraries and modules for simulat-

ing a wide range of network technologies, including wired and wireless networks,

Internet protocols, and communication protocols. Its modular architecture allows

users to choose and configure the modules and protocols they want to simulate,

making it highly flexible and adaptable to specific research or application require-

ments.
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One of the key features of ns-3 is its ability to simulate realistic network envi-

ronments. It provides models for network devices, channel characteristics, traffic

generators, and network topologies, enabling users to create complex and dynamic

network scenarios. Additionally, ns-3 incorporates detailed models of network

protocols and implements their behaviors according to the specifications, allowing

researchers to accurately evaluate protocol performance and behavior under dif-

ferent conditions.

ns-3 also offers extensive support for wireless networks, including models for differ-

ent wireless technologies such as Wi-Fi, LTE, and 5G. It provides realistic channel

models, mobility models, and interference models to simulate wireless communica-

tion accurately. This enables researchers to study wireless network performance,

mobility patterns, and the impact of interference on communication.

To use ns-3, users typically write simulation scripts or programs in C++ or Python

to define the network topology, configure protocols and parameters, and specify

the simulation scenarios. The simulator provides a wide range of APIs and helper

classes that facilitate simulation development and make it easier to configure and

interact with network components. Users can run simulations, collect statistics,

and analyze the results using the built-in tracing and logging capabilities provided

by ns-3.

In addition to its core functionalities, ns-3 has a vibrant community of developers

and users who contribute to its development, maintenance, and extension. The

simulator is continuously updated with bug fixes, performance improvements, and

new features. It also offers a comprehensive documentation website, tutorials, and

examples that help users get started and understand the simulator’s capabilities.
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Overall, ns-3 is a powerful and flexible network simulator that enables researchers

and developers to model and simulate various network scenarios and protocols. Its

modular architecture, support for realistic network environments, and extensive

wireless network capabilities make it a valuable tool for network research, protocol

design, and performance evaluation.

Summary of NS-3:

- Programming languages: Python, C++

- Platforms: x86-32 (32 bit Intel x86), x86-64

- Initial release: June 30, 2008; 14 years ago

- License: GNU GPL

- Operating system: Linux, FreeBSD, macOS

In NS-3, the general process of creating a simulation can be divided into sev-

eral steps:

1. Topology definition: To ease the creation of basic facilities and define their

interrelationships, ns-3 has a system of containers and helpers that facilitates this

process.

2. Model development: Models are added to simulation (for example, UDP, IPv4,

point-to-point devices and links, applications); most of the time this is done using

helpers.

3. Node and link configuration: models set their default values (for example, the

size of packets sent by an application or MTU of a point-to-point link); most of

the time this is done using the attribute system.

4. Execution: Simulation facilities generate events, data requested by the user is

logged.
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5. Performance analysis: After the simulation is finished and data is available as a

time-stamped event trace. This data can then be statistically analysed with tools

like R to draw conclusions.

6. Graphical Visualization: Raw or processed data collected in a simulation can

be graphed using tools like Gnuplot, matplotlib or XGRAPH.

A.2 Mininet

Mininet is used to implement the environment of SDN in Chapter 4. Mininet is

a network emulator which can create a realistic virtual network with the function

to set the hosts, switches, links running in a Linux kernel.

It provides the python API to extend the features, complex network topology can

be created as the developers’ demand and the links bandwidth, jitter and delay also

are easy to be defined using the command or scripts. Based on the lightweight

virtualization feature that well supports the experiment of the software defined

network, OVS (Open vSwitch) is an optional switch kind which is need for SDN

test. Therefore, switches in the mininet not only maintain the traditional ARP

tables, routing tables but also can communicate with the embedded controller or

remote controller (such as Ryu) with OpenFlow protocol.

For the test of the virtual network, the Ping and Iperf are used as the measurement

tools which both are available in the mininet commands.

1.Iperf

Iperf is a live network performance testing tool which can create a UDP or TCP

flow between the client host and server host. Combining with the host terminal

function of mininet, communication simulation between the hosts can be achieved

via the switches. As test results, the real time bandwidth, packet losses, jitter and
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delay can be shown when the Iperf is operation.

2. Ping

Ping (Packet Internet Groper) is a command for testing the network connection

which is based on the ICMP (Internet Control Messages Protocol), it will return

the loss information and RRT (Round Trip Time) of the packet. In the test, the

client sends ICMP packet to the server and waits for the respond packet ICMP

echo from the receiver. By calculating the round-trip time, the performance of

response time and delay in the network can be shown. The main factors affecting

network respond time are route hops and network traffic, since each router and

switch need time to process the packet and when the congestion happens, the

packet will wait to be processed and transmitted

A.3 Ryu Controller

In Chapter 4, we used Ryu Controller as an SDN Controller. The Ryu controller

is an open-source software-defined networking (SDN) controller that provides a

platform for managing and controlling SDN networks. It is written in Python and

designed to be highly modular, flexible, and extensible.

Ryu is a component-based software defined networking framework. Ryu provides

software components with well defined API that make it easy for developers to

create new network management and control applications. Ryu supports various

protocols for managing network devices, such as OpenFlow, Netconf, OF-config,

etc. About OpenFlow, Ryu supports fully 1.0, 1.2, 1.3, 1.4, 1.5 and Nicira Exten-

sions. All of the code is freely available under the Apache 2.0 license.

The primary goal of the Ryu controller is to facilitate network programmability
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and enable the centralized control of SDN environments. It follows the Open-

Flow standard, which is a widely adopted protocol for communication between

the controller and the network devices. Ryu can interact with OpenFlow-enabled

switches, allowing network administrators to have fine-grained control over the

forwarding behavior of network traffic.

One of the key features of the Ryu controller is its ability to process and react

to network events in real-time. It provides event-driven programming interfaces

that allow developers to define custom event handlers and execute actions based

on specific events in the network. This flexibility enables the implementation of

various network management and control applications, such as traffic engineering,

load balancing, security enforcement, and network monitoring.

Ryu also offers a comprehensive set of APIs and libraries for building SDN appli-

cations. It provides abstractions and helper functions for handling OpenFlow mes-

sages, managing network topologies, and implementing network protocols. These

APIs make it easier for developers to interact with the SDN infrastructure and

build applications that leverage the capabilities of SDN.

Furthermore, Ryu supports various protocols and technologies beyond OpenFlow.

It provides support for other SDN standards like Network Configuration Protocol

(NETCONF) and Open vSwitch Database Management Protocol (OVSDB). This

allows Ryu to manage and configure network devices that support these protocols,

providing a more comprehensive solution for SDN deployment.
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Another notable feature of Ryu is its support for network virtualization. It pro-

vides functionality for managing virtual networks, allowing the creation and man-

agement of multiple virtual network slices on a shared physical network infrastruc-

ture. This feature enables efficient resource utilization and isolation for different

tenants or applications in a multi-tenant environment.

Ryu has an active and growing community of developers and users who contribute

to its development and maintenance. The controller is continually updated with

bug fixes, performance improvements, and new features. Additionally, Ryu pro-

vides extensive documentation, tutorials, and example applications that help users

get started and understand its capabilities.

In summary, the Ryu controller is a flexible and extensible open-source SDN con-

troller that facilitates network programmability and centralized control. Its sup-

port for OpenFlow and other SDN standards, event-driven programming model,

and network virtualization capabilities make it a powerful tool for managing and

controlling SDN environments.

A.4 MATLAB

In Chapter 5, we used MATLAB Simulator to investigate the optimal solution

of our problems. MATLAB is a programming platform designed specifically for

engineers and scientists to analyze and design systems and products that trans-

form our world. The heart of MATLAB is the MATLAB language, a matrix-based

language allowing the most natural expression of computational mathematics.

Matlab, a widely used programming language and software environment, provides

powerful tools for simulating and optimizing various systems and processes. When
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it comes to optimization, Matlab offers several features and functionalities that en-

able researchers and engineers to model, simulate, and optimize complex systems

efficiently. Here in the list of Matlab’s simulation and optimization capabilities.

Modeling and Simulation:

Matlab allows users to create mathematical models of systems or processes using

equations, functions, and algorithms. It provides a wide range of built-in functions

and libraries for mathematical modeling, data analysis, and visualization. Users

can define their system models using Matlab’s syntax and create simulations to

observe the behavior of the system under different conditions.

Optimization Toolbox:

Matlab’s Optimization Toolbox is a comprehensive set of tools and algorithms for

solving optimization problems. It includes a variety of optimization techniques,

such as linear programming, nonlinear programming, integer programming, and

global optimization. Users can formulate their optimization problems using Mat-

lab’s syntax and choose the appropriate optimization algorithm to solve them

efficiently.

Optimization Algorithms:

Matlab provides a diverse collection of optimization algorithms that can be used to

solve different types of optimization problems. These algorithms range from clas-

sical methods like gradient-based algorithms (e.g., gradient descent) to advanced

metaheuristic algorithms like genetic algorithms, particle swarm optimization, and

simulated annealing. Users can select the most suitable algorithm based on the

problem characteristics, such as the objective function’s properties, constraints,

and the size of the problem.
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Problem Formulation and Constraints:

Matlab allows users to define optimization problems by specifying the objective

function to be optimized and any constraints that must be satisfied. The objec-

tive function can be defined as a mathematical expression or a custom function in

Matlab. Constraints, including equality or inequality constraints, can be included

to represent system requirements or limitations.

Visualization and Analysis:

Matlab’s extensive visualization capabilities enable users to analyze and interpret

optimization results effectively. Users can plot optimization progress, visualize the

search space, and examine the convergence behavior of optimization algorithms.

Additionally, Matlab provides tools for statistical analysis and post-optimization

analysis to evaluate the performance and robustness of the optimized solution.

Integration with Simulation Models:

Matlab allows seamless integration of optimization algorithms with simulation

models. Users can combine their system models and optimization algorithms to

perform model-based optimization. This integration enables users to optimize sys-

tem parameters or design choices based on simulation results, improving system

performance, efficiency, or other desired criteria.

Customization and Extensibility:

Matlab is highly customizable and extensible, allowing users to create their cus-

tom functions, algorithms, and toolboxes tailored to specific optimization needs.

Users can develop and incorporate domain-specific algorithms or extend existing

optimization capabilities to handle unique problem requirements.
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Matlab provides a comprehensive platform for simulating and optimizing systems.

With its modeling and simulation capabilities, built-in optimization toolbox, di-

verse optimization algorithms, and extensive visualization and analysis tools, Mat-

lab is a powerful environment for solving complex optimization problems and im-

proving system performance across various domains.
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