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Abstract—This study explores the leader-following consensus
tracking control issue of multiple unmanned surface vehicles
(multi-USVs) in the presence of malicious connectivity-mixed
attacks in the cyber layer, and concurrent output channel noises,
sensor/actuator faults, and wave-induced disturbances in the
physical layer. Sensor/actuator faults are initially modeled with
unified incipient and abrupt features. Additionally, connectivity-
mixed attacks are depicted using connectivity-paralyzed and
connectivity-maintained topologies through nonoverlapping and
switching iterations. The standardization and observer design in
multi-USVs are incorporated to decouple the augmented dynam-
ics and estimate unknown state, fault, and noise observations,
and then a defense and fault-tolerant consensus tracking control
approach is designed to accomplish the robustness to distur-
bances/noises, resilience to attacks, and tolerance to faults, simul-
taneously. The criteria for achieving leader-following exponential
consensus tracking of multi-USVs with cyber-physical threats
can be determined based on activation rate and attack frequency
indicators. Comparative simulations outline the effectiveness and
economy of the proposed defense and tolerance technique against
sensor/actuator faults and cyber-attacks on multi-USVs.

Index Terms—Defense and tolerance technique, fault-tolerant
consensus tracking, multi-USVs, actuator and sensor faults,
cyber-attacks

I. INTRODUCTION

W ITH increasing worldwide interest in scientific, com-
mercial, and military issues in shallow waters and

oceans, there is a powerful demand for the advancement
of intelligent USVs with more autonomous, reliable, and
advanced capabilities to greatly expand the diversity and
breadth of USV missions [1]. Recent progress of guidance
and control methodologies for marine vehicles is comprehen-
sively overviewed in [2]. Diverse literature on cooperation
and coordination of multi-USVs includes, but is not limited
to, consensus control [3], flocking control [4], path following
[5], and formation control [6]. The networked multi-USVs,
as typical cyber-physical multi-agent systems, are susceptible
to physical constraints, including completely unknown model
parameters and environmental disturbances induced by winds,
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waves, and currents, as well as to the networked constraints,
including network-induced delays and packet loss and connec-
tivity maintenance of communication topologies.

Compared to various existing attacks, i.e., state-dependent
attacks [7], actuator attacks [8], denial-of-service (DoS) at-
tacks [9], [10], deception attacks [11] and even hybrid attacks
[12], [13], advanced USVs that configure computing and dig-
ital systems become more vulnerable and susceptible to a dis-
ruption of information transmission due to cyber-attacks and
communication hardware or software flaws. Secure consensus
tracking control, especially for networked leader-following
multi-USVs requires continuous, non-disruptive, and precise
information interaction between individual USVs, which in-
herently conflicts with the devastation of ideal communication
topologies under cyber-attacks. Existing well-established tech-
niques [7], [11] for undirected or directed balanced topologies
are unable to effectively and intuitively solve the leader-
following tracking problem of multi-USVs under attacks with
defense features. Therefore, a novel defense technique-based
leader-following consensus tracking development for multi-
USVs, in response to connectivity-mixed cyber-attacks caus-
ing specific topology switching (connectivity-maintained and
connectivity-paralyzed properties), is informative but challeng-
ing. The maneuvering and manipulation of networked USVs
are influenced not only by crippled topologies caused by
attacks but also by physical actuator faults [14], [15] or sensor
faults [16]. In contrast to fault detection and accommoda-
tion approaches [17], [18] that focus on detecting, locating,
and isolating faults, fault estimation [19], [20] and fault-
tolerant control schemes [21], [22], [23], [24] have attracted
substantial attention to improving the safety, reliability and
excellent tracking performance of multi-USVs. The tolerance
technique-based robust nonlinear control protocol is developed
for multiple cyber-physical USVs with probabilistic actuator
faults and time-varying communication delays by utilizing
Lyapunov-Krosovskii functional [25]. Fault-tolerant frame-
works associated with adaptive fuzzy backstepping [26] and
event-triggered adaptive neural networks [27] are proposed
to address unknown dynamics, external disturbances, and
actuator saturation. In addition, a unified fault model (e.g.,
stuck, hard-over, bias, partial, and total faults) is established
in USV dynamics and the quantized sliding mode tolerant
technique is then proposed to suppress the negative impact
of physical offsets [28]. Typically lower-cost USVs cannot be
equipped with all sensing devices (e.g., radar, laser, vision,
ultrasound, sonar, compass, or GPS) that can measure internal
state information, and the tracking control based on full state
information [11] is more difficult to realistically achieve.
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Considering the unavailable state information (sway, yaw, and
roll velocities), a secure consensus tracking strategy should be
integrated with output angular data, thus greatly enabling local
tolerance and global tracking of multiple USVs while encoun-
tering simultaneous sensor/actuator faults, channel noises, and
wave-induced disturbances.

However, quite limited literature has been conducted on
defense and tolerance techniques in simultaneously compen-
sating physical faults and resisting attacks in multi-USVs
for a safe and healthy response to cyber-physical threats,
with the following emphasis. The resilient event-triggered
fault detection issue is solved for USVs under DoS jamming
attacks, external disturbances, and system faults [29] and
the exponential stability with a weighted H∞ performance
is guaranteed. A co-designed framework of observer-based
fault detection filter and the event-based controller is con-
structed to mitigate the adverse effect of hostile aperiodic
DoS attacks, communication delays, and actuator faults [30].
To broaden the perspective to fault-tolerance and anti-attack
defense strategies for multiagent systems (MASs) [31], several
studies are already emerging. For example, anomaly detection
and identification of MASs with false-data-injection attacks
and physical faults [32], cooperative tracking of nonlinear
MASs subject to composite faults under connectivity-mixed
attacks [13], [33], and resilient consensus control issues for
heterogeneous linear MASs [34], uncertain Takagi–Sugeno
nonlinear MASs [35], heterogeneous nonlinear second-order
MASs [36] even with DoS attacks and actuator faults.

The main findings of this study can be outlined as follows.
(i) In comparison to the consensus tracking of multi-USVs in
resisting independent cyber-attacks [7], [11], or compensating
individual faults [15], [16], it is an endeavor to combine
the unified fault modeling, attack defense, and fault toler-
ance technologies effectively. It can synergistically address
composite constraints in both the physical and cyber layers,
handling unified faults, disturbances, and noises in the physi-
cal layer while coping with maintained/paralyzed topological
connectedness in the cyber layer. (ii) Unlike the separated
estimation and tolerance procedure that disregards the di-
rect utilization of estimated information from observation to
control layers, standardization and estimation-based observer
techniques are utilized to detach the design of the expanded
multi-USVs and mitigate the adverse impacts arising from
unexplored states, faults, and noisy records. Additionally, to
achieve a balance between the effectiveness of attack metrics
and economy in terms of fault tolerance, attack resilience,
and disturbance/noise robustness, the average dwelling time
(ADT) index [33] is replaced by dual-constraint indicators,
namely attack frequency and activation rate. This substitution
intuitively establishes an online update connection between the
leader-following exponential cooperative tracking achievement
and the more progressive dual assault indicators.

The remaining portion of this study is laid out as follows.
Section II introduces the problem formulation. Section III
develops the standardization/observer and defense/tolerance
protocols. Simulations in Section IV illustrate the efficacy and
advantage of the defense and tolerance technique on multi-
USVs. Ultimately, Section V delivers conclusions.

II. PROBLEM FORMULATION

A. Graph theory

A directed and switching graph Gγ(t) is defined as a pair
(ν, ε,Aγ(t)) associated with a switching signal γ(t). Here,
ν = {ν1, ν2, · · · , νN} represents a nonempty finite set of
nodes, ε ⊆ ν×ν denotes a set of edges, and (νi, νj) indicates
an edge between the ordered node pair νi, νj . The adjacency
matrix of Gγ(t), represented as Aγ(t) = [a

γ(t)
ij ] ∈ RN×N ,

signifies the weight coefficient of (νi, νj) as a
γ(t)
ij , where

a
γ(t)
ii = 0 and a

γ(t)
ij > 0 if (νi, νj) ∈ ε, and a

γ(t)
ij = 0

otherwise. The Laplacian matrix, denoted as Lγ(t) = Dγ(t) −
Aγ(t) = [l

γ(t)
ij ] ∈ RN×N , incorporates a diagonal matrix

Dγ(t) = [d
γ(t)
ii ] ∈ RN×N with dγ(t)ii =

∑N
j=1 a

γ(t)
ij .

The leader-following connection matrix, denoted as Hγ(t),
is defined as the sum of the Laplacian matrix Lγ(t) and the
information connection matrix Bγ(t). The information con-
nection matrix Bγ(t) is represented as diag{bγ(t)1 , · · · , bγ(t)N },
where bγ(t)i represents the connection status between node νi
and the leader. When bγ(t)i = 1, it indicates that node νi can
access the leader through a directed path. On the other hand,
if bγ(t)i = 0, it means that node νi has no direct connection to
the leader.

B. USVs with actuator/sensor fault modeling

The asymmetric USV motions in the sway, yaw, and roll
channels are considered, and the surge, heave, and pitch
motions of the USV modeling are regarded as channel dis-
turbances. In the leader-following multi-USVs, the sway, yaw,
and roll motions of the ith following USV in the presence
of rudder angle faults (actuator fault type) and wave-induced
disturbances when the partial hydrodynamic effect is neglected
are established as follows [17]:

v̇i = − 1
Tv
vi +

Kdv

Tv
(δi + fvδi)

ṙi = Kvr

Tr
vi − 1

Tr
ri +

Kdr

Tr
(δi + frδi) +

1
Tr
ωψi

ψ̇i = ri
ṗi = ω2

nKvpvi − 2ζωnpi − ω2
nϕi + ω2

nωϕi
+ω2

nKdp (δi + fpδi)

ϕ̇i = pi

(1)

where vi, ri, ψi, pi and ϕi denote the sway velocity, yaw ve-
locity, yaw angle, roll velocity, and roll angle, respectively, δi
denotes the rudder angle (input only), ωψi and ωϕi denote the
wave-induced disturbances, fvδi, f

r
δi and fpδi denote the rudder

angle actuator faults in the input channel, ωn and ζ denote
the natural frequency without damping and damping ratio, Tv
and Tr denote the time constants, and Kdv,Kdr,Kvr,Kdp and
Kvp denote the channel gains.

The dynamics of the following USV with actuator/sensor
faults, wave-induced disturbances, and output channel noises
in the physical layer are characterized as{

ẋi (t) = Axi (t) +Bδi (t) + Fafai (t) + E1ωi1 (t)
yi (t) = Cxi (t) + Fsfsi (t) + E2ωi2 (t)

(2)
where xi(t) = [vi ri ψi pi ϕi]

T , yi = [ψi ϕi]
T and

ωi1(t) = [ωψi ωϕi]
T denote the intrinsic state, obtainable
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output by angular sensors and external wave-induced dis-
turbance, respectively, fai(t) = [fvδi f

r
δi f

p
δi]
T denotes the

actuator fault, and fsi(t) ∈ R2 and ωi2 ∈ R2 denote the
sensor fault and measuring output channel noise. A,B =
[Kdv

Tν

Kdr

Tr
0 ω2

nKdp 0]T , C stand for the system-identified
matrices with CT given as full column rank, E1, E2 denote
the disturbance and noise-described gains, and Fa, Fs signify
the fault-identified matrices. Specifically, A,Fa and E1 are
expressed as

A =


− 1
Tv

0 0 0 0
Kvr

Tr
− 1
Tr

0 0 0

0 1 0 0 0
ω2
nKvp 0 0 −2ςωn −ω2

n

0 0 0 1 0



Fa =


Kdv

Tv
0 0

0 Kdr

Tr
0

0 0 0
0 0 ω2

nKdp

0 0 0

 , E1 =


0 0
1
Tr

0

0 0
0 ω2

n

0 0


(3)

Sensor and actuator faults: fai(t) = [fvδi f
r
δi f

p
δi]
T and

fsi(t) = [f1si(t) f
2
si(t)]

T denote the unified time-dependent
faults in actuators and sensors, including abrupt and incipient
types in the input and output channels, and each element is
modeled as{

fϱδi (t) =
(
1− e−ϵ

ϱ
a(t−T

ϱ
a )
)
f̄ϱδi, t ≥ T ϱa , ϱ = v, r, p

fϱsi (t) =
(
1− e−ϵ

ϱ
s(t−T

ϱ
s )
)
f̄ϱsi, t ≥ T ϱs , ϱ = 1, 2

(4)

where f̄ϱδi and f̄ϱsi are the elements in the ϱth row with unde-
termined constant fault limits, T ϱa and T ϱs are fault occurrence
time instants, and ϵϱa and ϵϱs denote the unidentified decay rates.
The individual sensor and actuator faults can be classified
as incipient-type faults (characterized by a gradually varying
decay rate) when ϵa(s) ≤ ϵa(s) < ϵa(s). On the other hand, they
are considered abrupt-type faults (characterized by a rapidly
varying decay rate) when ϵa(s) ≥ ϵa(s).

The dynamics of the leading USV (designated as 0) without
actuator/sensor faults, wave-induced disturbances, and output
channel noises are identified as

ẋ0 (t) = Ax0 (t) +Bδ0 (t) , y0 (t) = Cx0 (t) (5)

where the state vector x0(t) = [v0 r0 ψ0 p0 ϕ0]
T and output

vector y0 = [ψ0 ϕ0]
T of the leading USV can be measured by

angle/angular velocity sensors. Hence, the control input, i.e.,
the rudder angle is formulated as δ0(t) = −Kxx0(t) with the
later derived estimation matrix Kx ∈ R1×5.

Assumption 1: The incipient and abrupt sensor and actuator
faults in a unified manner exhibit differentiable characteristics
after specific instances of fault occurrence. The decay rates of
these faults, denoted as ϵϱa and ϵϱs , are manually determined
with the aid of known constants ϵa(s) > 0 and ϵa(s) > 0,
which represent the upper and lower bounds, respectively.

Assumption 2: (i) The wave-induced disturbances on the
yaw velocity and roll velocity channels are limited by positive
and known upper bounds, i.e., |ωψi(t)| ≤ ψ̄i and |ωϕi(t)| ≤
ϕ̄i. (ii) The first-/second-order derivatives of the measuring
noise in the output channel are bounded in form of ∥ωi2(t)∥ ≤
ω̄i and ∥ω̇i2(t)∥ ≤ W̄i, respectively.

C. Connectivity-mixed attack modeling

To represent every topology transition caused by malicious
attacks, a signal γ(t) : [0,∞) → Γ = {1, · · · , r} is brought in.
The set {G1, · · · ,Gr} signifies the switching topologies Gγ(t),
while {H1, · · · ,Hr} signifies the leader-following interaction
matrices Hγ(t) associated with γ(t) ∈ Γ.

Connectivity-mixed attacks: The different topologies exhibit
distinct outcomes: one preserves cyber connectivity while the
other induces paralysis. Firstly, the connectivity-maintained
topology, achieved by slightly altering or reconfiguring edges,
retains its connectedness and includes a directed spanning
tree with the leader serving as the root. Conversely, the
connectivity-paralyzed topology, resulting from significant
changes in edge connections, becomes disconnected and lacks
a directed spanning tree. However, this state can be reversed
through the utilization of attack defense and repair mech-
anisms to restore connectivity. The signal γ(t) ∈ Γ =
Γm ∪ Γp = {1, · · · , q, q + 1, · · · , r}, r ≥ 2 is introduced for
switching topologies {G1, · · · ,Gq,Gq+1, · · · ,Gr}, where Γm
and Γp denote the q connectivity-maintained topology set and
(r − q) connectivity-paralyzed topology set, respectively.

Definition 1 [33]: Define the switching sequence as k ∈ N
and the number of connectivity-mixed attacks as NΓ(t0, t) =
NΓm(t0, t) + NΓp(t0, t),∀t > t0 ≥ 0 with the numbers of
connectivity-maintained/-paralyzed topologies NΓm(t0, t) and
NΓp(t0, t), respectively. Denote FΓ(t0, t) = NΓ(t0,t)

t−t0 as the
attack frequency over [t0, t).

Definition 2 [33]: Denote RΓm
(t0, t) = Tm(t0,t)

t−t0 and
RΓp(t0, t) =

Tp(t0,t)
t−t0 as the connectivity-maintained and

connectivity-paralyzed activation rates over [t0, t) for γ(t) ∈
Γm and γ(t) ∈ Γp, where the total duration of activation
for the connectivity-maintained and connectivity-paralyzed
topologies, denoted as Tm(t0, t) and Tp(t0, t) respectively, can
be represented as follows{

Tm(t0, t) =
∑
k∈N,γ(tk)∈Γm

(tk+1 − tk)

Tp(t0, t) =
∑
k∈N,γ(tk)∈Γp

(tk+1 − tk)
(6)

Definition 3: The control objective is centered around devel-
oping defense and tolerance techniques for the modeled multi-
USVs (2) to effectively address various challenges including
connectivity-mixed attacks, as well as actuator/sensor faults,
wave-induced disturbances, output noises in the cyber-physical
layer. Specifically, the leader-following consensus tracking
issue of multi-USVs is addressed for ∀t ≥ t0 if there exists
the decay rate λ > 0 and magnitude µ > 0 such that

∥xi (t)− x0 (t) ∥2 ≤ µe−λ(t−t0)∥xi (t0)− x0 (t0) ∥2 (7)

Lemma 1 [37]: The matrix Υγ(t) = Φγ(t)Hγ(t)+HT
γ(t)Φγ(t)

possesses the following characteristics: it is symmetric and
positive-definite. Here, Φγ(t) = diag{ϕ−1

γ(t),1, · · · , ϕ
−1
γ(t),N} is

a diagonal positive-definite matrix. The elements ϕγ(t),i, with
i ranging from 1 to N , correspond to the entries of the vector
ϕγ(t) = (H−1

γ(t))
T 1N . Additionally, 1N = [1, · · · , 1]T ∈ RN

represents a vector with all elements equal to 1. These prop-
erties hold for all γ(t) within the set Γ.

Remark 1: (i) The USV dynamics (A,B) and (A,C) are
controllable and detectable, respectively. (ii) Compared to
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individual gain constraint and actuator faults [14], actuator
faults and unmodeled dynamics [15], and multiple fault modes
involving sensors and propellers [16], abrupt and incipient ac-
tuator/sensor faults in input and output channels are presented
based on low-complexity descriptions compared to existing
conventional fault modeling literature and are modeled with
general exponential forms in Assumption 1, without the aid
of any adaptive or auxiliary classification mechanisms. This
builds a unified bridge between abrupt and incipient faults
of multi-USVs. (ii) The physical implications of the initial
and incipient failure of USV motions involve leaks, small
changes in rudder angle caused by the aging of the physical
structure, as well as wave, swell, or surge flows that can result
in low amplitude failures and sudden jumps in rudder angle.
(iii) In comparison to the measurement noise and packet loss
that occur during measurement transmission [20], our analysis
also takes into account wave-induced disturbances in the input
channel and noise in the output channel. To accommodate
these factors, a more comprehensive norm-bounded canonical
constraint is utilized in Assumption 2.

Remark 2: In complex, open, and dynamic marine envi-
ronments, there is a weak connectivity condition between
shore-based stations and off-shore USVs, as well as between
leading and following USVs. This vulnerability makes the
connectivity topology of multi-USVs susceptible to switching
or disruption by hybrid connectivity attacks, resulting in two
outcomes: maintaining the connectivity topology or paralyzing
it. In contrast to studies on heterogeneous hydrodynamics
under actuator attacks [8] and communication constraints and
DoS attacks [10], our model incorporates topologies based on
a switched signal to represent the maintained and paralyzed
connectedness. These topologies correspond to two cases: one
with directed spanning trees and the other without spanning
trees. Furthermore, even though a malicious attacker may use
different attack nodes, moments of action, and durations, and
the sensing capabilities of the unmanned defense equipment
may face limitations in accurately ascertaining the real-time
situation, it is still feasible and explicit to obtain the topology
or sequence of switching during the response task interval by
primarily relying on communication re-linking between the
vehicles. The repair mechanism approach utilizes a model-
based observer to monitor system behavior, triggering an
attack alert when deviations exceed a threshold. Other strate-
gies, i.e., adaptive scheme and dynamic topology adjustment
mechanisms, can enhance system robustness, ensuring stable
operation and secure communication in the face of attacks.

III. MAIN RESULTS

A. Standardization and observer design

The process of normalizing the multi-USVs is defined using
the augmented uncertainty and state components from (2), as
shown below.

˙̄xi(t) = Āx̄i(t) + B̄δi(t) + D̄d̄i(t), yi(t) = C̄x̄i(t) (8)

where x̄i(t) = [xTi (t) fTai(t) fTsi(t) ωTi2(t)]
T , d̄i(t) =

[ωTi1(t) ḟ
T
ai(t) ḟ

T
si(t) ω̇

T
i2(t)]

T , and Ā, B̄, C̄ and D̄ are rep-
resented as

Ā =


A Fa 05×2 05×2

03×5 03×3 03×2 03×2

02×5 02×3 02×2 02×2

02×5 02×3 02×2 02×2

 , B̄ =


B

03×1

02×1

02×1


D̄ =


E1 05×3 05×2 05×2

03×2 I3 03×2 03×2

02×2 02×3 I2 02×2

02×2 02×3 02×2 I2

 , C̄ =


CT

03×2

FTs
ET2


T

(9)
Define ˆ̄xi(t) = zi(t) + Hyi(t) with ˆ̄xi(t) =

[x̂Ti (t) f̂
T
ai(t) f̂

T
si(t) ω̂

T
i2(t)]

T denoted by the estimation of
x̄i(t), where f̂si(t), f̂ai(t), x̂i(t) and ω̂i2(t) signify the sensor
fault estimation, actuator fault estimation, state estimation, and
output noise estimation, respectively. The ith unknown input
observer is created for the standardized USV dynamics as

żi(t) = (ΘĀ− J1C̄)zi(t) + ΘB̄δi(t) + (J1 + J2)yi(t)
(10)

where zi(t) indicates the observer state, and Θ, J1, J2 are
invented observer gains.

Under the standardization and observer process, define
ei1(t) = x̄i(t) − ˆ̄xi(t) = [eTxi(t) e

T
ai(t) e

T
si(t) e

T
ωi(t)]

T with
the estimation errors exi(t) = xi(t)− x̂i(t), eai(t) = fai(t)−
f̂ai(t), esi(t) = fsi(t)− f̂si(t), and eωi(t) = ωi2(t)− ω̂i2(t).
Accordingly, the estimation error systems are procured as

ėi1 (t) =
(
ΘĀ− J1C̄

)
ei1 (t)

+
((
ΘĀ− J1C̄

)
H − J2

)
yi (t) + ΘD̄d̄i (t)

(11)

To separate the extra output element within the dynamics
of the enhanced estimation error (11), Θ = I12 − HC̄ and
J2 =

(
ΘĀ− J1C̄

)
H = ĀH −HC̄ĀH −J1C̄H are defined.

Then, it follows that

ė1 (t) =
(
IN ⊗

(
Ā−HC̄Ā− J1C̄

))
e1(t)

+
(
IN ⊗

(
D̄ −HC̄D̄

))
d̄(t)

(12)

where e1(t) = [eT11(t), · · · , eTN1(t)]
T and the d̄(t) =

[d̄T1 (t), · · · , d̄TN (t)]T .
Remark 3: Combined with effective normalization and ob-

server design for multi-USVs, the enhanced estimation error
systems (11), (12) are intuitively constructed. Simultaneous
output channel noise and sensor fault estimations are fur-
ther integrated into the defense-based fault-tolerant consen-
sus tracking controller, which, in additive combination with
neighboring output information, distributively compensates for
sensor/actuator faults, disturbances, and noises in the physical
hierarchy. The control framework of cyber-physical layers of
multi-USVs is illustrated in Figure 1.

B. Defense and fault-tolerant consensus tracking design

The distributed security technique-based fault-tolerant con-
sensus tracking controller of the ith following USV subject to
connectivity-mixed attacks, as well as actuator/sensor faults,
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Fig. 1. Control framework of normalization/observer and defense/fault-
tolerant consensus tracking control designs

wave-induced disturbances, and output noises in the cyber-
physical hierarchy is designed as

δi(t) = −K ˆ̄xi(t)

+σR(
∑N
j=1 a

γ(t)
ij (yj(t)− yi(t)) + b

γ(t)
i (y0(t)− yi(t)))

+σRFs(
∑N
j=1 a

γ(t)
ij (f̂sj(t)− f̂si(t))− b

γ(t)
i f̂si(t))

+σRE2(
∑N
j=1 a

γ(t)
ij (ω̂j2(t)− ω̂i2(t))− b

γ(t)
i ω̂i2(t))

(13)
where K = [Kx Ka 01×2 01×2] indicates the compensation
matrix with the estimation matrices Kx and the pseudo-inverse
form Ka = B†Fa, R is the coupling matrix, σ > 0 is the
integration coefficient, and a

γ(t)
ij and b

γ(t)
i are defined with

the switching topology Gγ(t).
Define the leader-following consensus tracking error as

ei2(t) = xi(t) − x0(t). The corresponding tracking error
systems of each USV system are deduced as

ėi2(t) = (A−BKx)ei2(t) +BKei1(t) + E1ωi1(t)

+σBRC(
∑N
j=1 a

γ(t)
ij (ej2(t)− ei2(t))− b

γ(t)
i ei2(t))

+σBRFs(
∑N
j=1 a

γ(t)
ij (esj(t)− esi(t))− b

γ(t)
i esi(t))

+σBRE2(
∑N
j=1 a

γ(t)
ij (eωj(t)− eωi(t))− b

γ(t)
i eωi(t))

(14)
Furthermore, the global leader-following consensus tracking

error behavior is given as

ė2(t) = (IN ⊗ (A−BKx)− σ(Hγ(t) ⊗BRC))e2(t)
+(IN ⊗BK)e1(t) + (IN ⊗ E1)ω1(t)
−σ(Hγ(t) ⊗BRFs)es(t)− σ(Hγ(t) ⊗BRE2)eω(t)
= (IN ⊗ (A−BKx)− σ(Hγ(t) ⊗BRC))e2(t)
+(IN ⊗ E1)ω1(t) + (IN ⊗BK
−σHγ(t) ⊗BRFsEs − σHγ(t) ⊗BRE2Eω)e1(t)

(15)
where Es = [02×5 02×3 I2 02×2], Eω = [02×5 02×3 02×2 I2],
e2(t) = [eT12(t), · · · , eTN2(t)]

T , ω1(t) = [ωT11(t), · · · , ωTN1(t)]
T ,

es(t) = [eTs1(t), · · · , eTsN (t)]T , eω(t) = [eTω1(t), · · · , eTωN (t)]T .
Theorem 1: Given positive constants χ1, χ2, χ3, χ4, σΓ and

σ0, the leader-following multi-USVs (2), (5) subject to the

connectivity-mixed attacks, as well as sensor/actuator faults,
wave-induced disturbances, and output noises in the cyber-
physical layer can achieve an exponential consensus tracking
property in Definition 3 through an integrated structure of
the standardization and observer mechanism (8), (10) and the
defense and fault-tolerant consensus tracking control design
(13) when the following two conditions are satisfied:

(1) The positive-definite symmetric matrix P , matrices
Kx, H, J1 and positive constants τ1, τ2, τ3 exist such that

χ1

(
He[(A−BKx)

TP ] + E1E
T
1

)
< χ1χ3P

< χ3

(
He[(BKx −A)TP ]− λ2φmaxE1E

T
1

) (16)

1
τ1
He[Ā−HC̄Ā− J1C̄]

+ 1
τ1
(D̄ −HC̄D̄)(D̄ −HC̄D̄)T +KTK + χ2I12

−σ(ETs FTs RTRFsEs + ETωE
T
2 R

TRE2Eω) < 0

(17)

max
(
ϵa
χ2

−
√

ϵ2a
χ2
2
− τ2

χ2
,
ϵs
χ2

−
√

ϵ2s
χ2
2
− τ3

χ2

)
< τ1

≤ min
(
ϵa
χ2

+
√

ϵ2a
χ2
2
− τ2

χ2
,
ϵs
χ2

+
√

ϵ2s
χ2
2
− τ3

χ2

) (18)

0 < τ2 ≤ ϵ2a
χ2
, 0 < τ3 ≤ ϵ2s

χ2
(19)

max (χ3, χ4τ1) ≥ min (χ1, χ2τ1) (20)

where the lower bounds ϵa = min
ϱ=v,r,p

ϵϱa, ϵs = min
ϱ=1,2

ϵϱs , λ2 =

λmax(Υ
2
γ(t)), and φmax = max

i=1,···,N
φγ(t),i, γ(t) ∈ Γm.

The coupling coefficient and matrix are devised as R =
BTP−1C†,σ = max{ λ2

λ1+2λ3
, 1
2λ4(1+λ4)

}+σ0 with the preset
scalar σ0, pseudo-inverse C†, λ1 = λmin(He[Υγ(t)Hγ(t)]) and
λ3 = λmin(Υγ(t)Hγ(t)HT

γ(t)Υγ(t)) for γ(t) ∈ Γm, and λ4 =
λmin(Hγ(t)) for γ(t) ∈ Γp.

(2) For a decay rate ρΓ ∈ (0, ρ⋆) with selected scalars
ρ⋆ ∈ (0, ηm) and ηm = min(χ1, χ2τ1), the attack frequency
FΓ(t0, t) and attack activation rates RΓm

(t0, t),RΓp
(t0, t)

constrain within

FΓ (t0, t)

≤ ln−1
(
Nφ
τ1φ

((1 + τ1)(ψ̄
2 + ϕ̄2) + W̄2)

)
(ρ⋆ − ρΓ)

(21)

RΓm
(t0, t) ≥ ηp+ρ

⋆

ηm+ηp
,RΓp (t0, t) ≤

ηm−ρ⋆
ηm+ηp

(22)

where ηp = max(χ3, χ4τ1), ψ̄ = max
i=1,···,N

ψ̄i, ϕ̄ = max
i=1,···,N

ϕ̄i,

W̄ = max
i=1,···,N

W̄i, φ = min
i=1,···,N

φγ(t),i, φ = max
i=1,···,N

φγ(t),i,

for γ(t) ∈ Γm.
Thus, the multi-USVs are able to fulfill the leader-following

consensus tracking performance through the utilization of the
subsequent exponential tracking error,

∥xi(t)− x0(t)∥2 ≤ µΓe
−ρΓ(t−t0)∥xi(t0)− x0(t0)∥2 (23)

with the magnitude scalar µΓ and decay rate ρΓ denoted as

µΓ =
N((1+τ1)(ψ̄

2+ϕ̄2)+W̄2)(max(λmax(φ
−1
γ(t),i

P−1),λmax(P
−1))+σΓ)

τ1 min
(
λmin(φ

−1
γ(t),i

P−1),λmin(P−1)
)

(24)
Proof. Consider the piece-wise Lyapunov function V1(t) =
V m1 (t) for γ(t) ∈ Γm (connectivity-maintained topologies)
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and V1(t) = V p1 (t) for γ(t) ∈ Γp (connectivity-paralyzed
topologies) as follows{

V m1 (t) =
∑N
i=1 e

T
i2(t)φ

−1
γ(t),iP

−1ei2(t), γ(t) ∈ Γm

V p1 (t) =
∑N
i=1 e

T
i2(t)P

−1ei2(t), γ(t) ∈ Γp
(25)

where P denotes a symmetric positive-defined matrix, while
φ−1
γ(t),i, γ(t) ∈ Γm, i = 1, · · · , N represents the scalar entry of

the diagonal positive-definite matrix Φγ(t) in Lemma 1 [37].
Define the vector ϑ(t) = [ϑT1 (t), · · · , ϑTN (t)]T with each

element ϑi(t) = P−1ei2(t). According to the designed cou-
pling matrix R = BTP−1C†, the derivative of the Lyapunov
function V m1 (t) (25) when γ(t) ∈ Γm is attained as

V̇ m1 = ϑT (Υγ(t) ⊗He[(A−BKx)P ])ϑ

−σϑT (He[Υγ(t)Hγ(t)]⊗BBT )ϑ+ 2
∑N
i=1 ϑ

T
i φ

−1
γ(t),iE1ωi1

+2ϑT (Υγ(t) ⊗BK − σΥγ(t)Hγ(t) ⊗BR(FsEs + E2Eω))e1
≤ ϑT

(
Υγ(t) ⊗He [(A−BKx)P ]

)
ϑ

−σλ1ϑT
(
IN ⊗BBT

)
ϑ+ ωT1 ω1

+λ2ϑ
T
(
IN ⊗ E1E

T
1

)
ϑ+ λ2ϑ

T
(
IN ⊗BBT

)
ϑ

−2σλ3ϑ
T (IN ⊗BBT )ϑ+ eT1 (IN ⊗ (KTK

−σETs FTs RTRFsEs − σETωE
T
2 R

TRE2Eω))e1
≤ ϑT

(
Υγ(t) ⊗

(
He [(A−BKx)P ] + λ2φmaxE1E

T
1

))
ϑ

+ωT1 ω1 + eT1 (IN ⊗ (KTK − σETs F
T
s R

TRFsEs
−σETωET2 RTRE2Eω))e1

(26)
where σ ≥ λ2

λ1+2λ3
with λ1 = λmin(He[Υγ(t)Hγ(t)]), λ2 =

λmax(Υ
2
γ(t)) and λ3 = λmin(Υγ(t)Hγ(t)HT

γ(t)Υγ(t)), and
φmax = max

i=1,···,N
φγ(t),i, γ(t) ∈ Γm.

Subsequently, the derivative of V p1 (t) (25) when γ(t) ∈ Γp
is achieved as

V̇ p1 ≤ ϑT (IN ⊗He [(A−BKx)P ])ϑ
+ϑT

(
IN ⊗ E1E

T
1

)
ϑ+ ωT1 ω1

−2σϑT (Hγ(t) ⊗BBT )ϑ+ ϑT
(
IN ⊗BBT

)
ϑ

+eT1
(
IN ⊗KTK

)
e1 − 2σϑT (Hγ(t)HT

γ(t) ⊗BBT )ϑ

−σeT1
(
IN ⊗ ETs F

T
s R

TRFsEs
)
e1

−σeT1
(
IN ⊗ ETωE

T
2 R

TRE2Eω
)
e1

≤ ϑT (IN ⊗He [(A−BKx)P ])ϑ
+ϑT

(
IN ⊗ E1E

T
1

)
ϑ+ ωT1 ω1

+
(
−2σλ4 − 2σλ24 + 1

)
ϑT (IN ⊗BBT )ϑ

+eT1 (IN ⊗ (KTK − σETs F
T
s R

TRFsEs
−σETωET2 RTRE2Eω))e1
≤ ϑT

(
IN ⊗

(
He [(A−BKx)P ] + E1E

T
1

))
ϑ

+ωT1 ω1 + eT1 (IN ⊗ (KTK − σETs F
T
s R

TRFsEs
−σETωET2 RTRE2Eω))e1

(27)
where σ ≥ 1

2λ4(1+λ4)
with λ4 = λmin(Hγ(t)), γ(t) ∈ Γp.

Take into account an alternative Lyapunov function V2(t)
with the combination of ei1(t) and the derivative type of the
unified sensor and actuator faults as follows

V2(t) =
∑N
i=1(

1
τ1
eTi1(t)ei1(t)

+ 1
τ2
ḟTai(t)ḟai(t) +

1
τ3
ḟTsi(t)ḟsi(t))

(28)

where τ1 > 0, τ2 > 0 and τ3 > 0.
Prior to computing the derivative of V2(t), the connection

of the first-/second-order derivatives of abrupt-/incipient-type

sensor/actuator faults fϱδi(t), ϱ = v, r, p and fϱsi(t), ϱ = 1, 2 in
[3] are modeled as exponentially varying properties,

f̈ϱδi(t) = −ϵϱaḟ
ϱ
δi(t), f̈

ϱ
si(t) = −ϵϱs ḟ

ϱ
si(t) (29)

Subsequently, the derivative of V2(t) (28) is acquired as

V̇2 ≤ 1
τ1

∑N
i=1 e

T
i1He[Ā−HC̄Ā− J1C̄]

+(D̄ −HC̄D̄)(D̄ −HC̄D̄)T )ei1
+ 1
τ1

∑N
i=1

(
ωTi1ωi1 + ω̇Ti2ω̇i2

)
+
∑N
i=1((

1
τ1

− 2ϵa
τ2

)ḟTaiḟai + ( 1
τ1

− 2ϵs
τ3

)ḟTsi ḟsi)

(30)

where ϵa = min
ϱ=v,r,p

ϵϱa and ϵs = min
ϱ=1,2

ϵϱs .

According to (16), He [(A−BKx)P ] + λ2φmaxE1E
T
1 +

χ1P < 0 is derived with the selected scalar χ1 > 0.
Applying the inequality constraint 1

τ1
(He[Ā−HC̄Ā−J1C̄]+

(D̄−HC̄D̄)(D̄−HC̄D̄)T )+KTK−σ(ETs FTs RTRFsEs+
ETωE

T
2 R

TRE2Eω) + χ2I12 < 0 in (17), the derivative of
V m1 (t)+V2(t) when γ(t) ∈ Γm under connectivity-maintained
topologies is obtained as

V̇ m1 (t) + V̇2(t) < −χ1V
m
1 (t)− χ2τ1V2(t)

+ 1+τ1
τ1

ωT1 (t)ω1(t) +
1
τ1
ω̇T2 (t)ω̇2(t)

+
∑N
i=1

(
χ2τ1−2ϵa

τ2
+ 1

τ1

)
ḟTai(t)ḟai(t)

+
∑N
i=1

(
χ2τ1−2ϵs

τ3
+ 1

τ1

)
ḟTsi(t)ḟsi(t)

≤ −min (χ1, χ2τ1) (V
m
1 (t) + V2(t))

+ 1+τ1
τ1

ωT1 (t)ω1(t) +
1
τ1
ω̇T2 (t)ω̇2(t)

(31)

where χ2τ1
τ2

+ 1
τ1

− 2ϵa
τ2

≤ 0 and χ2τ1
τ3

+ 1
τ1

− 2ϵs
τ3

≤ 0 are
obtained in accordance with the scalar limitations (18), (19)
with the chosen χ2 > 0.

In the meantime, according to (16), He [(A−BKx)P ] +
E1E

T
1 − χ3P < 0 is provided with the selected scalar

χ3 > 0. Complying with 1
τ1
(He[Ā − HC̄Ā − J1C̄] +

(D̄−HC̄D̄)(D̄−HC̄D̄)T )+KTK−σ(ETs FTs RTRFsEs+
ETωE

T
2 R

TRE2Eω) − χ4I12 < 0 in (17), the derivative of
V p1 (t) + V2(t) when γ(t) ∈ Γp is attained as

V̇ p1 (t) + V̇2(t) ≤ max (χ3, χ4τ1) (V
p
1 (t) + V2(t))

+ 1+τ1
τ1

ωT1 (t)ω1(t) +
1
τ1
ω̇T2 (t)ω̇2(t)

(32)

where χ4 > 0, −χ4τ1
τ2

+ 1
τ1
− 2ϵa

τ2
≤ 0 and −χ4τ1

τ3
+ 1
τ1
− 2ϵs

τ3
≤ 0

are also derived in (18), (19).
Finally, give the total Lyapunov characterization

V (t, γ(t)) =

{
V m1 (t) + V2(t), γ(t) ∈ Γm
V p1 (t) + V2(t), γ(t) ∈ Γp

(33)

According to max(χ3, χ4τ1) ≥ min(χ1, χ2τ1) in (20), for
γ(t) ∈ Γ = Γm ∪ Γp, it is derived with integrating both sides
of V̇ (t, γ(t)) over t ∈ [tk, tk+1),

V (t, γ(t)) < ξeηpTp(tk,t)−ηmTm(tk,t)V (tk, γ(tk)) (34)

where ηp = max(χ3, χ4τ1), ηm = min(χ1, χ2τ1) and ξ =
N
τ1
((1 + τ1)(ψ̄

2 + ϕ̄2) + W̄2) with ψ̄ = max
i=1,···,N

ψ̄i, ϕ̄ =

max
i=1,···,N

ϕ̄i, W̄ = max
i=1,···,N

W̄i, and Tm(tk, t), Tp(tk, t) exhibit

the total activation time in Definition 2 [33].
Since φV m1 (t) ≤

∑N
i=1 e

T
i2(t)P

−1ei2(t) ≤ φV m1 (t) is
generated with φ = min

i=1,···,N
φγ(t),i, φ = max

i=1,···,N
φγ(t),i when
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γ(t) ∈ Γm, V (tk, γ(tk)) ≤ φ
φV (t−k , γ(t

−
k )) is subsequently

obtained at every switching event tk, k ∈ N.
Successively, it is determined that

V (t, γ(t)) < ξeηpTp(tk,t)−ηmTm(tk,t) φ
φV (t−k , γ(t

−
k ))

< ξ2eηpTp(tk−1,t)−ηmTm(tk−1,t) φ
φV (tk−1, γ(tk−1))

< · · · < ξk+1eηpTp(t0,t)−ηmTm(t0,t)
(
φ
φ

)k
V (t0, γ(t0))

= ξe
NΓ(t0,t) ln

(
ξφ
φ

)
+ηpTp(t0,t)−ηmTm(t0,t)V (t0, γ(t0))

(35)
where k is denoted by the attack number, i.e., k = NΓ(t0, t)
in Definition 1 [33].

Since the attack frequency FΓ(t0, t) in Definition 1 is
satisfied in (21), NΓ(t0, t) ln(

ξφ
φ ) ≤ (ρ⋆ − ρΓ)(t− t0) is then

garnered. ηpTp(t0, t)− ηmTm(t0, t) ≤ −ρ⋆(t− t0) is inferred
from the connectivity-maintained/-paralyzed attack activation
rates RΓm(t0, t) and RΓp(t0, t) (22) in Definition 2. Then,
NΓ(t0, t) ln(

ξφ
φ ) + ηpTp(t0, t) − ηmTm(t0, t) ≤ −ρΓ(t − t0)

is attained, and therefore it can be deduced that,

V (t, γ(t)) < ξe−ρΓ(t−t0)V (t0, γ(t0)) (36)

The total Lyapunov candidate at the initial time instant t0,
denoted by V (t, γ(t)), γ(t) ∈ Γ, can be expressed follows

V (t0, γ(t0))

≤ max
(
λmax(φ

−1
γ(t),iP

−1), λmax(P
−1)

)∑N
i=1 ∥ei2(t0)∥2+

max
i=1,···,N

( 1
τ1

∥ei1(t0)∥2+ 1
τ2

∥ḟai(t0)∥2+ 1
τ3

∥ḟsi(t0)∥2)

min
i=1,···,N

∥ei2(t0)∥2

∑N
i=1 ∥ei2(t0)∥2

(37)
Denote ΛΓ = max(λmax(φ

−1
γ(t),iP

−1), λmax(P
−1)) + σΓ

for γ(t) ∈ Γm with the specified constant σΓ > 0, it follows
that

min
(
λmin(φ

−1
γ(t),iP

−1), λmin(P
−1)

)∑N
i=1 ∥ei2(t)∥2

≤ V (t, γ(t)) < ξe−ρΓ(t−t0)V (t0, γ(t0))

≤ ξΛΓe
−ρΓ(t−t0)

∑N
i=1 ∥ei2(t0)∥2

(38)
and the leader-following consensus tracking error in Definition
3 yields that

∥xi(t)− x0(t)∥2 ≤ ξΛΓe
−ρΓ(t−t0)∥ei2(t0)∥2

min
(
λmin(φ

−1
γ(t),i

P−1),λmin(P−1)
)

= µΓe
−ρΓ(t−t0)∥xi(t0)− x0(t0)∥2

(39)

with µΓ expressed in (24).

Remark 4: The consensus tracking objective of the leader-
following multi-USVs is achieved through three crucial strate-
gies: robust compensation for faults in actuators and sen-
sors, resilience against mixed attacks, and utilization of the
interaction-based output data, estimated output noises, and
sensor faults to improve the convergence of tracking perfor-
mance. Additionally, exponential error margins are derived to
measure the impact of hostile attacks, wherein the decay rate
and amplitude are influenced by the agent quantity (N ) and
the upper limit of input/output noises.

Remark 5: (i) Specific mixed attacks can be effectively
defended against by setting feasible threshold functions
(21) and (22) for activation rates RΓm

(t0, t),RΓp
(t0, t)

and attack frequency FΓ(t0, t). (ii) The bilinear nature of
the nonlinear matrix inequality (17) leads to a complex
and tedious solution. By utilizing parametric matrix de-
composability and applying Schur’s Lemma, the inequal-
ity can be effectively solved by means of a multidimen-
sional and readily established linear matrix inequality (40),
where Ω12 = 1

τ1
(Fa − H1CFa − ATCTHT

2 − CTJT12) +

KT
xKa,Ω13 = − 1

τ1
(J11Fs + ATCTHT

3 + CTJT13),Ω14 =

− 1
τ1
(J11E2+A

TCTHT
4 +CTJT14),Ω22 = − 1

τ1
He[H2CFa]+

KT
a Ka + χ2I3,Ω23 = − 1

τ1
(J12Fs + FTa C

THT
3 ),Ω24 =

− 1
τ1
(J12E2 + FTa C

THT
4 ),Ω33 = − 1

τ1
He[J13Fs] + χ2I2 −

σFTs R
TRFs,Ω34 = − 1

τ1
(J13E2 + FTs J

T
14), and Ω44 =

− 1
τ1
He[J14E2]− σET2 R

TRE2 +χ2I2 with block decoupling
matrices H = [HT

1 HT
2 HT

3 HT
4 ]
T , J1 = [JT11 J

T
12 J

T
13 J

T
14]

T .

IV. SIMULATION RESULTS

A network of one leading USV and five following USVs
with the existence of sensor and actuator faults, wave-induced
disturbances, and output noises, as well as connectivity-mixed
attacks is illustrated in the cyber-physical hierarchy. Compara-
tive simulations of multi-USVs with low-forward-speed multi-
topology-switching (LFS-MTS) and high-forward-speed less-
topology-switching (HFS-LTS) are proposed to confirm the
validity and advantage of the proposed defense and tolerance
technique.

The values of parameters [17] in the sway, yaw, and
roll motions of each USV under LFS-MTS and HFS-LTS
scenarios are illustrated in Table I. The wave-induced distur-
bances are set as ωψi = 0.0722 sin 0.1t− 0.0537 cos 0.1t and
ωϕi = 2.028 sin 10t− 0.6478 cos 10t with upper bounds ψ̄ =
0.0537, ϕ̄ = 0.6477. The output channel noises are set as the
uniform distributed random noises (amplitude: [−0.05, 0.05]



1
τ1
He[A−H1CA− J11C] +KT

xKx + χ2I5 Ω12 Ω13 Ω14 E1 −H1CE1 05×3 −H1Fs −H1E2

⋆ Ω22 Ω23 Ω24 −H2CE1 I3 −H2Fs −H2E2

⋆ ⋆ Ω33 Ω34 −H3CE1 02×3 I2 −H3Fs −H3E2

⋆ ⋆ ⋆ Ω44 −H4CE1 02×3 −H4Fs I2 −H4E2

⋆ ⋆ ⋆ ⋆ −τ1I5 05×3 05×2 05×2

⋆ ⋆ ⋆ ⋆ ⋆ −τ1I3 03×2 03×2

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ −τ1I2 02×2

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ −τ1I2


< 0

(40)
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Fig. 2. LFS-MTS under connectivity-mixed attacks G1, · · · ,G4

and sample time: 0.1). The unified sensor/actuator faults
fϱδi(t), ϱ = v, r, p and fϱsi(t), ϱ = 1, 2 are set as

fϱδ4(t) =

{
0.5(1− e−0.5t), 0 ≤ t < 10
0.001(1− e−0.05t), 10 ≤ t ≤ 80

fϱδ2(t) =

{
−(1− e−0.05t), 0 ≤ t < 20
−2(1− e−0.05t), 20 ≤ t ≤ 80

fϱs5(t) =

{
1− e−0.05t, 0 ≤ t < 70
2(1− e−0.05t), 70 ≤ t ≤ 80

(41)

where the decay rate limits are fixed as ϵa(s) = 0.1 and ϵa(s) =
0.005.

Both LFS-MTS and HFS-LTS scenarios of multi-USVs
under mixed attacks are identified, where the maintained and
paralyzed topologies activate at each switching occurrence
instant, i.e., 20s, 40s and 60s under LFS-MTS scenario in
Figure 2 (G1, · · · ,G4) and 40s under HFS-LTS scenario in
Figure 3 (G1,G2).

TABLE I
THE VALUES OF PARAMETERS OF THE NETWORKED USV

LFS-MTS HFS-LTS

U = 3.8m.s−1 U = 7.8m.s−1

Tv = 2/U, Tr = 1.6/U Tv = 1.8/U, Tr = 2/U
Kdr = −0.0027U Kdr = −0.0036U
Kdp = −0.0014U2 Kdp = −0.0022U2

Kdv = 0.01U,Kvp = 0.21U Kdv = 0.06U,Kvp = 0.16U
Kvr = −0.46m.s−1 Kvr = −0.58m.s−1

ωn = 1.63rad.s−1 ωn = 2.2rad.s−1

ζ = 0.64 + 0.38U ζ = 0.58 + 0.67U

Figure 4 illustrates the leader-following sway velocity track-
ing, yaw velocity tracking, yaw angle tracking, roll veloc-
ity tracking, and roll angle tracking properties in the LFS-
MTS case. It also shows the ratings and estimates of the
abrupt/incipient actuator faults at 10s and 20s for USV4 and
USV2, as well as the incipient sensor fault at 70s for USV5.
Due to the low-speed maneuvering of multi-USVs, even
though connectivity-maintained topology switching occurs at
20s, 40s and 60s under hostile attacks, it is shown by the
convergence of the unidirectional fluctuations of USV2, USV4

Fig. 3. HFS-LTS under connectivity-mixed attacks G1,G2

at 20s and the bidirectional fluctuations of USV1, USV3, and
USV5 at 40s and 60s. The convergence of error terms for
different USVs is represented by curves of different colors.
In subplots (a), (b), (d), and (e) of Figure 4, it is evident
that the blue solid line representing USV1 and the black
dashed line representing USV3 show higher peaks and require
more time to achieve convergence after being subjected to
attacks. Figure 5 shows the effective convergence of the leader-
following consensus tracking errors for multi-USVs in the
HFS-LTS case and the effective tracking evaluation of USV4,
USV2, and USV5 under the same compound fault action.
Compared to the LFS-MTS case in Figure 4, the effect of
the uniform distributed random noises is more pronounced in
the HFS-LTS case. This excites more burrs on the consensus
tracking errors. Additionally, at 40s, due to connectivity-mixed
attacks, USV1 and USV3 require more time to converge
after the attacks under the repair mechanism. This ultimately
produces bidirectional fluctuations in the convergence process.
Furthermore, the unified actuator failure acting on USV4 at
10s also results in poorer estimation due to random oscillations
of noises and disturbances during high-speed maneuverability.

Figure 6 illustrates the impact of the proposed defense and
tolerance technique based on attack frequency and activation
rate index versus the consensus tracking method based on
ADT index [33] on the leader-following consensus tracking
errors in five-channel multi-USVs. The results clearly show
that our previous work [33], which solely relies on the
ADT index, fails to adequately compensate for sensor/actuator
faults and protect against mixed attacks for the LFS-MTS
case. Particularly, after multiple topology switches, significant
deviations in consensus tracking errors, and even linear and
exponential divergence occur at 60s. Figure 7 demonstrates
the strong convergence effect of the proposed defense and tol-
erance technique, based only on the dual-index, in combating
cyber-physical threats, compared to using multiple indicators
(combined dual-index and ADT). Remarkably, the effective
combination of the proposed dual indexes and the ADT
method offers advantages in terms of both fluctuation am-
plitude and effective convergence time. However, limitations
still exist in the LFS-MTS case. Specifically, fewer topology
switches (maximum recurrence of the original topology) are
required to establish a strong correlation for the defense and
tolerance technique based on the activation rate and attack
frequency indexes.
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Fig. 4. Leader-following consensus tracking errors of multi-USVs and
rated/estimated faults under LFS-MTS

V. CONCLUSIONS

This study presents a novel defense and tolerance technique
that integrates standardization and observer, and fault-tolerant
consensus tracking control protocols. The aim is to effectively
mitigate cyber-physical threats faced by multi-USVs in the
leader-following structure. These threats include adverse de-
flection caused by incipient and abrupt sensor/actuator faults,
disturbances induced by waves, noise affecting the output
channels, and topological switching features arising from hos-
tile attacks. Adequate criteria are presented to build a bridge
in quantitative dependence between advised leader-following
exponential consensus tracking capability and dual activation
rate and attack frequency indicators. Simulation results for var-
ious configurations (ADT-only, dual-index-only, and combined
dual-index and ADT) demonstrate the efficiency, advantage,
and economy of the defense and tolerance algorithm in leader-
following USVs. Future work of realistic modeling of nonlin-
ear multi-USVs towards defensive and tolerant competencies
in mitigating physical deficiencies and the challenges posed

Fig. 5. Leader-following consensus tracking errors of multi-USVs and
rated/estimated faults under HFS-LTS

by replay and disruptive attacks are highlighted, especially
with an event-triggered mechanism of USV task execution
for a substantial reduction in computational communication
resources.
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