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Abstract:  13 

The rapid development of computer science has brought inspirations to building retrofit. 14 

Artificial intelligence (AI) provides more possibilities in decision-making for building 15 

retrofit, could be regarded as an alternative strategy compared to the abundant research 16 

time spent in the early decision-making stage of traditional retrofit approaches. This 17 

paper reviews the application of the statistic algorithm and AI approach, including CBR, 18 

in building retrofit decision-making, and the essential process of CBR, such as 19 

workflow, similarity degree calculation method, weight factors correction manner, and 20 

input or output content using building design to provide a synthetic overview of CBR 21 

utilisation in the building retrofit realm. Among those different models, Case-Based 22 

Reasoning (CBR) is valuable in providing references and avoiding possible failures, 23 

which is a promising approach for building retrofit. Yet, current research mainly 24 

focused on its utilisation to solve specific issues. There is still a lack of systematically 25 

summarized research on Case-Based Reasoning solution. Therefore, this study analyses 26 

the methods used for CBR approach in the field of building retrofit decision-making 27 

process, aiming to find the characteristics of internal commonness. It concludes that 28 

CBR has two significant impact factors: similarity attribute type and similarity 29 

calculation manner, which determines the judgement process. The results show that the 30 

CBR solution has great application potential in further building retrofit design. 31 

Highlights:  32 

• A review and comparison of AI models and algorithms used in multi-criteria 33 

decision-making for building retrofit 34 

• A systematic review of Case-Based Reasoning approach in building retrofit 35 

• A summary of the weight calculating during the Case-Based Reasoning process 36 

 37 
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1 Introduction  1 

1.1 Background 2 

With the acceleration of social development, about 40% of the world’s annual CO2 3 

emissions are generated by buildings (1). As the amount of building stocks tends to be 4 

saturated worldwide, building energy retrofit receive increasing attention, which is 5 

regarded as an efficient building energy efficiency method. The US government plans 6 

to invest a trillion dollars in energy-efficiency retrofitting of buildings (2). This action 7 

aids in diminishing about 616 million metric tons of CO2 emissions per year (3). In the 8 

construction sector, especially in Europe, a large number of investigations have been 9 

carried out on reducing energy use and carbon emissions. The Climate Change Act 10 

2008 (4) set the 2050 Net-Zero target, requiring the UK government to reduce 11 

greenhouse emissions by 100% relative to 1990 levels by 2050. In order to further 12 

achieve this target, approximately 27 million (5) existing residential buildings in the 13 

UK will need to be retrofitted. The targets in retrofit are raised for at least a 32% share 14 

of renewable energy and at least a 32.5% improvement in energy efficiency (6). 15 

Architects and building owners are often face challenges in selecting the appropriate 16 

retrofit approaches, especially when considering multiple objectives as many of them 17 

are complicated and conflicting (7), such as costs, construction time, energy collection 18 

or performance, etc. The decision-making process could broadly be classified into 19 

traditional design approaches and emerging design approaches. In Deb and Schlueter’s 20 

research, they summarised these two ways as “Bottom-up approach” and “Top-down 21 

approach” (8).  22 

The traditional design approach refers to the “Bottom-up approach” as it requires the 23 

measurement and analysis of fundamental details for individual target that lead into a 24 

specific retrofit strategy. It is a typical workflow that commonly used in building retrofit, 25 

which ensures the accuracy of the targeted case but requires sufficient work in the early 26 

design stage for not only survey and project setup but also energy auditing and 27 

performance assessment (9). On the other hand, the emerging design strategy, the “Top-28 

down approach”, benefits from the significant development from AI machine learning 29 

and data mining (8). It often employs algorithms to manipulate input parameters to 30 

achieve certain objectives. As the traditional Bottom-up approach is limited by 31 

experiences of experts who determine the trade-offs (7), so parameter design methods 32 

and decision-making tools, which can avoid this limitation, increasingly attract the 33 

attention of designers. However, some relative professionals criticise this kind of 34 

approach as it ignores the subjective feeling of the observer. Meanwhile, the traditional 35 

design method is also criticised as the reference case selection lacks scientific (10). 36 

Implementing the Net-zero energy goal by 2050 (4) is a global challenge, and building 37 

retrofit plays an essential role in it. Under the recent international affairs that happened 38 

in 2022, the escalation of energy consumptions, costs, and the scarcity of energy 39 
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especially in European, urges the development of new approaches or tools to accelerate 1 

building retrofit and energy reduction. In this case, some solutions related to AI should 2 

be proposed to fill the gap to help others, including unprofessional and untrained people, 3 

to rapidly understand the potential retrofit solutions close to their demands. This paper 4 

analyses one of the AI solution, Case-Based Reasoning (CBR), utilised during building 5 

retrofitting, to coordinate with the traditional design scheme.  6 

1.2 CBR as a Proposed Methodology for Early Stage Building Retrofit Strategy  7 

It is generally accepted that the strategy adopted at the beginning of a building retrofit 8 

plays a decisive role in the entire process (10) (11). With the emphasis on energy 9 

efficiency retrofit, the cases of retrofit projects are also increasing. The finished projects 10 

can provide valuable experiences for supporting further building retrofitting decisions 11 

(12) (13). As the decision-making in building energy efficiency retrofit is a complex 12 

process, researchers believe that CBR is suitable for unstructured and complex 13 

problems (10) (14) (15). 14 

Case-Based Reasoning (CBR) is an experience-based approach based on artificial 15 

intelligence (AI) and machine learning, firstly proposed in 1971 by Kling (16). CBR 16 

means using previous experiences or existing cases to solve new similar problems (17). 17 

Currently, it has been widely implemented in many fields to support decision-making, 18 

such as the graph recognition (18) (19) (20) (21), medical science (22) (23) (24) (25) 19 

(26) ,etc. But in terms of its application to buildings, especially in retrofit, not enough 20 

attention has been paid to it. Relative research has been done so far mainly focused on 21 

specific building issues such as construction cost, case search, etc. (11) (27). 22 

Nevertheless, CBR contains many details in the calculation section that directly 23 

influences the final output precision. Existing investigations adopt various approaches 24 

to correct the CBR process to improve accuracy (28) (29) (30) (31). In this case, there 25 

is a lack of a summary for the different solutions used during the CBR process that 26 

illustrates the work principle and workflow.  27 

Most CBR models are mining the similar cases, through the widely recognised “4R” 28 

principle (17) of “Retrieve, Reuse, Revise and Retain”, or the amended “R5” theory 29 

(32) (33) of identifying “Represent” at the beginning, to provide references for 30 

decision-making. This type of workflow is considered as the basic CBR model. 31 

Based on the Plan of Work from RIBA, the most suitable stage to use this CBR model 32 

is stage 2, Concept Design. Shown in Fig. 1. The goal of this stage is to determine an 33 

architectural concept that could be admitted by the clients (34). 34 
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Fig. 1 CBR model applications during RIBA stage (image modified from RIBA Plan of Work) 1 

 2 

Clients and designers are the main participants during this phase, who would need to 3 

review the concept design and consent to the design that is consistent with the budget, 4 

strategies, etc. for formulating the further detailed design programme (34). There is a 5 

lot of uncertainty at this stage, as amendments would be made to align with the feedback 6 

from the participants. In addition, RIBA also suggests that a “pragmatic review” (34) 7 

is essential to support determining the outline specification. Thus, the basic CBR 8 

models could fulfill the goals and provide a solution for these tasks. 9 

For the basic CBR models, the whole process blelongs to the concept design 10 

stage. As the outcomes are sorted based on the user’s input weight demands, 11 

which result in the combination of possible solutions that prioritise users’ needs 12 

for building retrofit. This decision-making process involves both professionals and 13 

non-professionals, making the basic CBR a convenient decision-making support tool. 14 

Yet for a consensus to be reached for leading the detailed design in stage 3, a 15 

further calculation of the optimal solution is mandatory. Stage 3 is about “testing 16 and validating” (34) the outcome from stage 2. Professional design teams play a 17 

key role in this stage, clients are involved here for coordination. Hence, there 18 

were also 2 research tried to combine optimasition into the CBR cycle,  Koo et al. 19 

(35) and Hong et al. (36) developed the “Advanced CBR(A-CBR) model”, which 20 

was based on the 4R theory of basic CBR model and integrate with another 21 

optimisation model together for the extra evaluation process. Such proposed A-CBR 22 

model is considered to run through stages 2 and 3, as shown in Fig. 1. Not only 23 

indicating the possible solutions in the early concept design stage, but also 24 

undertaking the detailed analysis and test of the potential schemes. To make sure the 25 

outcome from stage 2 could be translated into stage 4 for manufacture details. This is 26 

a different trial, yet, the optimisation section is another important subject that 27 

may have better alternatives to be studied. At present, the basic CBR models 28 

would be more consistent with the common understanding of the CBR principle, 29 

which is the research target for this study as well. 30 
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2 Methodology 1 

2.1 Research Strategy 2 

Regarding the investigation purposes of reviewing the CBR method in building energy 3 

renewable retrofit, how to find the most match case is the core problem of review based 4 

on the decision makers’ demands. The keywords of literature research are divided into 5 

three categories: “Building Retrofit”, “CBR” and “Decision-making Model”. The 6 

words and phrases related to these 3 categories are selected as search clues. The most 7 

ideal literature should contain all three parts, but individual studies can also be viewed. 8 

Besides the main goal of reviewing “Case-based Reasoning”, other well-known 9 

machine learning algorithms used for decision making, for instance, K-nearest 10 

neighbors(KNN), can also be used as keywords to retrieve other research results that 11 

may relate to building retrofit for comparison.  12 

To ensure the timeliness of the paper, the period after 2000 limits the time range of the 13 

literature. The reason for setting this time limit is due to the rapid renewal of 14 

computational applications and the limitation of mature research of building retrofit 15 

before 2000. As a result, most articles accord with the concept of this research present 16 

the latest findings in the range from 2010 to 2022.  17 

It should be noted that all the above machine learning and decision-making methods 18 

are not always in the domain of architecture or building retrofit. But this type of solution 19 

can be used to analyse some architecture-related problems. Therefore, it is necessary to 20 

review these studies, which can also provide us with effective reference solutions and 21 

ideas. Although the literature covers a variety of methods in different fields of 22 

investigation, it is expected to select the most appropriate research in the field of 23 

building retrofit. The purpose of this study is to review relevant scholarly articles. By 24 

summarising the main reasons and specific solutions for each case study, it helps to find 25 

the most effective judgment method, study the significant gaps, and establish new 26 

contemporary methods with a systematic approach.  27 
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Fig. 2 presents the whole workflow for this investigation. 1 

Fig. 2 Investigation Workflow for Literature Review 2 

2.2 Method of Selecting Research Work 3 

There were around 566 studies related to the topic gathered at the first stage. After 4 

quickly browsing the abstracts and reviewing the methods, the amount was narrowed 5 

down to 429 articles that related to building retrofit with a multi-criteria decision-6 

making model. In this stage, some valuable in terms of investigated method and highly 7 

relevant research were filtered to review furtherly instead of all papers. To further 8 

analyse for the decision-making model, the methods commonly used were summaries 9 

into 4 categories, 237 records have remained to review for detailed information at this 10 

stage.  11 

The statistic hybrid algorithm is a research hotspot every year. Shown in Fig. 3. Since 12 

the statistical approach is a mature and applicable technology, it could be reformed 13 

easily forming new computational methods based on traditional statistical solutions. 14 

While questionnaire method indicates the smallest research as it is difficult to 15 

investigate the objective level and convenience.  16 
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  1 

Fig. 3. Research relevant to 4 different common ways used in decision-making  2 

In the aspect of artificial intelligence algorithms, especially in recent years, there is an 3 

obvious growth trend. This phenomenon shows that artificial intelligence algorithm is 4 

gradually applied to solve multi-criteria decision-making problems. This is due to 5 

significant developments in the field of artificial intelligence research, providing 6 

innovative solutions for machine learning. Therefore, according to the current research 7 

status, AI technology will be more and more applied in the field of decision research. 8 

It is necessary to review the research of artificial intelligence algorithms. Among the 9 

artificial intelligence algorithms category, the proportion of research combined with 10 

CBR has gradually increased over the past decade. Thus, based on the filtered literature 11 

review, around 30 relevant articles about CBR method implementation specifically in 12 

the architectural field are selected for intensive reading and analysis. Shown in Fig. 4. 13 

Fig. 4 CBR investigations among AI algorithms for Building Retrofit 14 
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The increasing utilisation of CBR in recent years is because the method has simple 1 

computational principles to manipulate the entire model structure. On this basis, the 2 

internal structure of the model is simplified to facilitate the integration with other 3 

weight determination methods and further improve the accuracy. As an effective 4 

solution for case investigation, this method has been widely used in other fields. (10) 5 

Yet, the CBR decision system has not been widely established in the architectural realm, 6 

especially in building retrofit.  7 

3 Multi-criteria decision-making approaches for building retrofit 8 

3.1 State-of-art 9 

According to the reviewed literature, the commonly adopted methods of multi-criteria 10 

decision support for building retrofit are summarised into 4 categories: artificial 11 

intelligence (AI) models, questionnaires, simulation software and statistics hybrid 12 

algorithms. Therefore, with the popularity and development of AI in recent years, there 13 

is a new trend of combining artificial intelligence algorithms for the decision-making 14 

of building retrofit. AI models could be considered a more holistic approach. The 15 

utilisation of statistical algorithm and simulation software could be only a part of the 16 

AI modelling process. The questionnaire method has been sifted out from the scope of 17 

this article as its insufficient feature of convenience and precision.  18 

There is a challenge to develop the methods that can not only speed up the retrofit 19 

procedure, but also assist the decision-makers who are either professionals or non-20 

professionals to understand the potential solutions rapidly at the early design stage (7). 21 

Although simulation software and statistical hybrid algorithm have been developed and 22 

widely applied for a long time, they tend to be used for independent projects and 23 

requires certain professional skills (37) (38) (39) (40) (41).AI models, in comparison, 24 

have the potential to provide the straight-forward and comprehensive schemes to whom 25 

does not have sufficient knowledge of building retrofit. 26 

On the other hand, different approaches are mainly targeted at different stages. For 27 

example, statistical algorithms are generally used at the early design stage, which can 28 

be used independently to generate the research data and the work for briefing. The 29 

application of simulation software is mainly used in the detailed design stage, such as 30 

the technical design. The simulation could test the feasibility of the proposal and predict 31 

the actual effect. AI models tend to cover a wider range of stages because they often 32 

include either statistical algorithms or tools during its process.   33 

Differing from the linear processing of most statistical algorithms, AI models are 34 

considered as the comprehensive methods to comprise its own database. In recent years, 35 

there are few research projects have attempted to establish the databases of building 36 

retrofit approaches that can be further applied to data clustering and regression (7) (8). 37 

As this is an innovative direction, there are different attempts at AI models used for 38 
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retrofit or building methods. For instance, Cecconi et al. (42) propose an AI model with 1 

ANN and GIS to only simulate the potential in energy efficiency retrofit but not 2 

consider other multi-objectives.  3 

Thus, it would be tedious to distinguish or analyse the construction approaches 4 

according to various specific detail attributes among those cases. Amer et al. (43) 5 

propose a computer-aided decision-making solution with the Non-dominate Sorting 6 

Differential Evolution (NSDE) and Adaptive Sparrow Search Optimization Algorithm 7 

(ASSOA), which are both integrated with the Genetic Algorithm (GA) to determine the 8 

retrofit solution in specific objective. While Khansari and Hewitt (44) utilise the 9 

concept of an Agent-Based Model (ABM) to build a mathematical model in a traditional 10 

way to assist decision-making.  11 

Indeed, those AI models or integrated methods can be used to analyse building 12 

reconstruction cases and datasets with multiple indexes in a quantitative path. However, 13 

those attempts were considering objective problems to find the optimal solution, the 14 

process of reanalysing cases and datasets is necessary if encountering different demands. 15 

Furthermore, even though those different studies of AI models are designed for 16 

decision-making, some of them work for the detailed design stage and professional 17 

involvement is required. 18 

Selecting the right renovation strategy is crucial for the success of renovation projects. 19 

As a result, researchers have developed various decision tools to assist decision-makers 20 

in making informed choices. For example, Jafari and Valentin introduced a decision 21 

matrix that considers investor types and potential returns to guide the selection of 22 

renovation strategies (45). Similar research includes Mejjaouli and Alzahrani, who 23 

developed a decision support model that considers factors, for instance, lifecycle costs, 24 

budgets, thermal comfort, and lighting levels to help residential building owners choose 25 

the best energy-efficient renovation strategy (46). Juan, Gao, and their team focused on 26 

renovating office buildings and created a comprehensive decision support system that 27 

balances renovation costs, building quality, and environmental impact (47). 28 

However, real retrofit projects are often complex and unique. Traditional mathematical 29 

models may not provide efficient solutions when the specific conditions are not the 30 

same. Therefore, for certain energy efficiency retrofit issues, sometimes it is more 31 

effective to draw on previous experiential cases, especially those similar to successful 32 

cases, rather than relying solely on decision-making models.  33 

To facilitate this, establishing quick and accurate matching relationships with past 34 

renovation cases becomes crucial. In this context, Case-Based Reasoning (CBR) is 35 

considered a valuable tool for improving decision-making efficiency and drawing 36 

insights from past experiences (48). 37 

Given this problem, the CBR enables decision-making fully to refer to other reference 38 
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cases (49), and provides suggestions or guidance for a broader range of users. In the 1 

past, due to the lack of similar reference cases for research projects, this approach has 2 

not received sufficient attention. As there are many records of building retrofit cases 3 

that have been done in the past two decades, especially for problems with many 4 

referenced cases, the CBR method has a broader application prospect (27) (32). The 5 

CBR approach can be an alternative method to reduce the duration of the research 6 

process in the early design stage, which is a promising solution for decision-making 7 

support in building retrofitting.  8 

Due to this solution has not attracted enough attention from designers, there is not as 9 

much literature reviewed relevant building research on CBR currently. Some review 10 

descriptions can only be found in a few research papers (27). Ahn et al. (27) summarized 11 

10 relevant investigations and information on various steps such as distance calculation 12 

and weight determination of the CBR system. Chen et al. (50) reviewed the application 13 

of some case-based studies in the field of building construction safety. Cheng and Ma 14 

(49) concentrated on the specific “4R” steps of the theory and workflow for the CBR 15 

concept. Those research studies mainly focus on the general working steps or some 16 

specific principles of CBR. 17 

Currently, the CBR research in the architectural realm are more inclined to the use of 18 

multi-criteria decision tools to support the selection of optimal building strategies 19 

through mathematical models (11) (51). The focus on retrofit construction is 20 

insufficient. An et al. (52) pointed out the current application fields of CBR, mainly 21 

focusing on the construction period and/or cost estimation system, bidding decision 22 

system, method selection system and management system. For instance, Gero et al. (53) 23 

developed a multi-criteria model to seek the balance between building thermal 24 

performance and other criteria. Carol Menassa (54) used economic analysis tools and 25 

other risk assessment tools to find the optimal retrofitted alternatives. Goodacre et al. 26 

(55) analysed the heating and hot water energy renewal efficiency of English building 27 

stock through a cost-benefit analysis system. Blondeau et al. (56) used a multi-criteria 28 

solution to judge the optimal ventilation strategy for university buildings from the 29 

perspective of the human behaviour.  30 

Although these studies have analysed CBR from multiple perspectives, the internal 31 

indicators and comparison to other decision-making support approaches have not been 32 

fully studied for building retrofit (7). There is still a lack of systematic summaries of 33 

the internal details between the different methods used for decision-making, and the 34 

reason that CBR is more advantageous in early decision-making support for building 35 

retrofit compared to other approaches. 36 

3.2 The Common Methods Used for Decision-making Support 37 

In the field of artificial intelligence area, various algorithms and software are proposed 38 
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to deal with the optimization of energy efficiency in buildings. It is worth emphasizing 1 

that the AI models, including CBR, are comprehensive decision-making models that 2 

normally contain the statistical algorithms and simulation software during the 3 

simulation or calculation process. According to the different development goals it can 4 

be composed of more than one algorithm or software during the modelling process. 5 

Statistical algorithms can be stand-alone, but AI models are hybrid.  6 

In other words, there might not be a clear demarcation line between the AI models and 7 

the statistics hybrid algorithms in most cases. For instance, Delgarm et al. (57) proposed 8 

a mono-objective and Multi-Objective Particle Swarm Optimization (MOPSO) 9 

algorithm coupled with Energy Plus to assess the energy consumption performance. 10 

The results show that the proposed optimization method can find the optimal solution 11 

in the form of an objective function in a short time. Figueiredo et al. (58) employed 12 

AHP to achieve the sustainable material choice by integrating the BIM system. To 13 

extend the range of AHP algorithm employment, Haruna et al. (37) built a BIM model 14 

for developing sustainable building utilizing the enhanced AHP algorithm named ANP. 15 

Akaa et al. (59) developed a hybrid multi-criteria decision analysis tool based on the 16 

combination of Geometric Mean Method (GMM), AHP and TOPSIS to solve the 17 

optimisation between stakeholder’s opinion and the design for fire-prove steel-frame 18 

building. To achieve different goals, AI models could adapt different algorithms in line 19 

with the specialises. 20 

Similarly, combining with other algorithms is an essential procedure for CBR to 21 

implement the entire process. There are a variety of different methods that can be used 22 

for decision-making support, but the characteristics they excel at are different.  23 

From the reviewed research, some common methods are generated as follows: 24 

Statistics hybrid algorithm/AI model: 25 

• Case-Based Reasoning (CBR) is a “paradigm in artificial intelligence and 26 

cognitive science” (15). In areas where traditional rule-based or knowledge-27 

based reasoning is relatively weak(68), CBR can provide solutions by analogy 28 

or referring to previous similar cases. (10) (18) (19) (20) (22) (30) (31) (49) (50) 29 

• The original Mixed-Integer Linear Programming (MILP) is an improvement of 30 

a row relaxation problem, and the simplex method is continuously used to solve 31 

it. Branch solving by adding constraints until the integer optimal solution 32 

appears at a vertex of the new improved relaxation problem. (46)  33 

• Agent-Based Model (ABM) simulates the action and interaction calculation 34 

model of autonomous agents, such as organizations/teams/etc. (44) The MILP 35 

model and the ABM are two pure mathematical models with high precision and 36 

complexity.  37 

• Sensitivity Analysis, which finds out sensitive factors that have a vital impact 38 

on the economic benefit indicators of the investment project from multiple 39 
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uncertain factors and analyse and calculates the degree of influence and 1 

sensitivity on the economic benefit. (60) (61) 2 

• Multiple Attribute Utility Technique (MAUT) and Sensitivity Analysis are 3 

theories in economics. Although the theory has a wide range of applications, its 4 

operation is complex with difficult that requires training in multi-attribute utility 5 

functions. (62) (63) 6 

• Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS) is 7 

an objective evaluation method by detecting the distance between the evaluation 8 

object and the optimal or the worst solution carries out the ranking. If the 9 

evaluation object is the closest to the optimal solution and the furthest away 10 

from the worst solution, the object can be determined as the optimal one. It can 11 

be used widely in general, but not in some special cases. (64) (65) (66) (63) (59) 12 

• Analytic Hierarchy Process (AHP) divides the various factors in complex issues 13 

into interconnected and orderly levels to make them organized. According to 14 

the subjective judgment structure of a certain objective reality (mainly a 15 

pairwise comparison), the expert opinions and the analyst's objective judgment 16 

results are directly combined to quantitatively describe the importance of 17 

elements at a level. (10) (64) (67) (58) (68) (59) (69) (70) (71) (72)  18 

• ANP is a development method of AHP. To overcome the disadvantage of AHP, 19 

ANP can dispose of the relationships among criteria and sub-criteria. It has a 20 

great performance in decision-making when an extensive number of elements 21 

are involved. (37) 22 

• Genetic Algorithm (GA) is an evolutionary algorithm that solves a population 23 

of individual solutions based on natural selection. (73) 24 

• Enhanced Archimedes Optimization Algorithm (EAOA) is an enhanced 25 

algorithm for Archimedes' optimization algorithm. It overcomes traditional 26 

shortcomings like local optimization and premature convergence. EAOA 27 

outputs the optimum values of minimum, mean value and maximum value. In 28 

addition, it also has the minimum value of the standard deviation compared with 29 

other algorithms. (74) 30 

• Decision-making Trial and Evaluation Laboratory (DEMATEL) and 31 

PROMETHEE II are variants of the AHP. But they significantly increase the 32 

difficulty and complexity. DEMATEL can calculate the degree of influence on 33 

other elements through the logical relationship between the elements in the 34 

system and the direct influence matrix. (75) The basic principle of 35 

PROMETHEE II is based on the pair-wise comparison of alternatives along 36 

each selected criterion. (68) (76) 37 

• A Neural Network (ANN) is a new solution which can achieve many purposes. 38 

A neural network can be considered as either an AI model or an algorithm by 39 

itself, that can solve a series of problems by imitating the biological nervous 40 

system. However, as a complex internal structure, it was difficult for the 41 

architects to realize it. (77) 42 
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• Adaptive Sparrow Search Optimization Algorithm (ASSOA) is a new 1 

simulation-based optimization technique. It is a swarm intelligence optimization 2 

algorithm for sparrow foraging and evading predator behaviour proposed in 3 

2020. Compared with the other optimization algorithms, ASSOA achieves the 4 

lowest amount of the functions that have the most certainty. (78)  5 

• Non-dominated Sorting Genetic Algorithm II (NSGA-II) is a solid multi-6 

objective algorithm by generates offspring using a specific type of crossover 7 

and mutation. Today it can be considered as an outdated approach. (11) (79) (80) 8 

(81) (82) 9 

• K-Nearest Neighbour (KNN) is a non-parametric classifier. It is one of the first 10 

algorithms for data mining (83). It is commonly used for simple classification 11 

or regression problems as a “lazy learning approach”. Yet, it also easily falls 12 

into the curse of dimensionality with the high-dimensional input of data. (84) 13 

In terms of those analysed calculation approaches, KNN is rarely used recently as it has 14 

become increasingly inefficient due to its shortcomings in weight value. Besides of 15 

KNN, in fact, other solutions are all involve the weight calculation. 16 

Simulation software: 17 

• BECEREN is a tool developed by several companies focused on specialized 18 

issues rather than being widely applicable. (38) 19 

• BIM-based Design Iteration Tool (BIM-DIT) can support the decision-making 20 

process by assisting the design team in the generation of design alternatives. (85) 21 

It helps decision-makers with precise knowledge of available options for 22 

achieving truly sustainable building projects. Yet, it is not suitable for non-23 

professionals. (37) (41) 24 

• Community VIZ GIS is a software focused on building intelligence, enabling a 25 

variety of functions. (86) The Construction Emission Evaluation tool is a tool 26 

used to evaluate the emissions level and impacts at different construction 27 

techniques and construction stages. (87) Both methods require experts to 28 

operate the software. 29 

Besides those 3 simulation software, Open Studio, EnergyPlus, TRNSYS, DOE-2, 30 

ESP-R, eQuest, etc. are popular simulation packages that can be easily attached as well. 31 

These tools contain many features such as modelling and calculating energy 32 

consumption. However, the use of these tools requires professionals to limit their 33 

popularity. (39) (40) 34 

All these methods can be used to support the decision-making. However, the 35 

operational difficulties vary. In addition, while a multi-criteria decision approach can 36 

be used to judge the performance of a retrofit strategy, users cannot maximize their 37 

selection of optimal cases that meet their specific needs. To this end, CBR mimics 38 

human reasoning that learns from the past experiences and adapts it to solve new 39 
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problems (49), which could provide decision makers with an intuitive solution. Thus, 1 

compared with the advantages and disadvantages of other AI models and algorithms, 2 

the characteristics of CBR are more suitable in the early design stage.  3 

Technically speaking, CBR can combine with most algorithms to fulfil the calculation 4 

and selection process, which completely depends on the purpose and ability of the 5 

designer. But in retrospect, one of the advantages of CBR is that it can provide an 6 

intuitive solution to people from different backgrounds, including non-professionals 7 

(10). Therefore, the concise algorithms or other simple data-processing methods 8 

would be definitely much more preferred. The advantages and disadvantages of those 9 

reviewed decision-making approaches are listed in Table 1. 10 
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Table 1 Pros and Cons of various decision-making approaches 1 

 2 

Function Name Pros Cons 

Statistics Hybrid 
Algorithm/ 
Artificial Intelligent 
Model 

 

CBR 
Provide similar solutions referring to previous 

cases even if in areas of weak knowledge  

Easily affected by the quality of the database 

of cases 

MILP 
Able to pick up the limitation of the boundary for 

solutions 
Only work for linear problems 

ABM Suitable for complex systems and targets Many parameters need to initialisa operations 

Sensitivity 

Analysis 
Able to assess variables in precision Require professional specialists to participate 

MAUT Integrating multiple alternatives into a formula Complex, too many calculation steps 

TOPSIS 
Coupled objective factors into the decision 

process 
Can’t decide the optimal number of attributes 

AHP Widely used, attributes defined by requirement Subjective, can’t generate s new case 

ANP 
Great performance when an extensive number of 

elements are involved 

Must be technically considered from the 

decider’s perspective 

GA 

Obtaining/guiding the optimal search without 

explicit rules, reduces the difficulty of code 

implementation 

Involves optimization, relatively complicated 

EAOA 
Avoid the local optimization and premature 

convergence issue 

Require operation in many times improving 

precision level 

DEMATEL Fuzzy evaluation model Evaluation can’t be made in quantitative 

PROMETHEE II Less steps to calculate 
Requires additional information provided by 

deciders 

ANN Eliminating the noise disturb 
Requires abundant training time and a large 

amount of basic data 

ASSOA 
Achieves the lowest amount of the functions that 

have the most certainty 
Limitations on data collection 

Jo
ur

na
l P

re
-p

ro
of



 

16 

 

NSGA-II  Widely used in real-world applications 
Need a solid benchmark to test against, 

considered out-of-date 

KNN Simple and intuitive, easy to apply in data 

regression 

No weight determination, crashes at high 

dimensions 

Simulation 
software 

BECEREN 
The tool to calculate carbon emissions for varies 

steps 

Only focuses on this specific environmental 

impact 

BIM-DIT 
Provide knowledge of available options for 

achieving truly sustainable 
Not suitable for non-professionals 

Communtiy VIZ 

GIS 
Realize multiple functions based on requirements Requires integrating into the software of GIS 

1 
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Depending on the different building reference case datasets, some information hidden 1 

under statistics can be found. How to help customers quickly select the most suitable 2 

case for their needs as a reference case is very worthy of attention. This goal requires 3 

the customer to input corresponding demands, such as construction requirements, 4 

building information, etc.  5 

Therefore, it is a necessary to develop a way to measure how similar a case is to the 6 

decision maker’s demands. The best cases for the customer can then be identified and 7 

matched. To this end, Case-based reasoning (CBR) could attain this goal (88). In this 8 

method, similar cases are searched from the corresponding database to match potential 9 

project solutions. There were a few research fully applied the principle of the CBR 10 

approach to deal with the retrofit decision-making. For instance, in an Italian project 11 

“POI 2007-13” (77), the researchers built a database with 151 existing cases and used 12 

2 ANN models to train the biological nervous system and compute the decision-making 13 

result. Zhao et al. (10) built a database of 71 retrofit cases in China to identify the 14 

attributes of the retrofitting buildings and implement the AHP algorithm for the CBR 15 

approach in a real case in Shanghai to realize the retrofit procedure. The results show 16 

that CBR helps identify valuable information and extract potential solutions from 17 

similar previous solutions, which not only simplifies the preliminary research process 18 

to a large extent, but also guide the decision makers to make decisions more easily. The 19 

whole principle and workflow are worthy to be promoted and referred for retrofit in the 20 

early stage. 21 

4 Review of CBR approach in building retrofit 22 

4.1 CBR Workflow 23 

Case-Based Reasoning (CBR) differs from other AI approaches such as Knowledge-24 

Based Systems (KBS) (89) in several ways. Rather than relying solely on general 25 

knowledge of the problem domain or correlating along general relationships between 26 

problem descriptors and conclusions, CBR uses specific knowledge of prior experience 27 

and specific problem situations. CBR also provides incremental, continuous learning, 28 

because each time a problem is solved, a new experience is retained and can be applied 29 

to future problems. The common understanding of the CBR concept is shown in Fig. 5. 30 

Fig. 5. Concept of CBR 31 
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For the benefit of architects, after comprehensively evaluating the performance of 1 

various cases, it is crucial to help decision makers select the most suitable case for their 2 

needs in terms of candidate building information. The core of the CBR method is to 3 

extract successful previous cases or solutions from the datasets by measuring the 4 

similarity level. Wang et al. (32) used CBR theory to create a Lesson Mining System 5 

(LSM) to avoid the possible recurrence similar problems caused by people during the 6 

process of urbanization. This LMS is based on their own developed curriculum database, 7 

allows policy makers who may not be fully trained in architecture to learn from existing 8 

experience effectively. Therefore, to provide an adequate reference scheme, a summary 9 

database must be established. Valuable cases from the past are placed in this dataset, 10 

waiting to be selected for matching the target cases. Four sections constitute the entire 11 

CBR system, as shown in Table 2. 12 

Name Purpose 

Core Database Store previous cases and solutions 

Attributes database Store case attributes  

Measure method Calculate similarity level 

Modification method Adjust the similarity computation method 

Table 2 Four sub-sections of CBR system 13 

The concept of CBR was first developed by an American cognitive and learning 14 

scientist Janet Kolodner in 1992 (17). Leake (90) first successfully applied the Case-15 

Based Reasoning solution to coding a couple of years after. In Kolodner and Leake’s 16 

point of view, CBR is considered as a learning loop of “remember, adapt and 17 

compare” (33). The common perception of CBR is origin from Kolodner and Leake’s 18 

principle of “4R”— “Retrieve”, “Reuse”, “Revise” and “Retain” (17). This 4R theory 19 

is widely accepted and applied to decision-making support.  20 

However, from the practical perspective, how to determine the problem and input the 21 

demands into the CBR system might also be ignorant. According to this problem, Finnie 22 

and Sun (33) raised an improved “R5” CBR model based on the original “4R”, 23 

consisting of five steps: represent, retrieve, reuse, revise and retain. This redeveloped 24 

theory is also gaining acceptance from many researchers, since “Represent” is also a 25 

crucial part of this learning cycle that determine the problems and structure the 26 

information at the first stage (32).  27 

Table 3 gives the names of individual steps and their corresponding effects. The most 28 

important stage among is the "Retrieve" stage, which is to match the case by 29 

evaluating similarity. The core is the attribute database that stores previous case 30 

information and the information for related retrofit buildings. In addition, the database 31 

retains case property information that is used to calculate similarity. 32 

Therefore, considering that each attribute has different important characteristics, it is 33 

necessary to introduce a weight coefficient to improve the accuracy of similarity 34 
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measurement. The weight value is combined with the similarity calculation to 1 

generate the final project that best meets the decision maker's needs. 2 

Step Function 

Represent Identify the problems and the demands for outputs 

Retrieve Pick out a similar case from the database 

Reuse Use the chosen case as a target reference 

Revise Adjust solution to adapt to new condition 

Retain Store new solution and corresponding cases in the database 

Table 3 Five significant steps constituting CBR system 3 

4.2 Characteristics of Each Step in CBR Cycle 4 

The database in the CBR cycle contains attributes and related information for the 5 

projects that are worth learning from. In the following part of the weight grading 6 

scheme, according to the retrofit goals and demands, appropriate statistical methods are 7 

used to sort various situations. Therefore, to compensate for the shortcomings of the 8 

ranking method, the CBR system focuses on searching for suitable cases based on the 9 

general information of the target building, such as year/type/size/climate/cost, etc (10).  10 

These attributes determine the result of similarity calculation. The characteristics of 11 

each step are summarized below: 12 

1. Represents:  13 

The goal of CBR is to find cases matching the target cases at a high level. So, the first 14 

step is to set a clear goal. It's entirely up to the decision maker. It is important to note 15 

that the various attributes of the target must be the same as the case in the database, 16 

otherwise the attributes matching the target cannot be calculated. 17 

This step is considered as the structure of the database. The structure of the database is 18 

very relevant and very specific to the needs of the user. In fact, the first step of the CBR 19 

is to determine how the cases are organized in the database. Generally speaking, the 20 

main content of the database is a series of events, events should contain a description 21 

of their results, and at the same time, events need to be indexed to ensure that people 22 

can find the corresponding events (17). To build a database is to organize the past cases 23 

in a structured way. Past situations can be reused in the future, and accordingly, a new 24 

case is a description of a new problem to be solved. This database roughly covers a 25 

range of problems that arise in one domain. Both of success and failure cases should all 26 

be included. 27 
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2. Retrieval:  1 

Attributes are used to represent cases in the database. They need to be defined to 2 

summarize the case. On the other hand, the indexes in the database are attributes, and 3 

the differences in attributes represent the differences in the case. Different researchers 4 

will set attributes based on their own understanding of the problem. For example, in the 5 

issue of green promotion, six attributes including green grade, project type, owner type, 6 

total area, total property area and location can be used (14), or more attributes can be 7 

used to represent a case. 8 

Attributes are the source of input, and when looking for a particular case, it is not 9 

necessary to use all attributes, but to input some more specific attributes. Thus, we need 10 

to use the precise vocabulary to select the appropriate index for the new case. The 11 

accessibility of all indexes is essential when we add to the database. 12 

The retrieval phase is the most important part of a CBR solution. Similarity 13 

measurements are needed to assess closeness. The concept of similarity includes three 14 

types: surface similarity, derivative similarity, and structural similarity (49) (91). Those 15 

three types are all proposed from the perspective of attribute form, without considering 16 

measurement methods. Surface similarity refers to the basic information of the targets. 17 

For example, the features of cases such as size, application, location, etc., are the basic 18 

data for calculating surface similarity. The derivative similarity is calculated between 19 

the deductive attribute value and the target. Deductive statistics are generated from 20 

basic information such as the area obtained by the product of side lengths. However, 21 

this kind of data is usually produced by simple manipulation of surface data and only 22 

changes in surface information. Conversely, another analogous concept called 23 

structural similarity derives from complex calculations, such as graph measures and 24 

first-order terms (91). In this case, the structural properties of the case need to be 25 

determined first, and then the corresponding similarity level calculated. Other functions 26 

and algorithms such as neural networks are usually integrated into the process. Table 4 27 

shows the comparison of the above three similarity qualities.  28 

Name Concept Relative Parameters Difficulty 

Surface similarity Surface information 

similarity 

Case basic attribute  Low 

Derivative 

similarity 
Derived info 

generated from 

surface information 

similarity 

Simple operation of 

case basic attributes 

Low 

Structural 
similarity 

Internal case 

structural similarity 

High order operation 

of case internal data 

High 

Table 4 Comparison of surface, derived and structural attributes 29 

During this phase of the CBR model, a corresponding database should be first 30 

established to support the similarity measurement. Then, depending on the 31 

implementing demands, the appropriate algorithm will be combined to determine the 32 
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weight precision for realizing the functionality needs. For instance, according to the 1 

aforementioned algorithms in Section 3, Kim et al. (92) utilized a CBR structure with 2 

weight decision method of genetic algorithm (GA) to predict budget level under 3 

inputting some basic attributes of bridge such as width, location etc. It achieved the cost 4 

estimation of bridge construction based on previous data collection. Another example 5 

is a CBR solution proposed by Zhao et al. (10) in 2019 was regarded as the specific 6 

method used in future research. In this article, the authors adopted the CBR method to 7 

extract the best matched building retrofit case from the collection database including 8 

previous sustainable building retrofit plans. In addition, the weight value was 9 

determined by an AHP solution which could be validated via a consistency checking 10 

process, in which the precision of weight calculation was guaranteed.  11 

3. Reuse, Revise and Retain:  12 

The final part of the CBR process can be understood as a combination of those three 13 

steps. Application of computed result by pre-similarity calculation is realized in this 14 

part. In the reuses section, the selection case is chosen to solve the issue, but in some 15 

cases, this stage could also go back to aid in enhancing model performance (91). Revise 16 

section adapts the issue proposed process situation after reusing process which is 17 

commonly integrate into the reuse step. The last section of retaining is to store the 18 

research outcome to the database under special format. However, database 19 

establishment should consider its simplicity and efficiency features ensuring the value 20 

of this dataset serving for decision makers. The space for storage also limits the dataset 21 

to some extent, simultaneously. Consequently, some solutions have been proposed to 22 

filter and remove useless cases from the dataset (93).  23 

Following Table 5 presents relatively major information on weight determination 24 

solutions used in CBR research related to building design in recent years. 25 

4.3 Weight Determination Solutions in CBR Model 26 

CBR cycle essentially is similarity calculation, which computes the weight coefficients 27 

for diverse cases to find the most similar case. Consequently, how to calculate this 28 

indispensable value of weight is the core of the CBR studied solution.  29 

Similarity calculation of CBR is generally classified into two types of weight factor and 30 

non-weight factor computation. In terms of the non-weight factor computational 31 

approach, it is an originally investigated manner that simply measures the mathematic 32 

distance number without any corrections, such as KNN (83) (84). Although this is a 33 

simple solution to manipulate, the diverse features of the input attributes are neglected. 34 

Therefore, final precision would be impacted significantly (94). 35 

Due to the characteristic of KNN is non-weight calculation that normally cannot be 36 

used independently in the cycle of CBR if the datasets are complex in dimensionality. 37 
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The condition of using KNN for CBR is in combination with other algorithms and 1 

involves optimisation, which could be considered as another direction for further work. 2 

In Cheng and Ma’s research (49), the CBR cycle is built based on an ANN model, 3 

which completes the calculation process to filter the most similar cases. The KNN 4 

concept here was used for the “reuse” step based on a “trial-and-error” process, which 5 

needs certain work of repeat computing, to test out the optimal case. Faia et al.’s (95) 6 

research follows a similar practice aiming at optimisation. Similar results were obtained 7 

by repeated calculations using KNN, and the Particle Swarm Optimization (PSO) was 8 

combined to optimise the selection of the variables. Therefore, once related to weight 9 

determination, KNN’s weaknesses are obvious.  10 

To cope with this issue, weight factors are integrated into the system to improve the 11 

accuracy and calculation procedure. Table 5 analysed the weight determination 12 

solutions used for the CBR model in architectural related research. 13 

Abbreviations for Table 5 

AER Absolute Error Ratio 

AHP Analytic Hierarchy Process 

ANN Artificial Neural Network 

GA Genetic Algorithm 

GDM Gradient Descent Method 

GMM Geometric Mean Method 

KNN K-Nearest Neighbours 

MAD Mean Absolute Deviation 

MAE Mean Absolute Error 

MAER Mean Absolute Error Rate 

MAPE Mean Absolute Percentage Error 

MER Modulation Error Ratio 

MRA Multiple Regression Analysis 

MSD Mean Standard Deviation 

PSO Particle Swarm Optimization 

RL Reinforcement Learning 

SER Standard Error Rate 

SHAP SHapley Additive exPlanation 

Table 5 Relative information about CBR investigations 14 

Weight 

determination 

solution 

Application 

Integration 

with other 

methods 

Validation Time Author 

AHP 

Method 

improvement 
GDM MAER 2007 (52) 

Prediction No No 2008 (96) 

Prediction No MAE 2009 (97) 

Prediction No No 2010 (50) 

Method 

improvement 
No No 2014 (94) 

Prediction No No 2017 (14) 

Selection No No 2017 (98) 

Prediction No  MAPE 2017 (99) 

Selection No No 2019 (32) 
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Selection No Black-box/Experts 2019 (10) 

Prediction No MAPE/MSD/MAD 2020 (27) 

Selection GMM No 2020 (59) 

Selection No No 2021 (100) 

GA 

Prediction ANN SER 2010 (101) 

Prediction No MAER 2010 (92) 

Prediction MRA/ANN SE 2011 (35) 

Selection No No 2012 (102) 

Selection No MAPE 2015 (103) 

Prediction MRA/ANN MAPE 2015 (36) 

Selection No No 2017 (48) 

Prediction No MAPE 2020 (104) 

Prediction No MER 2020 (105) 

Prediction No No 2020 (106) 

Prediction No MAPE 2021 (107) 

MRA Prediction No No 2012 (108) 

KNN Prediction PSO No 2017 (95) 

RL Selection No No 2022 (109) 

SHAP Selection 
4 Approaches 

in parallel 
No 2023 (7) 

ANN 

Prediction No AER 2011 (110) 

Selection KNN Boolean 2015 (49) 

Prediction No No 2017 (77) 

As mentioned earlier, there are very little research implement CBR approach in 1 

architectural realm, especially building retrofit. It can be seen from the Table 5, that 2 

around 2/3 research was done after 2015.  3 

In the field of architectural research, the applications of the CBR model mainly focus 4 

on prediction, and selection in the second place. Shown in Fig. 6. Some CBR models 5 

may contain the combination of two or more algorithms that would be defined by the 6 

primary algorithm shown in the first column in Table 5.  7 
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 1 

Fig. 6  Percentage of Application in Algorithms 2 

The application of prediction pays attention to cost-estimation or risk evaluation rather 3 

than retrofit. It is important to emphasize that even though the contents of retrieval 4 

function among some studies may not be as much as predictive research, each study 5 

includes the process of retrieving the matched cases from a database, which is the core 6 

part of CBR. For example, Ahn et al. (27) use CBR to extract past empirical cases and 7 

improve the accuracy of construction budget estimation, the prediction was based on 8 

five normalized methods including interval, Gaussian distribution-based, Z-score, ratio, 9 

and logical function-based, which pre-process multiple attributes. Wang et al. (96) 10 

utilised a CBR model to replace the traditionally intuitive estimation method, the result 11 

showed this new CBR solution could not only reduce the time for reviewing the budget 12 

but also predict the cost effectively. Chen et al. (50) collected 133 guilty verdicts from 13 

the court of architectural fatal construction occupational accidents (COA), which used 14 

AHP to classify and layer the problem and solution attributes, and then weighted those 15 

attributes for determining responsibility and sentencing. This CBR model breaks the 16 

knowledge barrier for professionals by offering the judgement rules during construction, 17 

simultaneously, serving as a reference to the law attorneys for possible similar 18 

judgements in the future. Koo et al. (101) regarded the sensitivity coefficients of ANN 19 

as the weight factors to compute mathematic distance and integrated with GA to predict 20 

the budget and construction duration of multi-family housing in line with specific 21 

features. Offering a clear indication while there still are limitations and uncertainties. 22 

Likewise, due to the uncertainty, Chang et al. (106) built a multi-objective decision 23 

model, using GA, to evaluate the feasibility of the retrofit. This provides a guideline to 24 

the decision maker and benefits the framework for sustainable retrofit.  25 

In the view of selection, the purpose is mainly about building retrofit or knowledge 26 

learning. CBR has the great advantage of selecting the similar past cases to reduce the 27 
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work of research. In the research of Okudan et al. (100), the Risk Management (RM) 1 

process is usually integrated with multiple indicators, they developed a tool named 2 

CBRisk to support the RM processes as it is a knowledge-intensive process that requires 3 

effective related experience and knowledge, which bridged the gap between 4 

professional knowledge with the public. Another risk management research by Akaa et 5 

al. (59) combined GMM and AHP to study the portal-framed building cases, and 6 

support formulating the RM guideline based on AS/NZS ISO 31000:2009, to avoid the 7 

possible design of steel-framed buildings might expose to fires. Wang et al. (32) also 8 

adopted this method in developing a Lessons Mining System (LMS) to search for the 9 

most appropriate urban planning case for the decision maker as reference, which can 10 

help them to break the knowledge barrier, foresee and avoid the recurrence of potential 11 

problems. Xiao et al. (98) implemented the CBR manner to build a model named Green 12 

Building Experience-Mining (GBEM), without weight factor correction, to perform 13 

green building retrofit design scheme based on the past renovation solutions. Jafari and 14 

Valentin (48) designed a decision-making framework by CBR, which learns the Life 15 

Cycle Cost (LCC) of past cases to consider a comprehensive economic goal for energy 16 

retrofits. Hong et al. (102) investigated 362 cases in Seoul and used CBR to select the 17 

multi-family housing complex that has the effect energy saving potential.  18 

In addition, the method improvement of how to assign values with high precision, is 19 

one of the research directions. In Kolodner’s (17) principle, the weight values for CBR 20 

attributes should be determined by experts. While An et al. (52) considered the 21 

knowledge of experts were highly relied on personal experiences, thus, they integrated 22 

AHP with the Gradient Descent Method (GDM) for the CBR model to determine the 23 

specific weight in terms of perfume cost estimation through computational process. 24 

With the same goal, Ahn et al. (94) developed an attribute weight-assessing method 25 

based on CBR model to critically measure the values, which improves the accuracy and 26 

efficiency of cost estimation in the computational procedure. 27 

Among the research for those 3 applications of CBR, the algorithm is used 28 

independently in the majority of  situation as a straight-forward way to get. Thereinto, 29 

AHP and GA are the most widely used. As AHP has the advantage of layering attributes 30 

(67) (68) (69), GA optimizes the ideal case considering multiple complex attributes 31 

based on similarity (92) (101).  32 

Apart from AHP and GA, Jin et al. (108) also introduced MRA into the CBR cycle to 33 

improve the accuracy of final cost prediction. However, due to the large number of 34 

independent variables, the calculation is rather troublesome, so statistical software is 35 

generally used in practice. Guerrero et al. (109) implied RL to train a “trial and error 36 

mechanism”. However, its shortcoming of requiring certain human engineering makes 37 

it hard to popularise. Generally speaking, these two complex solutions are only suitable 38 

for multi-attribute determination problems. However, such a complex approach is 39 

costly and claims professionalism, which is not necessary for some simple building 40 
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optimization projects. 1 

Furthermore, to achieve multiple functions or goals, other algorithms can be combined 2 

within CBR cycle due to their simple internal logic and easy programming. ANN has 3 

the advantage of being integrated within CBR process. Based on the information from 4 

the big dataset, ANN can predict the future results in a large range. Such as the afore-5 

mentioned model of ANN and KNN combination by Cheng and MA (49), they 6 

implemented the advanced non-linear solution instead of the traditional linear solution 7 

to generate a new building LEED certification level based on the previous LEED case 8 

database. Koo et al. (35) integrates the prediction process with MRA and ANN, uses 9 

GA to optimize the optimization process of the CBR model, and realises the cost 10 

prediction function of early-stage construction projects based on 101 previous projects.  11 

In terms of validation, most evaluation processes are combined with prediction as an 12 

indicator, to achieve cost estimation. Shown in Fig. 7. Please note that this evaluation 13 

process is not mandatory for the CBR model, in fact, most CBR models used for 14 

retrofitting design do not include this evaluation component.  15 

Fig. 7 Purpose for Validation 16 

Several validation performance indicators are used to evaluate the errors during the 17 

procedure. Table5 shows that MAPE is a commonly used evaluation indicator, the same 18 

as the MAER principle (92). Ahn et al. (99) disposed that the weighted Mahalanobis 19 

distance solution is used to process the covariance effect of similarity measure into the 20 

engineering cost estimation based on the CBR-based MAER evaluation loss function. 21 

Hong et al. (36) combined MAPE to evaluate the outcomes and compare the results 22 

with the basic CBR model, which shows the advanced CBR model has more accuracy. 23 

Other methods, such as MSD, MAD, etc., only target on some specific problems (27).  24 

Thus, the key point, to develop a CBR model for selecting potential retrofit solutions, 25 

is to determine the weighting factor. In the process of artificial algorithm development, 26 

a lot of research on solving weight factors has been carried out. In line with the results 27 

summarised above, the following section analyses and compares the primary algorithms 28 

used to determine weight factors for building retrofits. 29 
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4.3.1 Analytic Hierarchy Process (AHP)  1 

An American operational research scientist Thomas L. Saaty (111) invented the analytic 2 

Hierarchy process in 1970. The purpose of this method is to compare the significance 3 

degree for various cases based on multiple attributes. Contraposing to some qualitative 4 

standards, AHP could establish a hierarchy model to transfer the qualitative indicators 5 

into number patterns so that calculate weight for different properties. Pairwise 6 

comparison is the core solution for achieving the importance measurement. Through 7 

the method of pairwise comparison, the factors and properties of cases were compared 8 

to explore the relationship between them (111).  9 

Fig. 8 Construction of hierarchy for AHP 10 

The first step of AHP is to establish a hierarchical model of the relationship between 11 

various factors. In general, this model consists of three layers: high, middle, and low. 12 

Shown in Fig. 8. The higher level determines the lower-level elements. That is, the final 13 

result requires the product of the weights from each layer. After the model is established, 14 

the core step of weight calculation is to build the judgement matrix. Under this 15 

circumstance, all non-number elements can be converted into a number pattern. This 16 

matrix means to perform pairwise comparisons of criterions. It should be noted that, the 17 

degree of relative importance for each element is assigned entirely according to human 18 

subjectivity. In addition, apart from the numerical transformation method, the level of 19 

the whole model is significant as well, because the weight of the computed results refers 20 

to the weight of the lower criterion against the upper one. In other words, the weight 21 

achieved each time is only the weight for this layer, and the result of the scheme is the 22 

product of the results for each layer. As mentioned, in Wang et al.’s research (96), they 23 

adopted the AHP method to generate the weight value of similarity calculation and 24 

estimate the retrofit budget of historical buildings. Chou et al. (97) prove that AHP has 25 

the best performance in the aspect of new construction cost estimation and achieves 26 

final architectural budget estimation. Zhao et al. (10) present a comprehensive study of 27 

the AHP with the interior model structure. They innovatively integrated AHP method 28 
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with an entropy solution to search for appropriate green building retrofit cases. Under 1 

this circumstance, the disadvantage issue of AHP in subjective could be revised via the 2 

entropy manner.  3 

At present, this algorithm has been frequently used in the reviewed studies. Its main 4 

advantages are as follows: first, the algorithm is intuitive, and the programming 5 

calculation is relatively simple. Second, users can assess or decide the weight order 6 

subjectively, which is in line with the differentiated hypothesis of user demands. 7 

Different from GA, which requires a professional evaluation to eliminate impossible 8 

factors in advance to achieve the optimised solution. Although the result of AHP may 9 

not be the best option, it can ensure the results match the user’s demands. Throughout 10 

the research process, it is important to provide users with an approximate result that 11 

meets their desired needs, even if the result is not optimal. In most cases, matching is 12 

not equal to optimisation. As mentioned earlier, the study of optimal solutions is an 13 

optimisation problem and can be regarded as another big theme. 14 

4.3.2 Genetic Algorithm (GA) 15 

As the most used optimization algorithm in statistics, the Genetic Algorithm (GA) is a 16 

computational model of the biological evolution process that simulates natural selection 17 

and the genetic mechanism of Darwin's biological evolution (73). In essence, it is an 18 

approach to searching for the optimal solution by simulating the natural evolution 19 

process. Compared with other optimization methods, GA adopts the probabilistic 20 

optimization method, and the optimal search space can be obtained and guided 21 

automatically without definite rules, which decreases the code-achieved difficulty.  22 

The significant point of GA is to determine the constraint rule first and then eliminate 23 

the weight factors not meeting the relative rules. That is to say, the best result of the 24 

weight coefficient is generated after excluding other bad outcomes.  25 

As mentioned, Hong et al. (104) integrated MAPE as a validation indicator during the 26 

calculation process. GA is used as the basic algorithm for the CBR model, which 27 

obtains the weight factors of individual attributes and forecasts the dynamic operational 28 

rating of residential buildings. The purpose of combining GA with MAPE is to enhance 29 

the optimisation and improve the accuracy. Koo et al. (101) claimed that the 30 

implementation of GA with CBR can improve the accuracy of optimal results and easy 31 

to manipulate for changing attributes during the process. In another research by Koo et 32 

al. (103), the CBR model was optimised by GA based on two criteria, RAW attribute 33 

weight range and MCAS, and the final prediction results were obtained.  34 

In brief, the key point of GA is to determine constraint rules and exclude impossible 35 

weight factors in advance, which requires the participation of experts with professional 36 

backgrounds or rich experiences. As this algorithm is usually used to deal with 37 

optimization problems, which is relatively complicated. 38 
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4.3.3 Artificial Neutral Network (ANN) 1 

As the most widely used data-driven algorithm, ANN is, as Koo et al. declared, the 2 

“most superior among the methodologies for calculating the weight factors” (101). 3 

ANN aims to seek the potential relationships between data hidden in the database by 4 

imitating the structure of neurons in the human brain (110). This kind of network 5 

depends on the complexity of the system and achieves the purpose of processing 6 

information by adjusting the interconnection among a large number of nodes (77).  7 

In other words, ANN could adjust its own parameters to enable the best results without 8 

re-constructing the entire model. According to the different logic frameworks of the 9 

model, the neural network could be classified into multiple algorithms such as ANN, 10 

BPNN, CNN etc. (77) (110) ANN is a complex network structure formed by the 11 

interconnection of a large number of processing units (neurons), which is an abstraction, 12 

simplification and simulation of the human brains’ organizational structure and 13 

operating mechanism. 14 

It is an information processing system based on the structure and function of brain 15 

neural network and simulates the activity of neurons through a mathematical model. 16 

Shown in Fig. 9. 17 

 18 

Fig. 9 Typical structure of neural network and information transmission direction 19 

In terms of determining the weight coefficients in CBR, ANN usually trains the 20 

similarity distance immediately instead of searching for the optimal weight value, 21 

which is different from GA and AHP. However, among all weight factor determination 22 

methods, ANN is rarely used due to its complex internal structure, which is extremely 23 

unfriendly toward non-professionals.  24 
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4.4 Input and Output of CBR Model 1 

The input is entirely dependent on the demands of users. As summarised in section 4.2, 2 

input mainly refers to surface similarity (49) (91). For the CBR system, the surface 3 

similarity determines the characteristics of the building and represents the specific 4 

features of the reference building. In this case, the input data is the basis of code 5 

recognition. In general, the input data relates to the studied objectives and often 6 

expresses its multiple attributes. In line with the summarised results, two types of input 7 

information, basic construction data and objective data, cover the whole features needed 8 

for a building. Koo et al. (35) implement this kind of data to perform cost estimation 9 

investigation in a CBR manner. Other objective data are more relevant to the ultimate 10 

purpose of the investigation. These objective data usually directly reflect the attributes 11 

related to research goals, such as building energy consumption, building retrofit costs, 12 

LEED evaluation, etc. Faia et al. (95) apply the equipment parameters as the input data, 13 

to estimate the relative building energy consumption. The combination of these two 14 

types of data forms the input that is used to locate a similar reference case in the CBR 15 

system. Cheng and Ma (49) proposed 6 types of basic building information that 16 

recognized by the U.S.Green Building Council(USGBC) as their input attributes for 17 

easier obtained values.  18 

The output indicates the result of CBR utilisation. Through the review of the literature 19 

results, it can be concluded that the final output results include various forms, which 20 

include and not limited to specific case examples, cost, credits, criteria, laws, etc. All 21 

these patterns could be classified into one form of weight value. This is attributed that 22 

despite some research exporting target cases or other outcomes, all the results were 23 

constructed in line with the calculated scores under the CBR method. Consequently, 24 

the current output of CBR is essentially calculating the scores of different cases to pick 25 

out scenarios that meet the requirements. 26 

5 Discussion 27 

5.1 Beneficiaries and Objectives  28 

According to the literature review, the beneficiaries of the CBR approach for 29 

architectural relevant issues mainly focus on two types of users: architects and 30 

stakeholders. For architects, the CBR method could assist them by providing multiple 31 

reasonable cases that reduce the efforts spent on research. For stakeholders, it could 32 

contribute to afford an intuitive understanding and foresee the possible building 33 

operational performance such as energy consumption, cost, façade exterior, etc.  34 

In terms of objectives, cost estimation is the most significant target of relevant 35 

investigations at present (27) (52) (92) (94) (97) (99) (35) (105) (110). This is mainly 36 

because in general, the historical data related to the construction budget is sufficient to 37 

facilitate the establishment of the basic database.  38 
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Apart from this, sustainable building retrofit is another focus of attention. However, 1 

compared to cost prediction, the sustainable building retrofit investigation requires 2 

more details on buildings in line with disparate aspects to construct the reference 3 

datasets. Such complex information demands limit the development of CBR 4 

applications in building retrofit. Because of this, for other objectives, insufficient 5 

reliable reference data could lead to the impreciseness of the CBR approach. Therefore, 6 

database-based performance determines how well a CBR solution runs.  7 

5.2 Limitations 8 

The scientists acknowledged the advantages and disadvantages of CBR. On the positive 9 

side, remembering past experiences can help learners avoid repeating previous mistakes, 10 

and decision makers can identify which features of a problem are important to focus 11 

(49) (88). Another benefit is that the system learns by fetching new cases, which makes 12 

maintenance easier (52) (94). CBR also enables the decision makers to quickly propose 13 

solutions to problems without being fully trained in the profession and explain open 14 

and ill-defined concepts (49) (14). 15 

On the negative side, some critics (88) claim that the main premise of the CBR cycle is 16 

based on the anecdotal evidence, which adapts elements of one case to another. This 17 

process can be complex and lead to inaccuracies. However, recent work has enhanced 18 

the CBR model with a statistical framework. This makes it possible for case-based 19 

predictions to have a higher degree of confidence and accuracy. 20 

Besides that, the CBR input indicators reviewed for making retrofit are tending to 21 

choose the basic building information for surface similarity (49) (91), which users can 22 

easily provide. However, the inputs that involve performance indicators such as energy 23 

consumption, carbon emission or equipment performance, etc., would be unfriendly to 24 

the unprofessional users. Therefore, it is necessary to further study how to realise a 25 

system that can dynamically express the energy status of buildings with the change of 26 

input parameters. This could translate the professional understanding of performance 27 

indicators along with the input of basic surface similarity. 28 

5.3 Future Work 29 

In summary, there are main directions that could be further studied: (1) The sufficient 30 

and high-quality database is the guarantee of the CBR’s implementation. Some 31 

architectural datasets have been established to provide reference cases for architects in 32 

all respects. With the increasing utilisation of the CBR model, each research team could 33 

consider the open access of the research database to promote the accuracy with massive 34 

datasets established. (2) The optimisation process is currently not considered in most 35 

CBR models, the concept from the mentioned A-CBR model (35) (36) could be further 36 

investigated to better support the determination of the design scheme. 37 
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6 Conclusion 1 

This study carried out a systematic review of the CBR model in decision-making 2 

support for building retrofit. The current decision-making methods in the field of 3 

architecture have been classified and compared. The advantages of the CBR principle 4 

applied in the early decision-making for building retrofit are analysed. On this basis, 5 

this paper provides an overview of CBR approach utilisation in the building retrofit 6 

field.  7 

Firstly, the interior-specific structure of the CBR model is reviewed and explains each 8 

step's content. In general, the CBR cycle contains five processes: represent, retrieve, 9 

reuse, revise and retain. Each phase is responsible for a unique function.  10 

Secondly, as a data analysis method, the CBR model has not been utilized widely in the 11 

architectural realm. It can be obtained that in the building research realm, most 12 

investigations using the CBR model mainly focus on prediction and selection. What 13 

needs to be emphasized is that despite the retrieve function study being less than 14 

prediction investigations, each of this kind of research must contain the process of 15 

retrieving optimal cases from the database which is the core section of the CBR model. 16 

For the retrieving stage, how to calculate the distance between the case and target and 17 

the weight determination method are the most significant issues, which is also the 18 

difference among various approaches.  19 

Thirdly, the weight calculation in the CBR cycle is generally classified into two types: 20 

weight factor and non-weight factor computation. The weight factor method refers to 21 

utilising some small numbers to revise the similarity computation process. Concerning 22 

weight coefficient determination in CBR, GA, AHP and ANN are the three most used 23 

weight determination solutions. Thus, the AHP method is the easiest to implement and 24 

combine with other methods. For CBR chosen system, in line with the review literature, 25 

two significant impact factors of similarity attribute type and similarity calculation 26 

control the judgement process. As the similarity calculation only relates to building 27 

basic information, the surface and derived similarity attribute could satisfy the research 28 

needs.  29 

Fourth, given statistical data, the quality of the inputs from users determines the 30 

accuracy of the reference case. The subjective user demand preferences and the 31 

objective information for architecture cover the whole characteristics needed for inputs. 32 

The change of order will also greatly affect the outcomes. 33 

The result of this review indicates that the CBR solution has great potential in utilising 34 

in the field of building design as reviewed in the above content. Especially in the era of 35 

big data, the amount of reference cases dataset could efficiently aid architects in 36 

conducting design in this way. 37 
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