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#### Abstract

The experiment involving the reaction $\left(\alpha+{ }^{12} \mathrm{C}\right) \rightarrow\left({ }^{16} \mathrm{O}^{*}+\gamma\right) \rightarrow\left(\alpha+{ }^{12} \mathrm{C}_{\text {g.s. }}\right)$ was performed at the University of Birmingham MC40 cyclotron facility at a beam energy of $12.29 \pm 0.04 \mathrm{MeV}$ to study the gamma to alpha emission ratio of a suspected clustered state in ${ }^{16} \mathrm{O}$ at $16.272 \mathrm{MeV}, J=6^{+}$. Finding a reduced transition probability value of $B\left(E 2 ; 6^{+} \rightarrow 4^{+}\right)=3.316 \pm 1.736_{w . u .}=7.942 \pm 4.158 e^{2} \mathrm{fm}^{4}$.

This work also presents a method to create simulations of alpha-gamma coincidences with realistic detectors response, which is used to decompose and analyse the components of the detected gamma spectrum to extract the the reduced transition probability. The methods described in this work can be employed to study nuclear structure properties by gamma emission of other light nuclei.
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## Chapter 1

## Introduction

### 1.1 A short history of nuclear physics

"I see now that the circumstances of one's birth is irrelevant, it is what you do with the gift of life that determines who you are"
-Mewtwo


HE study of Nuclear Physics is still an evolving field, as new experimental data and theoretical models cannot yet fully explain all the physical phenomena we observe in the universe. Ever since the discovery of the atomic nucleus, people have been fascinated by its immense power.

Modern facilities, more efficient detectors, powerful computers, and the collaborative efforts of physicists worldwide are all converging to unravel the mysteries of the nuclear realm.

The study of Nuclear Physics began in 1896 with Henri Becquerel. While studying x-rays from Uranium salts, he observed their impact on photographic plates. Further investigation revealed that the activity registered on the plates was not merely atomic; it was nuclear, leading to the discovery of radioactivity.

Inspired by Becquerel's research, Marie and Pierre Curie delved deeper into this phenomenon, examining various materials for evidence of radioactivity. They found that Uraninite exhibited stronger radioactivity than Uranium alone. This observation suggested the presence of additional radioactive substances. From this insight, they discovered two new elements: Polonium and Radium.

By 1910, Marie Curie successfully isolated Radium, confirming its existence as a distinct element. Her groundbreaking work paved the way for radiation studies, which continue to play a pivotal role in both research and industry to this day.

In 1909, Rutherford discovered alpha decay by measuring the mass-to-charge ratio, identifying the emitted particle as a ${ }^{4} \mathrm{He}$ nucleus.

By 1910, Rutherford proposed a model where the nucleus was envisioned as the central part of the atom. This model depicted the nucleus as a dense, positively charged core, surrounded by electrons in orbits, analogous to planets orbiting the sun in the solar system.

In the following year, Rutherford designed an experiment using a thin gold foil. He bombarded this foil with alpha particles and observed the scattering of these particles at various angles.

The results of the experiment were revealing. The fact that most alpha particles passed straight through the foil indicated that atoms were largely empty space. However, the deflection of some particles at large angles confirmed the presence of a dense, positively charged nucleus. In 1919, Rutherford achieved another milestone by performing the first human-made transmutation:

$$
\alpha+N \rightarrow p+O
$$

Proving nuclear reactions can transform one element into another.

By 1928, the theory of alpha decay had been described by Gamov [1] and Gurney [2]. They proposed that the alpha particle could move freely within a spherical region defined by the daughter nucleus. This concept suggested that the formation of the alpha particle was due to the excess energy within the nucleus.

Building on the momentum of these discoveries, 1929 saw another significant advancement in nuclear physics. The first cyclotron was constructed at the University of Berkeley in California. This innovation offered the capability to accelerate particles to higher energies than the existing Van de Graaff accelerators.

In 1949, Mayer and Jensen introduced the Shell model of the nucleus [3]. This model described how nucleons populate different shells, drawing an analogy to electronic shells in atomic physics and adhering to Pauli's exclusion principle. Within this model, nucleons can be individually excited, making quantised jumps between states. When they return to the state of minimal energy, they emit radiation. The Shell model proved particularly effective for describing closed shell nuclei.

By 1954, another significant contribution to nuclear physics came from Fred Hoyle. He postulated the existence of a resonant state in ${ }^{12} \mathrm{C}$, formed by the combination of a ${ }^{8} \mathrm{Be}$ nucleus and an alpha particle. This state had an energy slightly above the alpha particle decay threshold [4]. This mechanism, known as the triple alpha process, involves a ${ }^{8}$ Be nucleus capturing an alpha particle within $10^{-16}$ seconds of its formation. This results in a resonant state in ${ }^{12} \mathrm{C}$, which exhibits greater stability as it decays through gamma emission [5].

In 1976, several new models of the nucleus emerged, including the collective models proposed by Bohr, Mottelson, and Rainwater [6][7][8]. These models posited that the collective motion of the nucleus's components determined its properties at various excitation levels.

Concurrently, as theoretical models were being proposed, experimental techniques underwent significant refinement. The field saw the invention of new tools to meet the growing demand for data. Discoveries of new materials led to the development
of more efficient and higher-resolution detectors [9][10]. Detection techniques grew increasingly sophisticated, and advances in computer science enabled the processing of vast amounts of data.

For a comprehensive understanding of nuclear physics from first principles, it's essential to grasp the components that constitute nucleons and, subsequently, their interactions. While there have been strides in studying the dynamics of quarks and gluons [11][12], these models are still in their infancy, both theoretically and experimentally. The systematic errors in these studies are currently too significant to align with the models. Most of these investigations can only account for very light nuclei $(\mathrm{A} \leq 4)$ due to the immense computational power required for calculations.

Quantum Chromodynamics (QCD) has achieved remarkable progress in describing light to medium-sized nuclei, especially concerning inter-nucleon forces[13][14].

For nuclei ranging from medium to large masses, ab-initio ${ }^{1}$ methods have been employed [15][16][17]. These methods have yielded results that align well with experimental data. Such calculations hold promise as tools for addressing long-standing challenges in nuclear physics [18].

There have been studies focusing in gamma emissions from clustered states [19] in medium mass nuclei where the structure of ${ }^{28} \mathrm{Si}$ was analysed by the energy and angles of gammas detected in the experiment.

There have been only two direct measurements exploring gamma emissions in light nuclei exploring the same concept of clustering as in this work, the first one in 2005 where Datar et al. [20] measured an electromagnetic transition probability in ${ }^{8}$ Be nuclei, in 2013 this measurement was refined with a smaller uncertainty by the same group [21], showing it is possible to study the nuclear structure in light nuclei by gamma emission. The gamma branching ratio can be measured by indirect methods as the detection of heavy ions after a reaction [22][23][24]. Having a direct measurement of the branching ratios can give us information about the nuclear

[^0]structure by looking at the angular distribution of emission [25].
The aim of this work is to to make a contribution in the experimental data for electromagnetic transitions in clustered states in light nuclei, in specific in this work we study the ${ }^{16} \mathrm{O}$ nucleus.

The fisrt iteration of this experiment took place in 2015 where a first measurement was carried by Tz. Kokalova, C. Wheldon, J. Bishop, N. Curtis, M. Freer, R. Smith, D.J Parker and J. Walshe, this experiment did not yield favourable results as the experiment was not run for enough time and the target was too thick to let the particles of interest to be detected as the detectors were positioned at backwards angles.

In 2019 I built my first iteration of the experiment, with front facing Double-sided Silicon Strip Detectors (DSSDs) which allowed the detection of forward emitted particles to be detected as well as gamma rays. This run was a poof of concept in order to test the $\alpha-\gamma$ coincidence, as well as the use of a DSSDs telescope to eliminate particle contamination from protons from the chamber. This experiment had two distinct parts, one with a single DSSDs and one including a telescope array for light charged particle discrimination. This second experiment resulted in a branching ratio measurement with a large uncertainty given as the beam time only was around 8 hours in total. The experiment was performed by P. Santa Rita, Tz. Kokalova, C. Wheldon, N. Curtis with help of S. Pirrie, A. Hollands and R. Allen. This experiment helped to prepare a long measurement planned for spring 2020.

With everything ready to perform the experiment, the COVID-19 pandemic happened, delaying the experiment until August 2021. Once the experiment was setup again, the beam time was around 90 hours in order to gather enough detected events to extract a reasonable measurement for the gamma branching ratio for the reaction of interest.

## Chapter 2

## Theory

Physics is like sex: sure, it may give some practical results, but that's not why we do it.
-Richard P. Feynman

Nuclear physics is still an evolving subject, with the interpretation of experimental results requiring a mutual relation with theoretical models. This relationship allows theoretical models to predict observables and facilitate the designing of experiments while data from experiments generate information on how to test the models and improve the comprehension of the Universe at nuclear scales to create new models.

Experimental nuclear physics can be divided in two broad sections: nuclear structure and nuclear reactions.

The study of nuclear reactions focuses on how nuclei interact with each other by measuring observables such as energy, angles and cross sections of resulting particles after they interact. It is notable that two nuclei interacting might form a different set of particles after their interaction. The information gathered from these experiments provides insight into the behaviour of the nucleus following a perturbation.

The scope of nuclear structure studies is to understand the intrinsic structure
of excitation energy levels in nuclei by measuring the decay products. These measurements include the type of emissions, branching ratios, spin-parity and rates of decay. As these states are unique solutions to the Schrödinger equation, they give information about the potentials with which nucleons interact to form these states.

### 2.1 Nuclear reactions

A nuclear reaction is typically described by $a+X \rightarrow Y+b$ where $a$ is a projectile particle incident on a target $X$. Particles $Y, b$ are the recoil and ejectile resulting from the reaction respectively. $Y$ is usually a heavier particle than $b$. In order for these reactions to take place, the projectile ( with charge $\neq 0$ ) has to have enough kinetic energy to overcome the repulsion generated by the protons in the nucleus, this is known as the Coulomb barrier. To calculate the Coulomb barrier energy, a special case of the electrostatic potential energy is used as shown in equation 2.1:

$$
\begin{equation*}
U_{\text {Coulomb }}=\frac{k Z_{1} Z_{2} e^{2}}{r_{0}\left(A_{1}^{\frac{1}{3}}+A_{2}^{\frac{1}{3}}\right)} . \tag{2.1}
\end{equation*}
$$

Where $Z_{1}, Z_{2}$ are the number of protons of the target nucleus and projectile, $A_{1}, A_{2}$ are the atomic masses of the target and projectile particles, $e$ is the electron charge, $k$ is the Coulomb constant $\left(\frac{1}{4 \pi \epsilon_{0}}\right)$ with $\epsilon_{0}$ is the vacuum electric permittivity and $r_{0}=1.2 \times 10^{-15} \mathrm{~m}$.

We can note the height of the Coulomb barrier increases with the atomic number, making it harder for heavier elements to overcome, requiring higher kinetic energies for the incoming particle.

There are many types of reactions ranging from transferring energy and momentum from one nucleus to another nucleus, others where the constituents of the nucleus completely change, reactions where particles are stripped from both target and incident nucleus.

To catalogue them, there are two main types of reactions, direct reactions and
compound nucleus reactions.

### 2.1.1 Direct Reactions

In direct reactions the interaction between the incoming particle and the target occur in the time frame of $\sim 10^{-22}$ s only allowing only a few nucleons be able to interact. These types of reaction are more common when the energy of the projectile is higher than $\backsim 5 \mathrm{MeV}$ per nucleon and the interaction occurs on the outer layers of the nucleus rather than the inside volume.

In direct reactions, there can be an exchange of nucleons between the target and the projectile, these are called stripping and pick-up reactions. If the projectile can only transfer enough energy to the target to excite it to a greater energy level, the reaction is called inelastic scattering. If there is no energy transfer and both particles stay in their ground state after the reaction, it is elastic. In a knock-out reaction, the projectile can remove a single nucleon or a cluster of nucleons from the target. When a target is broken into two or more components due to the interaction with the projectile, it is called break-up reaction.

### 2.1.2 Compound Nucleus Reactions

The compound nucleus is a type of nuclear reaction where the projectile fuses completely with a target, usually stationary in the laboratory frame of reference. The time scale of these reactions is greater than in direct reactions ( $\sim 10^{-17}$ s) allowing more nucleons to be involved in the interaction. Upon interaction, the nucleons reach a state of thermal equilibrium, rendering it impossible to discern the new nucleus from the constituents that contributed to its formation. This effect is known as the Bohr Independence hypothesis [26][27]. One of the consequences of this process is that the same compound nucleus can be formed using different targets and projectiles and the decay products of the compound nucleus are independent from the method to form it. The compound nucleus can decay into the same components
that form it or decay via other available process.
At excitation energies above the particle threshold and below the continuum, peaks in the cross section (see 2.1.3) of compound nucleus formation represent states of the newly formed nucleus. These peaks are called resonances and they are "quasibound" states in the compound nucleus. A diagram of this phenomenon is shown in figure 2.1.


Figure 2.1: Resonances are quasibound states above the particle threshold, gamma decay is permitted to bound states in the compound nucleus.

If the compound nucleus decays into the same components that produced it, the product particles will have identical properties as an elastic scattering reaction.

### 2.1.3 Cross Section

The nuclear cross section, represented by $\sigma_{X}$, describes the likelihood of a specific reaction X occurring when a beam of incoming particles interacts with a target nucleus at a particular energy level. Essentially, it quantifies how "large" a target appears to the incoming particles, thereby determining the probability of an interaction.

In technical terms, the cross section $\sigma_{X}$ establishes a relationship between two
quantities: N , the number of particles incident on a material per unit area per unit time, and R , the number of reactions taking place per unit time. This relationship is typically expressed in equation 2.2. The cross section has area units called barns ${ }^{1}$ $\left(1\right.$ barn $\left.=10^{-28} \mathrm{~m}^{2}\right)$.

$$
\begin{equation*}
\sigma_{X}=\frac{R(t)}{N(\theta, E)} \tag{2.2}
\end{equation*}
$$

Various factors influence the cross-section, including:

- The type of incident particles: Different particles may interact differently with the target nuclei.
- The target nuclei: Different materials will have varying cross-sections due to differences in nuclear properties.
- The angle of detection: The angle at which particles are detected can affect the observed cross-section.
- The energy of the incident particles: The probability of reaction often depends on the energy level of the incoming particles.

The total cross-section represents the sum of all possible interaction probabilities for a given reaction. On the other hand, the differential cross-section provides a more detailed view, describing the likelihood of interactions based on specific angles or energy levels. To obtain a precise measurement of the total cross-section for a reaction, it's essential to conduct a thorough analysis across a broad spectrum of energies and detection angles.

[^1]
### 2.2 Nuclear Structure

To completely study the structure of the nucleus, it would be necessary to solve the Schrödinger equation for each specific system. However, this is analytically impossible ${ }^{2}$ and the computational approach requires intensive calculations that require expensive infrastructure and it is not readily available just yet.

We can try start to understand the nucleus by looking at the two body system (nucleon ${ }_{1}$, nucleon $_{2}$ ). The potential energy operator only depends on the relative positions of the particles. If we add another particle to the system, the potential energy operator will not only have contributions from their relative positions but from the interactions of the particles, this problem does not have an analytical solution (and we were only describing an interacting three particles system!).

At this point, another approach is needed, a new model that matches experimental results, predicts additional results and it reasonably easy to solve mathematically. This kind of approach is used in complex systems such as large [29] and small scale fluid dynamics [30][31], as well as biological systems [32], where it is impossible to measure all variables but a model can predict the evolution of the system.

One of the first attempts to describe the nucleus was the liquid-drop model (LDM) in which, a nucleus was thought as a droplet of nuclear material that could be deformed and even broken into smaller drops much like the coalescence system in fluid dynamics as shown in figure 2.2. This model proved unable to provide adequate explanation of all intrinsic nuclear phenomena, but it helps as a good approximation of the average behaviour of the nucleus, as the LDM is a classical model and does not include the quantum effects.

[^2]

Figure 2.2: In the liquid-drop model the nucleus is equivalent to a droplet of liquid; in this figure we can see the evolution (left to right) of two droplets of water coalescing, analogous to two nuclei fusing. Or a nucleus fissioning if seen right to left.

One of the most notable result from this model is the Bethe-Weizsäcker semiempirical formula for binding energy shown in equation 2.3 , which is the difference between the mass of an atomic nucleus and the sum of the masses of proton and neutrons, $m=Z m_{p}+(A-Z) m_{n}-\frac{E_{B}(A, Z)}{c^{2}}$.

$$
\begin{equation*}
E_{B}=a_{V} A-a_{S} A^{2 / 3}-a_{C} \frac{Z(Z-1)}{A^{1 / 3}}-a_{A} \frac{(N-Z)^{2}}{A}+a_{P} A^{k_{p}} \delta_{A}(N, Z) . \tag{2.3}
\end{equation*}
$$

To understand this equation it is necessary to analyse the coefficient in each term:

- $a_{V}$ Volume: If we imagine the nucleus as a droplet, the volume increases as the cubic power of the radius, the radius is proportional to the amount of nucleons.
- $a_{S}$ Surface: The nucleons on the surface would have a weaker interaction with the nucleons inside the droplet, due to fewer nearest neighbours.
- $a_{C}$ Coulomb: The repulsive force due to the proton charge interaction has an effect on the binding energy. The nuclear force acts in a smaller range than the electromagnetic force.
- $a_{A}$ Asymmetry: this term takes consideration of the Pauli exclusion principle [33], having a different number of protons and neutrons implies that they must occupy higher energy levels.
- $a_{P}$ Pairing: Pair of neutrons and protons tend to form, this configuration causes a more stable nucleon with an even number of nucleons due to spin coupling. The factor $k_{p}$ in $A^{k_{p}}$ is a specific coefficient for a given nucleus, and $\delta_{A}(N, Z)$ is a factor that describes the spin coupling effect. Depending on the nucleus this term is 0 or $\pm \delta_{A}$

A visual representation of each term can be seen in figure 2.3.


Figure 2.3: Visual representation of each coefficient contribution in the Bethe-Weizsäcker semi-empirical formula

Every component contributes to the mass difference; the asymmetry and the pairing terms are an attempt to model the quantum nature of the nucleus but the model is still considered a classical model. A better model that considers quantum effect is the Shell model.

### 2.2.1 Shell model

The shell model of electrons offers one of the most effective approaches to understanding atomic structure. Naturally, the idea of adapting a similar model to describe the nucleus is enticing. However, there are fundamental differences to consider. In atomic systems, the potential is externally provided, primarily by the nucleus. In contrast, within the nucleus, the potential is generated by the system itself. Additionally, while electrons in atomic orbitals have a relatively low probability of colliding with one another, nucleons in the nucleus face a different scenario. They are not only larger but also interact through both electromagnetic and strong forces. To adapt the shell model for the nucleus, these interactions, along with the

Pauli exclusion principle [33] - which states that no two nucleons can occupy the same quantum state - must be considered. The non-overlapping individual wave functions of nucleons mean that their interactions don't preclude the use of the shell model.

One can model the nuclear potential by assuming that the dynamics of an individual nucleon are governed by the potential created by all other nucleons, let us consider the potential of the shell model as an infinite well. This framework allows each nucleon to occupy distinct energy shells. Within this model, the primary mechanism for a nucleon to ascend in energy is to transition to higher shells. Such transitions require more energy than what nucleons can typically exchange within a shell. Consequently, nucleons orbit within their respective shells almost as if they are transparent to one another.

Supporting the shell model's applicability to the nucleus, experimental evidence can be observed when examining the experimental data for binding energy per nucleon when compared to the binding energy predicted in the LDM, as depicted in figure 2.4:


Figure 2.4: We can see a difference between data from reference [34] and the Bethe-Weizsäcker semi-empirical formula 2.3. Notably, we can see peaks at certain masses, hinting there are more stable configurations than others, the so called magic numbers.

The binding energy per nucleon is strikingly similar to the ionisation energy in the atomic system.

Major discontinuities in the plot in figure 2.4 hint at the "filling" of principal shells, the magic numbers $(2,8,20,28,50,82,126)$ represent completely filled shells. The filling of these shells depend on the Pauli exclusion principle [33].

## A better shell model

Until this moment we assume an infinite potential which would require an infinite amount of energy to remove one nucleon. To improve our model we require a better radial approximation for the potential. We know that the potential must tend to zero if the distance of a nucleon from the nucleus goes to infinity. The potential must tend to a minimum at $r=0$, otherwise nucleons would not form bound states. With these constrictions we use the Woods-Saxon potential:


Figure 2.5: Wood-Saxon potential with a depth $V_{0}=50 \mathrm{MeV}$, radius $R=5 \mathrm{fm}$ and diffuseness parameter $a=0.3 \mathrm{fm}$

$$
\begin{equation*}
V_{W S}(r)=\frac{-V_{0}}{1+\exp \left(\frac{r-R}{a}\right)} \tag{2.4}
\end{equation*}
$$

Where $V_{0}$ is the potential well depth and $R$ is the radius of the nucleus, and $a$ is the diffuseness parameter which can be interpreted as the "thickness" of the nucleus surface. These parameters can be extracted from experiments. The shape of the potential is shown in figure 2.5.

This is a better approximation of our nucleus but still fails to explain the complete nuclear phenomena seen experimentally. We have not considered spin-orbit nucleon interactions. This idea of another type of interaction inside the nucleus that is supported by data from scattering experiments [35].

The spin-orbit interaction adds a term to the nuclear potential in the form $V_{\mathrm{LS}}=$ $\lambda \mathbf{L} \cdot \mathbf{S}$, where $\mathbf{L}$ is the orbital angular momentum operator, $\mathbf{S}$ is the spin operator, and $\lambda$ is a coupling constant. The spin-orbit interaction causes the splitting of energy levels for nucleons with the same principal quantum number but different total angular momentum $I$, where $I=L \pm \frac{1}{2}$. This leads to the formation of subshells and a more nuanced shell structure, closely aligning with observed nuclear
properties.
The incorporation of the spin-orbit interaction in the shell model is essential for explaining key experimental observations, such as the magic numbers and the detailed structure of nuclear energy levels. Without this interaction, the model predicts degenerate energy levels for different $l$ values, contradicting experimental data. The spin-orbit term introduces a fine structure into the nuclear energy levels, lifting the degeneracy, and leading to better agreement with observed spectra. Moreover, the spin-orbit coupling provides insights into nuclear magnetic moments and electric quadrupole transitions, as it relates to the alignment of the nucleon's spin with its orbital motion. By incorporating this complex interaction, the shell model becomes a powerful tool in nuclear physics, capturing essential features of the nuclear force and offering a sophisticated description of nuclear structure and behaviour.

With these additions to the model, we can note that some energy levels split to fill the lower shell and with this correction the model starts to make better predictions for energy levels and magic numbers. In figure 2.6 a diagram of the shells is shown.


Figure 2.6: Example of the shell model where different energy levels (shells) are shown, as well as, its splitting considering spin-orbit interactions. It is noticeable how the filling of shells give rise to the magic numbers. Image taken from [36]

This model is good for nuclear masses $\mathrm{A}<150$ and $190<\mathrm{A}<220$, as in these ranges the nucleons occupy well-defined energy levels and fill up the available shells; however outside these range, there are particles that are not closed shells which act as valence nucleons and these particles can influence the nuclear structure and properties, such as the nuclear shape, nuclear stability, and the way nuclei interact in reactions. The interaction between valence particles in different nuclei can lead to the formation of nuclear isotopes, isomers, and the understanding of phenomena like nuclear binding energies and nuclear reactions.

One of they key successes of the shell model is the good agreement with data from ground state spin-parity measurements.

There are nuclei for which the shell model is not a good approximation, as most of the shell model predictions are based on the unpaired nucleons which give the nucleus its properties.

The properties of these nuclei can be thought as collective motion of all its constituent nucleons, for even- Z and even-N nuclei we see properties that can be explained by thinking of the nucleus as collective vibrational and rotational modes of a deformed sphere.

A model that can predict the properties of the nucleus independently of the mass is still needed as both the shell and collective models are idealisations of the nucleus and do not consider the intrinsic interactions of the nucleons. In these models the dynamics of the nucleus are dictated by the position and collective behaviour of their constituents.

More recent models are usually a combination of several models including the shell model [37][38], deformations models [39], ab-initio calculations [40], chiral effective field theories [41], and Monte Carlo methods [42]. These new approaches are providing improved predictions and adjust well to new experimental data.

Another model through which the nucleus can be described is as a cluster of sub-elements, in particular, alpha particles. The idea of clustering was hinted at
the observation of alpha decay, because this meant an alpha particle was preformed within the nucleus before emission, implying there must be some sort of substructure [43] when thinking of the Gamov model for alpha decay.

This mentality would mean that certain types of nuclei such as ${ }^{8} \mathrm{Be},{ }^{12} \mathrm{C},{ }^{16} \mathrm{O} \ldots$ could be described solely by the clustering of alpha particles. ${ }^{4}$ He nuclei (alpha particles) show a higher binding energy $(28.3 \mathrm{MeV})$ than their $\mathrm{N} \neq \mathrm{Z}$ nuclei neighbours. This leads to intrinsic shapes of the clustered nuclei.

### 2.2.2 Nuclear clustering

In early nuclear cluster theory, the proposed nuclear shapes were simple geometric crystal-like structures. As time passed the description of the nucleus became more complex due to the more rigorous quantum mechanics description as well as the computational power available to carry out model calculations. Although the nuclear shell model has had incredible success, clustering does not arise from it and it is more related to more standard nuclear deformations [44].

Experimental techniques also evolved, leading to more precise measurements. The combination of these developments continues to give us a better understating of the nuclear structure.

Hafstad and Teller [43] found that there is a linear correlation between the binding energy and the number of bonds in the most compact geometric configurations in the alpha conjugates. The possibility of compact ground states led Ikeda et al. [45] to reason that the level of clusterisation increases as the energy of the nucleus increases. This idea is captured in figure 2.7 also known as an Ikeda diagram.

This effect is caused because the difference in masses between the nucleus and the free alpha particles is regained. He predicted the ${ }^{16} \mathrm{O}$ could exhibit ${ }^{12} \mathrm{C}+$ alpha structures above the corresponding alpha decay threshold at 7.16 MeV or even, at higher excitation energies ( $>14.44 \mathrm{MeV}$ ) exhibit four alpha structure.

The so-called "core $+\alpha$ " model is supported by the work of Brink and Castro
in reference [46] in which they predict that the phase change from neutrons and protons, to core + alpha, occurs when the nuclear mass density falls bellow $1 / 3$ of its normal value.


Figure 2.7: Ikeda diagram showing the idea of clusterisation in nuclei.

More modern developments include calculations for electromagnetic transition rates for these vibrational and rotational models using the Skyrme formalism [47][48][49]. Models for ${ }^{16} \mathrm{O}$ still need input from experimental data to improve their predications.

### 2.2.3 Rotational Bands

A rotational band is a series of nuclear states connected by their relation between energy and angular momentum as well as their similitude in shape. In order to associate nuclear states to rotational bands it is necessary to perform experiments that provide us with information about the energy of nuclear states and their angular momentum. In figure 2.8, this association is shown for ${ }^{16} \mathrm{O}$ nucleus.


Figure 2.8: Top: Experimental rotational bands from the ${ }^{16} \mathrm{O}$ nucleus taken from reference [50]. Each dot represents an excited state, the lines connecting the states show the relationship between these states i.e. the rotational band they are part of. The linear trend they exhibit is noticeable, following equation 2.5 .
Bottom: A more detailed version of the graph, where the line in red represents the rotational band of the states studied in this work

The idea of rotational bands was first generated in the fifties by Bohr and Mottelson [51][52][53][54]. The nucleus can be seen as a collection of sub-elements, these sub-elements can present coherent movement and one of the possible degrees of freedom is rotation as a group.

The idea can be understood using non-quantum models due to the similarities with the classical rotor. An important notion, is that rotational excitation in quantum mechanics cannot be defined for a symmetry axis because this would only represent a shift in phase of the wave function.

One of the first attempts to connect the ideas of clusterisation and rotational bands was made by Morinaga in reference [55]. This work predicts the connection for the $0^{+}$band-head state at $0^{+}$at 6.06 MeV , and how the $2^{+}$state at 6.91 MeV should lie close in energy in the ${ }^{16} \mathrm{O}$ nucleus. Only deformed (non-spherical) nuclei can have a moment of inertia in the quantum mechanical description and can be described using only one total moment of inertia. The eigenvalues for the rotational Hamiltonian $\hat{H}_{\text {rot }}=\frac{\mathbf{R}^{2}}{2 \tau}$ are:

$$
\begin{equation*}
E_{I}=\frac{\hbar^{2}}{2 \tau} I(I+1)+E_{0} \tag{2.5}
\end{equation*}
$$

where $\mathbf{R}$ is the collective angular moment operator [56], $\tau$ is the moment of inertia and it depends on the shape and internal structure of the system as well as the axis of rotation, $E_{I}$ is the eigenenergy of the state, $E_{0}$ is the energy of the first element in the band (band head) and $I$ is the angular momentum of the state. The moment of inertia can be calculated by measuring the energies of a rotational band's energy states, and this information can then be used to infer the properties of the rotational band.

The ${ }^{16} \mathrm{O}$ nucleus has closed proton and neutrons shells, meaning that the expected symmetry is spherical, but as the nucleus starts to excite, the degeneracy is broken and one way to describe it is by seeing it as a deformed spheroid (as shown in figure 2.9).

In the case of ${ }^{16} \mathrm{O}, E_{0}$ is 0 MeV for the ground state rotational band as the nucleus is even-even. In the ground-state rotational band only even spins are observed and the wave function can be expressed as $\Psi(J, K, M) \propto \mathscr{D}(\alpha, \beta, \gamma)\left[1+(-1)^{J}\right]$, where $\mathscr{D}$ is the function of collective motion and it depends on the Euler angles which describe the orientation of a body in space based on its rotations. For a rotational symmetric nucleus, only two of these angles are required.

The expected decay cascade is $8^{+} \rightarrow 6^{+} \rightarrow 4^{+} \rightarrow 2^{+} \rightarrow 0^{+}[56]$ and this has been proved up to the $6^{+}$state [57].


Figure 2.9: Approximation of a deformed nucleus with the symmetry axis in Z'. $\overrightarrow{\mathbf{J}}$ is the total angular momentum, K is the projection on the symmetry axis and M is the projection of $\overrightarrow{\mathbf{J}}$ on the laboratory axis Z.

To study the properties of a nucleus it is necessary to "dissect" the nucleus using the right probe. These probes are the emissions from the excited nucleus including alpha particles, electrons, positrons, gamma radiation and neutrons. In this work, the focus is the detection of gamma rays and the alpha particles emitted from an excited state in ${ }^{16} \mathrm{O}$.

### 2.3 Gamma Emission

Gamma emission occurs when a nucleus in an excited state emits a photon, typically in the 0.1 to 10 MeV energy region. This phenomenon is caused by the change in the electromagnetic field generated by nucleons, due to nuclear excitations.

To study this phenomenon it is useful to utilise the multipole momentum description of the charge distribution. Radiation of electromagnetic fields can be explained by electromagnetic fields by varying the multipole moments, as from electromagnetism it is clear that different multiple orders will have different angular distribution. Thus, through measurement of the angular distribution of the emitted radiation, the multipole order of the emitted radiation can be identified. Taking $L$ as the index of the multipole radiation such as $2^{L}$ is the order of the multipole ( $L=1$ is dipole, $L=2$ quadrupole, etc.).

The $2^{L}$-pole radiation emission can be explained by the Legendre polynomials in a convenient frame of reference, it is important to note that when two or more gamma rays are emitted consecutively, the relation becomes more complex as explained in D. Hamilton's work in reference [58]. The probability of decay is described in quantum mechanics by the matrix element of the multipole operator between the element $I_{i}$ and $I_{f}$ :

$$
\begin{equation*}
\left.m_{f i}(\sigma L)=\int \Psi_{f}^{*} m(\sigma L) \Psi_{i} d v=\left|\left\langle E_{f} J_{f} m_{f}\right| m(\sigma L)\right| E_{i} J_{i} m_{i}\right\rangle\left.\right|^{2} \tag{2.6}
\end{equation*}
$$

where $\sigma$ denotes the type of transition, E for electric, M for magnetic and L represents the multipole of the transition. The radiated power from a multipole is:

$$
\begin{equation*}
P(\sigma L)=\frac{2(L+1) c}{\epsilon_{0} L[(2 L+1)!!]^{2}}\left(\frac{\omega}{c}\right)^{2 L+2}\left[m_{f i}(\sigma L)\right]^{2} \tag{2.7}
\end{equation*}
$$

where $m(\sigma L)$ is the amplitude of the electric or magnetic moment and each emitted photon has energy $\hbar \omega$. Thus, dividing equation 2.7 by the energy of each photon leads to the probability per unit of time for photon emission:

$$
\begin{equation*}
\lambda=\frac{P(\sigma L)}{\hbar \omega}=\frac{2(L+1) c}{\hbar \epsilon_{0} L[(2 L+1)!!]^{2}}\left(\frac{\omega}{c}\right)^{2 L+1}\left[m_{f i}(\sigma L)\right]^{2} \tag{2.8}
\end{equation*}
$$

To simplify the calculation, an assumption can be made that the transition is due
to a single proton moving from one state to another in the shell-model description, and that the radius of the nucleus can be approximated by $R=R_{0} A^{\frac{1}{3}}$. These simplifications lead to the Weisskopf single-particle estimates and they are used to provide an estimate of the rate of the electromagnetic transitions, instead of a pure theoretical calculation. The estimates have two major conclusions:

1) Lower multipole transitions are dominant,
2) Electric transitions are more likely to happen than magnetic for the same multipole order.

Measuring the energy and the decay rate of the gamma rays is not enough to extract all the information from the nuclear state that generated the gamma ray, as the emission is not only governed by the Legendre polynomials but also by spherical harmonics, meaning the measurement of the angular distribution of these gamma rays can provide information about the order of the multipole transition.

In the classical multipole radiation description, oscillating charges and currents can transmit energy and angular momentum. In the quantum description this is also true but for the angular momentum transfer the emitted photon needs to carry a definite angular momentum. For the multipole operator of order $L$ the angular momentum transferred is $L \hbar$. This can be explained through the $Y_{L M}(\theta, \phi)$ term which is associated with the angular momentum.

From the conservation of total angular momentum the initial angular momentum $I_{i}$ is equal to the total angular momentum transferred, $L$, plus the angular momentum of the final state $I_{f}$ :

$$
\begin{equation*}
\overrightarrow{\mathbf{I}_{\mathbf{i}}}=\overrightarrow{\mathbf{L}}+\overrightarrow{\mathbf{I}_{\mathbf{f}}}, \tag{2.9}
\end{equation*}
$$

where the vectors $I_{i}, I_{f}$ and $L$ need to form a closed triangle, meaning that the values of $L$ are restricted. The biggest value $L$ can take is $I_{i}+I_{f}$ and the smallest value is $\left|I_{i}-I_{f}\right|$.

To determine the type of emitted radiation the relative parity of the initial and final state is needed. If the parity does not change then the parity of the transition must be even. On the other hand if the parity changes, the transition is odd. Electric and magnetic transitions of the same multipole order have different parities:

$$
\pi(M L)=(-1)^{L+1}, \pi(E L)=(-1)^{L} .
$$

By knowing this result, selection rules for electromagnetic transitions can be obtained:

$$
\begin{gathered}
\left|I_{i}-I_{f}\right| \leq L \leq I_{i}+I_{f} \\
\Delta \pi=\text { no \& } L_{\text {even }}: \text { Electric, } L_{\text {odd }}: \text { Magnetic } \\
\Delta \pi=\text { yes \& } L_{\text {odd }}: \text { Electric, } L_{\text {even }}: \text { Magnetic }
\end{gathered}
$$

Until now it is supposed that $L \neq 0$ thus excluding monopole transitions. In the case where $I_{i}=I_{f}=0$ there are no possible electromagnetic transitions. However there exist a few even-even nuclei that have $0^{+}$first excited states which according to the selection rules cannot decay by emitting a gamma ray. These states instead decay though a process called internal conversion or if the excitation is above the energy threshold of $2 \mathrm{~m}_{e} \mathrm{c}^{2}$ a pair of electron-positron can be emitted.

Electromagnetic fields from the excited nucleus can excite the electrons in the atom shells, and this process can de-excite the nucleus. The excitation can lead to electromagnetic emission from the atom which will be X-rays from weakly bound electrons filling the vacancy in the inner shell.

While internal conversion will be a possible de-excitation channel for all excitation states, it is most favoured for low-energy transitions and when no other possible decay is possible i.e. below particle emission threshold or for $L=0$. Consider as an example, the first energy excited state in ${ }^{16} \mathrm{O}$ at 6.049 MeV with $J^{\pi}=0^{+}$. The Q-value for alpha emission is -7.161 MeV , while for proton and neutron emission
the values are -12.127 MeV and -15.663 MeV respectively. The ${ }^{16} \mathrm{O}$ nucleus cannot decay via gamma emission as $I_{i}=I_{f}=0$. This state can either de-excite by emitting a high energy electron from the atomic shell or, much more probably, by emitting an electron-positron pair.

To calculate the effect of internal conversion of a given gamma transition it is common to calculate the Internal Conversion Coefficients which are measure of the contribution as a fraction of internal conversion for a given gamma transition. If we are studying a gamma transition of 5.9 MeV from an excited state in ${ }^{16} \mathrm{O}$ and use the calculator provided by reference [59] we can see that only a $1.728 \times 10^{-3}$ fraction of the total gamma rays emitted would arise from internal conversion. As this effect is relatively low compared to the gamma emission, calculations for the Transition probabilities will not be considered, for further calculations on this work.

### 2.3.1 Experimental Electromagnetic Transition Probabilities

The total transition probability $P($ level $)$ of a nucleus is defined as the sum of the possible transition probabilities $P_{d}$, including electromagnetic and particle emission as:

$$
\begin{equation*}
P(\text { level })=\sum_{d} P_{d} \tag{2.10}
\end{equation*}
$$

For a specific excited energy level with mean life $\tau$ (s), the transition probability is:

$$
\begin{equation*}
P(\text { level })=\tau^{-1} \tag{2.11}
\end{equation*}
$$

The partial gamma transition probability $P_{\gamma}(\sigma L)$ is a calculation connecting the total transition probability $P($ level $)$ and the relative intensities of the possible channels of decay:

$$
\begin{equation*}
P_{\gamma}(\sigma L)=P(\text { level }) \frac{N_{\gamma}(\sigma L)}{\sum_{d} N_{d}}, \tag{2.12}
\end{equation*}
$$

where $\sum_{d} N_{d}$ is the sum of every possible transition probability decay channel normalised with the intensity of the transition intensity $N_{\gamma}$ we are calculating. To calculate the reduce transition probability which are defined only for gamma transitions of a certain multipolarity $\mathrm{B}(\sigma \mathrm{L})$ :

$$
\begin{equation*}
B\left(\sigma L ; I_{i} \rightarrow I_{f}\right)=\frac{L[(2 L+1)!!]^{2} \hbar}{8 \pi(L+1)}\left(\frac{\hbar c}{E_{\gamma}}\right)^{2 L+1} P_{\gamma}\left(\sigma L ; I_{i} \rightarrow I_{f}\right) \tag{2.13}
\end{equation*}
$$

where $E_{\gamma}$ is the energy of the gamma ray in $\mathrm{MeV}, B\left(\sigma L ; I_{i} \rightarrow I_{f}\right)$ is in $e^{2}(f m)^{2 L}$ and the decay rate $P_{\gamma}\left(\sigma L ; I_{i} \rightarrow I_{f}\right)$ is in $s^{-1}$. This work is focused on transitions of the type E2. For completeness, a table of $B\left(\sigma L ; I_{i} \rightarrow I_{f}\right)$ for both Electric and Magnetic transitions at different multipolarities is presented. More tabulated values can be found in reference [60].

$$
\begin{aligned}
& B\left(E 1 ; I_{i} \rightarrow I_{f}\right)=6.288 \times 10^{-16} E_{\gamma}^{-3} P_{\gamma}\left(E 1 ; I_{i} \rightarrow I_{f}\right) \\
& B\left(E 2 ; I_{i} \rightarrow I_{f}\right)=8.161 \times 10^{-10} E_{\gamma}^{-5} P_{\gamma}\left(E 2 ; I_{i} \rightarrow I_{f}\right) \\
& B\left(E 3 ; I_{i} \rightarrow I_{f}\right)=1.752 \times 10^{-16} E_{\gamma}^{-7} P_{\gamma}\left(E 3 ; I_{i} \rightarrow I_{f}\right) \\
& B\left(M 1 ; I_{i} \rightarrow I_{f}\right)=5.687 \times 10^{-14} E_{\gamma}^{-3} P_{\gamma}\left(M 1 ; I_{i} \rightarrow I_{f}\right) \\
& B\left(M 2 ; I_{i} \rightarrow I_{f}\right)=7.381 \times 10^{-8} E_{\gamma}^{-3} P_{\gamma}\left(M 2 ; I_{i} \rightarrow I_{f}\right) \\
& B\left(M 3 ; I_{i} \rightarrow I_{f}\right)=1.584 \times 10^{-1} E_{\gamma}^{-3} P_{\gamma}\left(M 3 ; I_{i} \rightarrow I_{f}\right)
\end{aligned}
$$

One can imagine a state that can decay by emitting one gamma by an E2 from a $6^{+}$to $4^{+}$transition or one alpha, equation 2.12 then looks like:

$$
\begin{equation*}
P_{\gamma}(E 2)=\frac{P(\text { level })}{\frac{N_{\gamma}}{N_{\gamma}}+\frac{N_{\alpha}}{N_{\gamma}}} \tag{2.14}
\end{equation*}
$$

It is notable that if the intensity of measured gammas $N_{\gamma}$ is relatively small compared to the intensity of measured alphas $N_{\alpha}$, the total $P_{\gamma}(E 2)$ will decrease and so the $\mathrm{B}(\mathrm{E} 2)$. Then the reduced transition probability then looks like:

$$
\begin{equation*}
B(E 2 ; 6 \rightarrow 4)=8.161 \times 10^{-10} E_{\gamma}^{-5} P_{\gamma}(E 2 ; 6 \rightarrow 4) \tag{2.15}
\end{equation*}
$$

These equations connect the experimental values (intensities $N_{\gamma}$ and $N_{\alpha}$ ) with the values from theoretical calculations. One common method to compare the experimental and theoretic values is the factor F defined in equation 2.16, A value close to one would show a good agreement between experiment and theory, this factor is useful to compare between different models.

$$
\begin{equation*}
F=\frac{B(\sigma L)_{\text {experiment }}}{B(\sigma L)_{\text {theory }}} \tag{2.16}
\end{equation*}
$$

It is common to report reduced transition probabilities in Weisskopf units, to calculate this we divide the measured value by the corresponding value in energy, multipolarity and type of transition Weisskopf estimate, this also helps to measure the "collectiveness" of a transition as a large number would indicate more particles were involved in the transition rather than the single nucleon de-excitation Weisskopf consideration.

### 2.3.2 Gamma Emission from Clustered states

In a clustered state, more particles are involved in the emission of a gamma ray, as the charge inside the nucleus produces a deformed electromagnetic field. This results in an enhancement of the probability of decay by emission of gamma rays.

Until now, gamma emission has only been considered as the result of the deexcitation of a single nucleon. However, in clustered states single nucleon can not be in excited states as they are part of the formed alpha particles that forms the deformed nucleus. The deformation of the nucleus causes a rearrangement of the electromagnetic field within the nucleus, meaning that if the nucleus were to decay by gamma emission, more particles are involved in the transition making the transition stronger and increasing the probability of decaying by gamma.

In the microscopic view of the wave function, a collective state is the superposition of many single particle wave functions with their phases in correlation. The
strengthening of the collective transition probability is caused by the effect of the phase correlation between single particle wave functions.

To exemplify this enhancement, an example is taken from reference [60], two simplifications will be assumed:

- We consider a collective state to be a mixture of four single particle wave functions with equal amplitudes:

$$
\begin{equation*}
a_{1}=a_{2}=a_{3}=a_{4}=0.5=\sqrt{0.25} ; \quad \sum_{i=1}^{4} a_{i}^{2}=1 \tag{2.17}
\end{equation*}
$$

- The gamma-ray matrix elements corresponding to the reduced single particles between the initial and the final states are equal to $\left\langle E_{f} J_{f} m_{f}\right| m_{s . p .}(\sigma L)\left|E_{i} J_{i} m_{i}\right\rangle$.

With these simplifications and having the phase in correlation:

$$
\begin{gather*}
\left.m_{f i}(\sigma L)=\left(2 I_{f}+1\right)^{-1}\left|4 \times 0.5\left\langle E_{f} J_{f} m_{f}\right| m_{s . p .}(\sigma L)\right| E_{i} J_{i} m_{i}\right\rangle\left.\right|^{2} .  \tag{2.18}\\
\left.m_{f i}(\sigma L)=4\left(2 I_{f}+1\right)^{-1}\left|\left\langle E_{f} J_{f} m_{f}\right| m_{s . p .}(\sigma L)\right| E_{i} J_{i} m_{i}\right\rangle\left.\right|^{2} . \tag{2.19}
\end{gather*}
$$

From equation 2.19 we can see a 4 fold enhancement of the transition probability in this example.

Although there is an enhancement in collective transitions, the theoretical calculations are completely dependent on the overlap of the initial and the final wave functions which are model-dependant.

### 2.4 Interaction of gamma-rays with matter

There are three major different ways gamma radiation can interact with matter: Compton scattering happens when the gamma ray is scattered by an atom and a recoil electron is produced, the resulting gamma ray and electron share the original energy of the incident gamma ray which allow further interactions with the material.

In photoelectic absorption the gamma ray is completely absorbed and a photoelectron is ejected by the outer shells from the atom, with the kinetic energy of this photoelectron being equal to energy of the original gamma ray minus the binding energy of the photoelectron to the original shell.

When the gamma rays have energy greater than 1.022 MeV they can create a pair of electron-positron by converting some of its energy into matter through a process called pair production. After an electron-positron pair is created; the left over energy from the original gamma ray is divided into the pair as kinetic energy and the recoil nucleus. For most practical calculations, especially in thick materials where multiple interactions happen, the energy taken by the recoiling nucleus is often negligible. However, in precision experiments or certain applications, it would need to be taken into account. After the positron losses its energy due to electromagnetic interactions and comes to rest it annihilate with an electron, producing a pair of opposite co-linear 0.511 MeV gamma rays.

The type of interaction depends on the Z number of the absorber and the energy of the incident gamma ray. In figure 2.10 the relative areas where each interaction are more dominant is shown.


Figure 2.10: Figure adapted from reference [61], the lines separating areas show where the probability of interaction of a given interaction is equal

### 2.5 Detection Efficiency

Efficiency is defined as the conversion of some type of event into another type of event. In our case, detection efficiency is the ratio of conversion between the emitted particles by a nuclear reaction to detection in an experiment. The detection efficiency depends on several factors including: the materials of the detector, its geometry, type of radiation, energy and possible interactions.

In section 2.4 the specific mechanism of how gamma rays can possibly interact with a material and producing secondary emissions that can lead to its detection (this is further discussed in the next section). But not all of these gamma rays will interact with the material though, some will just traverse the volume of the material without interacting thus not being detected. The detection efficiency is divided in two sections, the absolute efficiency:

$$
\begin{equation*}
\epsilon_{a b s}=\frac{\text { particles detected }}{\text { particles emitted }} \tag{2.20}
\end{equation*}
$$

and the intrinsic efficiency:

$$
\begin{equation*}
\epsilon_{i n t}=\frac{\text { particles detected }}{\text { particles incidents on the detector }} \tag{2.21}
\end{equation*}
$$

These quantities are related by a geometric factor shown in equation 2.22 , the division between the full coverage of a sphere containing the material emitting the rays and the solid angle covered by the material used as the detector $\Omega$, usually the emitting material is small enough to be considered as a consider it as a point in space.

$$
\begin{equation*}
\epsilon_{i n t}=\epsilon_{a b s} \times \frac{4 \pi}{\Omega} \tag{2.22}
\end{equation*}
$$

These quantities allow us to calculate the number of particles that were emitted by a source or a nuclear reaction by extracting the number of detected particles in an experiment.

### 2.6 Gamma spectroscopy

The study of the energies and cataloguing of gamma rays is called gamma spectroscopy, the tools to study them involve techniques called detectors and as discussed in section 2.4, gamma rays can interact with matter in three distinct ways. In certain materials the secondary emissions can be detected and then converted into organised data to investigate the origin of the gamma rays, these materials are perfect candidates to become detectors.

In an experiment the choosing of the detector is crucial, as the geometry and the chemical composition are critical to maximise the efficiency of measurement. The type of interaction will produce different responses in a detector. In section 3.5 the specific mechanism of detector of our array is discussed.

The photoelectric effect will produce a single electron from interacting with an atom from the detector, if we were to measure the energy distribution of these electrons after a mono-energetic beam of gamma rays, it will produce a single peak in its energy spectrum, as all of the energy from the incident gamma is converted into kinetic energy for the recoil electron. This type of interaction usually occurs at very low energies of the incident gamma ray.

Compton scattering will produce a continuum spectrum of detected energies as all angles are possible for the recoil electron. This feature in the spectrum is called Compton continuum. By conservation of energy and momentum we can calculate the energy of the gamma ray after the interaction, as shown in equation 2.23:

$$
\begin{equation*}
E^{\prime}=\frac{E_{0}}{1+\left[\frac{E_{0}}{m_{e} c^{2}} \times(1-\cos (\theta))\right]} \tag{2.23}
\end{equation*}
$$

where $m_{e} c^{2}$ is the resting mass of the electron, $E_{0}$ is the original energy of the gamma ray, $E^{\prime}$ is the energy of the scattered gamma and $\theta$ is the angle at which the electron was emitted. We can note two interesting results from this equation:

When $\theta \approx 0$, the recoil electron is left with almost no energy and the scattered
gamma will have most of the energy from the original gamma ray. This gamma ray is likely to interact again with another atom in the material. The case $\theta \approx$ $\pi$, is when the recoil electron takes the maximum energy that can take from the interaction leaving the secondary gamma ray with less energy.

The recoil energy of the electron is given by: $E_{e}=E_{0}-E^{\prime}$. At $\theta \approx \pi$, the electron takes all the possible transferable energy from the interaction, this will manifest in the detected energy spectrum (see figure 2.11) as the end point for the Compton continuum and it is called the Compton edge. The difference between this feature and the full energy peak when the energy of the incident gamma is much greater than $m_{e} c^{2}$ tends to a constant value of 0.256 MeV .

Pair production, on the other hand will manifest in a detected energy spectrum as one extra or two extra peaks separated from the full absorption peak to a distance of 0.511 MeV and 1.022 MeV , depending on the actual size of the detector, a small detector is more likely to let both peaks escape where as in a medium or big sized detectors, these gamma rays have more volume to interact and be detected.

If only one of these secondary gamma rays escape is called a single escape peak and if both escape its called a double escape peak. When the total energy of the gamma is absorbed by the detector it is called a full energy peak.

Detection of gamma rays involves a usually involves a combination of these effects.
A typical energy spectrum considering all of the interactions discussed is shown in figure 2.11, where we can notice how multiple interactions can happen in the detector.


Figure 2.11: Representation of a typical gamma spectrum in a medium sized detector.

Another interaction that can affect our spectrum is Compton back-scatter, when gamma rays are scattered outside the detector and then scattered back into it, they will produce a feature in the spectrum around 200 keV , but it does depend on the initial energy.

### 2.7 Alpha Emission

This is one of the possible process a nucleus can undergo to de-excite itself. Classically, alpha emission is forbidden, but now is known to be possible through quantum tunnelling. Alpha particles are good candidates to release energy from an excited nucleus due to the relatively high binding energy compared with its neighbouring nuclei. In order for alpha to escape the nucleus it needs to overcome the Coloumb repulsion.

The Q-value for alpha emission is greater than other possible decay channels (proton, neutron, other helium isotopes, etc.), other types of particle disintegration
are possible but the probability is low compared with the alpha disintegration.
The energy of the alpha particle is dictated by the final state in which the daughter nucleus is populated, in alpha spectroscopy this is noted by $\alpha_{0}$ if the ground state is populated, $\alpha_{1}$ if the first excited state is populated and so on.

Identifying the populated states in the daughter nucleus is no easy task and it takes some detective work usually in combination with other techniques such as correlated particles, time of flight, and gamma spectroscopy to extract all the possible information about the excited nucleus.

### 2.8 Interaction of Charged particles with matter

Charged particles mostly interact by Coulomb forces with matter, as when a particle enters an absorbing medium, it will immediately be affected by the field generated the electrons of its atoms. Depending on the proximity of the charge particle to the atoms in the material and the energy, the electrons can be excited or completely ripped from the atom. This energy transfer slows down the particle and if there are enough collisions the particle can be stopped and absorbed entirely.

It is possible for charged particles to go through an absorber medium without losing all of its energy, but it does depend on the original energy of the charged particle, the atomic number of the material and its thickness.

The energy loss of a particle going though a medium can be studied using the Bethe-block semi-empirical formula:

$$
\begin{equation*}
-\left\langle\frac{d E}{d x}\right\rangle=\frac{4 \pi}{m_{e} c^{2}} \cdot \frac{n z^{2}}{\beta^{2}} \cdot\left(\frac{e^{2}}{4 \pi \varepsilon_{0}}\right)^{2} \cdot\left[\ln \left(\frac{2 m_{e} c^{2} \beta^{2}}{I \cdot\left(1-\beta^{2}\right)}\right)-\beta^{2}\right] \tag{2.24}
\end{equation*}
$$

where $x$ is the distance travelled in the medium by the charged particle, $E$ is the energy of the particle, $\beta=\frac{v}{c}, c$ is the speed of light in vacuum, $m_{e}$ is the mass of the electron, $e$ is the charge of the electron, $n$ is the medium density $I$ is the mean
excitation potential ${ }^{3}$ and $\epsilon_{0}$ is the vacuum permittivity. In reality this formula is only an approximation, and to calculate accurately the energy loss experienced by a charged particle in a medium, tables of experimental data and computational approximations are used.

Charged particle detectors increase their efficiency with their volume as the probability of the particle to deposit all of its kinetic energy within the material increases with the length of the material. But in there is a limit on how big a detector can be before other effects affect the detection of charged particles.

Let us consider gas detectors such as proportional counters or Geiger-Müller [61] by creasing the volume of the detector generally increases the probability that a charged particle will interact within the detector, thereby increasing the efficiency. However, if the detector becomes too large, issues like longer electron drift times, increased capacitance, and other factors can degrade the signal-to-noise ratio or the detector's timing resolution.

In Scintillation Detectors, a larger volume of scintillating material increases the likelihood of a charged particle interacting and producing scintillation light, which can increase efficiency. But, larger volumes might also mean that some of the produced light photons have to travel longer distances to reach the photodetector (like a photomultiplier tube). This can lead to more light absorption and scattering, potentially reducing the amount of light collected.

Another example are the Semiconductor Detectors in wich Increasing the volume (thickness) can increase the efficiency for detecting high-energy particles that might otherwise pass through a thinner detector without interacting. However, increasing the volume can also increase the electronic noise and reduce the energy resolution of the detector.

A combination of multiple detectors of different thicknesses can be used to archive a complete detection of charged particles without sacrificing energy or time resolu-

[^3]tion or adding the benefit of distinguishing the type of particle by the energy loss in each detector. The materials, size, number and geometry of detector are a key concept when designing an experiment.

### 2.9 Branching ratio

The branching ratio is defined as the probability of decaying by one process in respect to another. If an energy state is above the $\alpha$-particle threshold, the probability of de-exciting by gamma emission drops drastically as it is more efficient to lose the excess energy by emitting an $\alpha$-particle. It noticeable that gamma transitions are not forbidden meaning that they can still occur but with a relative low probability or a relatively small branching ratio compared with $\alpha$ emission, usually below 1 in a 100000 for excitation energies above the alpha particle threshold [57].

## Chapter 3

## Experimental Methods

"The ship wherein Theseus and the youth of Athens returned had thirty oars, and was preserved by the Athenians down even to the time of Demetrius Phalereus, for they took away the old planks as they decayed, putting in new and stronger timber in their place, insomuch that this ship became a standing example among the philosophers, for the logical question of things that grow; one side holding that the ship remained the same, and the other contending that it was not the same." -Theseus By Plutarch, 75 A.C.E.

Translated by John Dryde

The experimental methods described in this section correspond to the latest iteration of the experiment which led to the measurement of the gamma branching ratio and the reduced transition probability $\mathrm{B}(\mathrm{E} 2)$ from the reaction of interest. Previous iterations of this experiment, as well as data from them, are presented to explain the upgrades of the detection array.

### 3.1 Reaction of interest

The reaction of interest of this work is formation the compound ${ }^{16} \mathrm{O}$ nucleus caused by the fusion of an incident alpha particle and a ${ }^{12} \mathrm{C}$ target to produce excited into the $16.275 \mathrm{MeV}, J^{\pi}=6^{+}$level [57].

From this energy level, the most likely decay channel is alpha-decay, but gammadecay is also possible, following the decay rules described in section 2.3.

Moreover, there is a possible electromagnetic transition to the $10.356 \mathrm{MeV} J^{\pi}=$ $4^{+}$energy level. From this state, the ${ }^{16} \mathrm{O}$ nucleus would have enough excess energy to decay into an alpha particle and a ${ }^{12} \mathrm{C}$ nucleus in the ground state. A depiction of the reaction can be found in figure 3.1.

The $10.356 \mathrm{MeV} J^{\pi}=4^{+}$can also decay by gamma emission to three other states, but the branching ratios are comparably low with respect to alpha emission. The states and the relative intensities of these transitions are presented in table 3.1 from data in reference [57]:

| Final Energy State $[\mathrm{MeV}], J^{\pi}$ | Energy $[\mathrm{MeV}]$ | Relative Intensity to $\alpha$-emission |
| :---: | :---: | :---: |
| $6.9171(6), 2^{+}$ | $3439(3)$ | $2.4 \times 10^{-6}$ |
| $6.12989(4), 3^{-}$ | $4225(3)$ | $3.84 \times 10^{-8}$ |
| $0.0,0^{+}$ | $10352(3)$ | $2.16 \times 10^{-10}$ |

Table 3.1: Possible gamma decays from the $10.356 \mathrm{MeV} J^{\pi}=4^{+}$energy level of ${ }^{16} \mathrm{O}$.

In order to populate the energy excitation state of interest with an alpha beam with energy $E_{\text {Beam }}$, the available energy of the system needs to be calculated using the centre of mass energy equation 3.1,

$$
\begin{equation*}
E_{\text {available }}=E_{C M}+Q=E_{\text {Beam }} \frac{M_{C_{12}}}{M_{C_{12}}+M_{\alpha}}+Q \tag{3.1}
\end{equation*}
$$

This will allow the beam energy to be calculated and by using LISE ++ [63] the required target thickness can be obtained in order to determine the viability of this
reaction.


Figure 3.1: Schematic of the reaction of interest and the decay of interest.

### 3.2 Particle Identification Techniques

It is useful to use Catania plots as a technique to visualise the data from a nuclear experiment, in order to determinate specific energy levels of the remnants from nuclear reactions.

It is possible to generate these graphs by using conservation of energy and momentum. To illustrate how to produce a Catania plot, let's consider the reaction $\alpha+{ }^{12} C \rightarrow \alpha+{ }^{12} C^{*}$, where an alpha particle is inelastically scattered by a ${ }^{12} C$ nucleus then detected at an angle $\theta$ and at energy $E_{\alpha}$, leaving the ${ }^{12} C$ at an excitation level of $E x_{12} C$. From the conservation of energy we get:

$$
\begin{equation*}
E_{\text {beam }}=E_{C^{12}}+E_{\alpha}+E x_{12} C, \tag{3.2}
\end{equation*}
$$

Re-arranging, we obtain:

$$
\begin{equation*}
E_{\text {beam }}-E_{\alpha}=E_{C^{12}}+E x_{1^{12} C} . \tag{3.3}
\end{equation*}
$$

The quantity $E_{C^{12}}$ can be calculated from the conservation of momentum described in appendix A , as the particle is not usually detected. Thus:

$$
\begin{equation*}
E_{\text {beam }}-E_{\alpha}=\frac{1}{m_{C}} \frac{\mathbf{p}_{C}^{2}}{2}+E x_{12} C \tag{3.4}
\end{equation*}
$$

and making $\frac{1}{m_{C}} \frac{\mathbf{p}_{C}^{2}}{2}=E_{\text {reconstructed }}$,

$$
\begin{equation*}
E_{\text {beam }}-E_{\alpha}=E_{\text {reconstructed }}+E x_{1_{22} C} . \tag{3.5}
\end{equation*}
$$

To generate a Catania plot, $E_{\text {beam }}-E_{\alpha}$ is plotted as the $y$-coordinate and $E_{\text {reconstructed }}$ is plotted as the $x$-coordinate. The different energy levels are given by the term $E x_{12} C$ which is the intercept with the $y$-axis

This technique is thoroughly described and used by S. Pirrie in reference [64].
As a consequence of this, a series of straight line loci will be present on the Catania plot, the slope of which corresponding to the reciprocal of the mass of the reconstructed particle and the $y$-axis intercepts will correspond to the excitation energy level. This last point means that states in the same nucleus with different excitation energies will form separate loci.

This technique can separate events by type of interaction and by projectile and target nucleus.

### 3.3 Detection Array

The detection system consists on ten Hamamatsu Photomultiplier tubes coupled with $\mathrm{LaBr}_{3} \varnothing 38.1 \mathrm{~mm} \times 50.08 \mathrm{~mm}$ crystals [65] and two W1-micron [66] Double-sided Silicon Strip Detector telescopes ( $65 \mu \mathrm{~m}+500 \mu \mathrm{~m}$ ).

The front of the $\mathrm{LaBr}_{3}$ crystals are covered by a thin layer of aluminium and they connect to the photomuliplier by a $\varnothing 38.1 \mathrm{~mm} \times 5 \mathrm{~mm}$ glass optical guide which works as an optical coupling(together with silicon optical grease).

The diametrical area of each detector housing is shielded with a layer of lead to avoid detection of scattered gamma rays from other detectors in the array. This
also increases the probability of the detected gamma rays being fully absorbed by the crystal, as gamma rays (particularly those of high energy as of interest here, i.e. with several MeV ) can Compton scatter back into the crystal from the lead.

The positions of the $\mathrm{LaBr}_{3}$ detectors are shown in figure 3.2, and the mount can accommodate up to 20 detectors. The solid angle covered by one detector can be easily calculated by using equation 3.6:

$$
\begin{equation*}
\Omega=2 \pi\left(1-\frac{d}{\sqrt{d^{2}+a^{2}}}\right) \tag{3.6}
\end{equation*}
$$

where $d$ is the distance from the centre of the chamber to the face of the detector and $a$ is the area of the crystal. The detectors cover a fraction of the total solid angle $0.111 \pm 0.001$.


Figure 3.2: Three-D render of the outside of the reaction chamber with ten $\mathrm{LaBr}_{3}$ detectors (crystals + photomultiplier tubes in aluminium housing) mounted as in the experiment.

The DSSDs were mounted in a custom support that fits in place inside the chamber, as shown in figure 3.3. To position the target in place, a support was built by the mechanical workshop at the School of Physics and Astronomy of the University of Birmingham. As the beam needs to be conditioned and tuned each day (a more detailed explanation can be found in section 3.9), it is necessary to remove the tar-
get from the path of the beam. In previous iterations of the experiment this meant breaking the vacuum of the chamber, removing the target, vacuum the chamber, conditioning the beam, breaking the vacuum a second time and placing the target and run the experiment. This process required at least one hour in for each vacuum cycle which meant over $15 \%$ to $25 \%$ of beam time was lost.


Figure 3.3: Placement of the DSSD telescopes inside the chamber.

To minimise the lost beam time, a new target holder system was created by using a Thorlabs Linear Translation Stage piezoelectric motor [67] which allowed movement and monitoring of the position of a newly designed three target holder from the outside of the vacuum system. A 3D render of this can be seen in figure 3.4. The motor could move only once in vacuum as the piezoelectric components could not dissipate the generated heat, although this was not a problem for the experiment as the position from open to target only needed to be changed once per day of beam time.


Figure 3.4: Three-D render of the target holder and the scatter shield position.

The DSSD telescopes were placed at $45^{\circ}$ and $-45^{\circ}$ with respect to the laboratory frame of reference, the distance from the target to the face of each telescope was 45 mm .

The face of the detector was perpendicular to the reaction point, but the mount position has an offset of 6.34 mm with respect to the middle of the detector.

The distance from the front telescope detector to the one on the back was 10 mm .
A schematic of the detector placements and collimator system is shown in figure 3.5.


Figure 3.5: Top view of the detection and collimator systems (not to scale). A beam dump is a device to stop the beam completely, in this case it is a Faraday cup to monitor the beam current as well as as well as being used to find the optimal parameters for beam alignment.

### 3.4 Double-sided Silicon Strip Detector: DSSD

DSSDs are part of the semiconductor detector family. They consist of n-type and p-type doped semiconductors. A reverse bias voltage ${ }^{1}$ is applied to these detectors to create a charge depleted region, in which electrical pulses are created through the interaction of ionising radiation. These pulses are created due to the effect of exciting electrons from the valence band to the conduction band, the magnitude of the pulse is proportional to the energy of the incident particle.

[^4]

Figure 3.6: The Micron Semiconductors Ltd. W1 type DSSD. Taken from reference [66].

The main advantage of using two DSSDs in a telescope array is to distinguish particles by the energy they deposit in each detector. As mentioned in section 2.8, charged particles can have enough energy to go though a material. This is known as punch-through, and in this case the the particle will still deposit some of its energy. If another thick detector were positioned behind with a greater thickness the particle could be identified as the energy deposition will depend of the Z of the material, the A and Z of the particle and the kinetic energy.

### 3.4.1 Calibration

The proportional relationship between the pulses created when a particle loses energy in the sensitive volume of the detector is characterised by using $\alpha$-emitters. The most typical source to use in the calibration of DSSDs for nuclear structure measurements is a combination of ${ }^{239} \mathrm{Pu},{ }^{241} \mathrm{Am}$ and ${ }^{244} \mathrm{Cm}$. These sources emit alpha particles at $5.155 \mathrm{MeV}, 5.486 \mathrm{MeV}$ and 5.805 MeV respectively. There are more alpha emissions from these isotopes but the intensities are relatively low compared to those mentioned above [68].

These detectors tend to have a linear energy-signal relationship, and in this work the range of energies varies from around 1 to 12.5 MeV , so the calibration of the detectors can be performed reliably using a $3-\alpha$ source. Figure 3.7 shows an example of a typical 3- $\alpha$ source spectrum.

In the latest iteration of the experiment it was necessary to calibrate 128 channels of charge particle detector signals corresponding to four detectors with 32 strips (16 on the front and 16 orthogonal strips on the back). Calibrating these channels once or twice per day by hand was impractical and with a large probability of human error. An auto-calibrator program was written in order to automate the process.

The program reads in the raw data file as input, finds the peaks, fits a Gaussian curve to each and then fits a linear function of centroid against known energy. The coefficients for each spectrum (strip) fit were written in a data file to be used for later analysis


Figure 3.7: Example of a typical $3-\alpha$ source spectrum, taken during the calibration process for this experiment. This calibration process was done for all 128 channels.

## 3.5 $\mathrm{LaBr}_{3}$ Detectors

$\mathrm{LaBr}_{3}$ is part of the inorganic scintillator crystal family. In general, inorganic scintillator crystals are formed in high temperature ovens. They possess high stopping power due to high density and high atomic number, as well as high luminosity per unit of absorbed energy (often characterised in photons per MeV ) which makes them common in gamma spectroscopy.

These detectors have an exceptionally good light output (165 \% better than NaI crystals) in comparison to other crystals which gives rise to their superior resolution [65].

As mentioned in section 2.4 there are three possible ways gamma rays can interact with matter, and these interactions usually create a fast electron. This electron then interacts with the electronic band structure of the crystal structure promoting electrons from the valence band to the conduction band, leaving a trace of secondary particles from interactions.

The electronic band structure is responsible for the scintillator mechanism, as it describes the possible energy range an electron can have (allowed bands) and the bands that cannot be populated (forbidden).

Electrons in the conduction band can move freely within a crystal. In metals, the valence band and the conduction band are superposed, allowing for free movement of electrons. In contrast, in an insulator (such as a scintillator crystal) or in a semiconductor, these bands are separated by a forbidden energy gap, restricting the flow of electrons.

When excited electrons in the conduction band of the scintillator de-excite and return to the valence band, a photon is emitted. This process tends to be inefficient and impurities, known as activators, are added to modify the electronic band structure. The energy of the newly created photon is not enough to excite the crystal making the crystal transparent to its own radiation. This process is shown in figure 3.8.


Figure 3.8: Schematic drawing of the gamma absorption and scintillation mechanism for inorganic scintillators.

### 3.5.1 Photomultiplier tubes

The $\mathrm{LaBr}_{3}$ crystals are coupled to photomultipliers. The principle of photomultiplier tubes resides in the creation of electrons in a photocathode. The electrons produced are then accelerated by several dynodes, each held at an increasingly positive potential. At each dynode stage the number of electrons increases resulting in a cascade effect. The signal, at least for energies below 2 MeV , is proportional to to the energy of the incident radiation.


Figure 3.9: Schematic of a photomultiplier tube. Adapted from reference [69].

Gamma detectors are usually calibrated by standard sources (e.g. ${ }^{60} \mathrm{Co},{ }^{137} \mathrm{Cs}$, ${ }^{22} \mathrm{Na}$ ) but the energy of the gammas from these sources is usually below 2 MeV .

Along with this, at energies above 2 MeV , the response of the detectors (including the photomultiplier tubes) tend to deviate from linearity. Another effect to consider is variation on the gain of the photomultiplier tube as it can change due to thermal perturbations, voltage instabilities, etc.

### 3.5.2 Calibration

To calibrate the scintillator detectors, gamma rays from nuclear reactions that occurred during the experiment were used. These reactions included inelastic excitation of ${ }^{12} \mathrm{C}$ leading to the first excited state at 4.438 MeV as well as excitation of oxygen contaminants populating the 6.135 MeV level in ${ }^{16} \mathrm{O}$. In both cases, the energies are high enough to give rise to full-energy peaks as well as single- and double-escape peaks.

The resulting alpha particles from inelastic reactions scatter at a specific angle and energy which allows them to be isolated in specific regions in the Catania plots; the location of the scattered alpha particles enables software coincidence gates to be set to produce clean gamma spectra corresponding to specific nuclei in order to calibrate the $\mathrm{LaBr}_{3}$ detectors.

To improve the selected area, the data from the experiment were compared with the simulations, discussed in the next chapter.


Figure 3.10: Top: simulation of the 4.438 MeV state in ${ }^{12} \mathrm{C}$ to select the area for the graphical gate.
Middle: Using experimental data a Catania plot is generated with the geometric region selected for the $4.438 \mathrm{MeV}{ }^{12} \mathrm{C}$.
Bottom: Gamma spectrum associated with the decay from the aforementioned state. The full energy peak and both escape peaks were used to calibrate the detector.

A calibration program was written in Python using the Jupyter-lab Notebook computational environment [70] which enabled a graphical interface. The program was used to load the individual gated spectra from each day and each channel, remove the background and run a peak finding routine. The program enabled the parameters obtained (and horizontal spectrum range displayed) to be adjusted. Each detector was individually calibrated with a $2^{\text {nd }}$-order polynomial corresponding to a channels-to-energy function. These coefficients, as well as the uncertainties were written to text files for further processing. An example of the user interface is shown in figure 3.11.


Quadrat: 0.9999358792214946
True 0.0044210001352293915 True $\theta .0009713646939064624$ True - 0.014519394553897946 True 0.009568318040250823 True 0.0006168 118860507832 True - - . 0643320401868403025 good: 6
 root source: medusa41.root run: 16 channel: 135



Figure 3.11: Graphical interface of the gamma calibration program, peak identification labels show the peaks used for each detector calibration. FEP refers to full energy peak and $\mathbf{1 E P}, \mathbf{2 E P}$ are first escape peak and second escape peak respectively.

### 3.6 Doppler broadening

When a gamma ray is emitted by a moving nucleus, it will present a shift and broadening of energy that will depend on the velocity of the nucleus, the angle of
measurement and the energy of the gamma. These two effects are known as the Doppler shift and Doppler broadening respectively.

To calculate the shift equation 3.7 is used:

$$
\begin{equation*}
E_{\text {Dopp }}=E_{0} \frac{\sqrt{1-\beta}}{1-\beta \cos (\theta)} \tag{3.7}
\end{equation*}
$$

where $\theta$ is the angle of detection, $E_{0}$ is the original energy of the gamma ray and $\beta=v / c$.

As the detectors cover a finite solid angle, the detector would be able to detect a continuous shift in the measured gammas, this range of Doppler shifted energies causes the energy spectra to Doppler broaden.

If $E_{D o p p}$ is plotted for a 5.9 MeV gamma with $\beta=0.01$, a small effect can be observed (shown in figure 3.12). This effect is so small that it would fall within the uncertainty associated with the resolution of the detectors.

The experiment was designed such that the alpha beam particles had just enough kinetic energy to populate the desired state, thus leaving little remaining energy to contribute to the Doppler shift of the compound nucleus ( $\beta<0.01$ ).


Figure 3.12: Doppler shift for $\beta=0.01$, dots represent the relative angles of the $\mathrm{LaBr}_{3}$ detectors from the beam perpendicular axis.

### 3.7 Data acquisition and Electronics

Data acquisition was handled using the Multi Instance Data Acquisition System (MIDAS) [71]. This system enabled the storing of data from the experiment in an event-by-event manner. An event is defined as the group of signals that are digitised in a set amount of time known as the gate, which in this case also triggers the acquisition process. An event can be composed of several hits in one or more detectors; these signals are said to be coincidence when they are detected in a smaller time frame than the time window or gate.

Not all events that trigger the system are of interest, as some of these events may be caused by electronic noise, voltage variations, cable interference, random cosmic background events and nuclear reactions that are not relevant for this experiment; these events can overflow the acquisition system, or generate an excessive amount of triggering, but they can be mitigated by electrically isolating the cables or checking the detectors are correctly plugged in.

Another type of event occurs with signals that are above the discriminator threshold and therefore generate a trigger, but that are below the ADC threshold and thus don't get digitised. Therefore, they don't appear in the data, but do cause deadtime which is the time it takes a signal to be digitised. These events are known as Bad events.

Goodevents on the other hand correspond to signals coming from nuclear reactions of interest and are above the ADC threshold of detection. The ratio between goodevents and badevents is usually a good measurement to probe for good performance of the data acquisition system.

A veto signal is also useful to avoid the overflow or buffering of events, stops the system receiving more events during the digitisation of an event, this process can take up to 60 microsceconds, an example of this process is shown in figure 3.13.

This system requires two types of signals in order to convert the energy and time information from the detectors into sorted data in a file. First, the analog signal
from the detectors which contains information about the energy and time of the particles involved in each event; the second type are the logic pulses.

Logic pulses let the system know which events will be saved or vetoed; these signals also control the time when the system is open to receive information from the detectors and can be adjusted. A wide time gate might let information be saved that is not relevant or contain information about two or more events and a narrow gate might not let all the information from an event be saved.


Figure 3.13: In this example, let us imagine an alpha particle being inelastically scattered by a ${ }^{12} \mathrm{C}$ nucleus, exciting it to the 4.438 MeV energy level. After the interaction the ${ }^{12} \mathrm{C}$ nucleus decayed by emitting one gamma ray detected in channel k , the alpha particle hit the left DSSD telescope on vertical strip i and horizontal strip j , a cosmic ray produced a signal in the gamma detector in channel n . The amplitude of these signals will be digitised and saved to file as a single event. If an alpha particle then elastically scatters off of a ${ }^{12} \mathrm{C}$ nucleus just after the first interaction and happens to hit the same DSSD strips, this only activates channels i and j , but these signals will not be digitised as they arrived during the veto time on the acquisition system.

The detectors produce an analog signal proportional to the energy deposited in it. These signals then are pre-amplified, amplified by Nuclear Instrumentation Modules (NIM) and then converted into a digital set of data; while the logic gate signal is active in the acquisition system.

By knowing the relative positions of the detectors to the reaction point, the angle can be calculated, additionally by using a Time to Digital module the relative time between the detected charged particles and gamma rays can be extracted. This information is saved to disk to be further analysed.

The diagram of the electronics chain that makes the data acquisition possible is illustrated in figure 3.14.


Figure 3.14: Block diagram of the electronics chain used for the signals process for the data acquisition. Below a is a list detailing each module used.

- AMP: Caen N568E 16 Channel Programmable Spectroscopy Amplifier [72].
- P-AMP: Mesytec MPR-16 16 channel preamplifier [73].
- Discrimin: Caen V895 16 Channel Leading Edge Discriminator [74].
- ADC: Caen V785 32 Channel Multievent Peak Sensing ADC [75].
- TDC: Caen V775 32 Channel Multievent TDC [76]
- FIFO: Teledyne Lecroy 428F Quad linear Fan-In/Fan-Out [77].
- Gate Generator 222 NIM Dual Gate and Delay Generator [78].
- PSU: Caen N1470 4 Ch Reversible 8 kV at 3 mA (8 W) NIM HV Power Supply Module [79].

In order to visualise the information from the MIDAS data-acquisition program in real-time, user code was written in the Sunsort data analysis package [71]. These two programs are integrated, Sunsort can read the data from the MIDAS memory location where it is buffered. This allows checking for gain displacements, broken strips, bad events and it is very useful to examine the quality of the data with respect to the physics goal. One of the disadvantages of this system, is the output data file as it is not as compatible with other programs used in this work other than Sunsort. A decoder to convert this file into a ROOT readable file was written so compatibility was not an issue.

The ROOT framework [80][81] offers a lot of flexibility and tools that make the analysis easier, macros can be written in $\mathrm{C}++$ or python [82]. It has a large community along with frequent updates, offers support for multi-core processing, has built-in graphics, as allowing the use of jupyter-notebooks which are a powerful tool for the data fitting and analysis [70].

### 3.8 The MC40 Cyclotron

A cyclotron is a type of particle accelerator that uses a magnetic field to produce a Lorentz force $\vec{F}$, on charge particles resulting in an acceleration:

$$
\begin{equation*}
\vec{F}=q[\vec{E}+(\vec{v} \times \vec{B})], \tag{3.8}
\end{equation*}
$$

where $\vec{F}$ is the resulting force, $\vec{v}$ is the velocity vector of the particle and $\vec{B}$ and $\vec{E}$ are the magnetic and electric fields respectively. It is important to note that the acceleration of the particle in the field is perpendicular to the field $\vec{B}$. A typical cyclotron schematic is shown in figure 3.15.

The MC40 Cyclotron at the University of Birmingham is primarily used as a tool to produce medical isotopes for imaging, and it routinely generates beams of protons, deuterium, helium-3 and helium-4. The range of available energies depends
on the particles that will be accelerated. For helium-4 particles the accelerator can operate between 10 MeV and 40 MeV . The nature of the acceleration produces a pulsed output beam.


Figure 3.15: Diagram of a typical cyclotron, taken from reference [83].

### 3.9 Beam transport, current, and energy

Once the particles are out of the accelerating stage it is necessary to transport them to the reaction chamber. The beam tends to diverge, so in order to focus it, several quadrupole magnets are used. This is known as ion optics, as they are analogous to optical lenses. These lenses can focus the beam to decrease scattering from the chamber and beam-pipe components. To change the direction of the beam high-field dipole magnets are used, which work by applying a perpendicular a magnetic field perpendicular to the beam axis. The resulting force is described by equation 3.8 when $\vec{E}=\overrightarrow{0}$.

The number of nuclear reactions are proportional to the number of incoming particles, and a high current might saturate the detectors or damage them. The beam current needs to be monitored to avoid these problems. To monitor the current, an ammeter is connected to the target. The target and the scatter shield were in electrical contact and so the measured current corresponded to the sum of both
particles hitting the shield and the target. A current of around 0.065 nA was found to be optimal. This represent around $2 \times 10^{8}$ alpha particles per second.

The energy of the incident particles can be measured by plotting the energy of the detected particles against angle of the detection, $E_{d}$ vs $\theta$. From the equations in appendix B , kinematic lines corresponding to different masses and excitation energy levels can be drawn over this plot. The beam energy used to calculate the kinematic lines can be adjusted to match the measured energy profiles. In figure 3.16, this process is performed for the main detector chamber (see figure 3.5), a large spread of energy can be observed, caused by the target thickness.


Figure 3.16: Kinematics lines for the reaction leading to different excitation energies superimposed on the data and presented as a $E_{d}$ vs $\theta$ plot.

Cyclotrons tend to have a larger energy spread spread compared to other types of accelerators as the output energy depends on the number of orbits and extraction radius of the particles. To improve the beam energy measurement, an extra detector was added to the system: a Micron Semiconductors Ltd W1 with a nominal thickness of $500 \mu \mathrm{~m}$, and at a distance of 122.5 mm from the target and at an angle of $45^{\circ}$ respect to the beam axis. A thin gold target of thickness $1.2 \mathrm{mg} \mathrm{cm}^{-2}$ was used to scatter the beam in the secondary reaction chamber as shown in figure 3.5.


Figure 3.17: Kinematics lines for the reaction ${ }^{197} \mathrm{Au}(\alpha, \alpha){ }^{197} \mathrm{Au}$ superimposed on the $E_{d}$ vs $\theta$ plot. The middle line is use to calculate the beam energy and the upper and lower lines are references to visually inspect the energy profile in the plot.

To calculate the energy spread caused by the variations of energy in the cyclotron, the projection of energy at a given range of angles is plotted, in this case the range from 0.717 to $0.717+0.05 \mathrm{rad}$ was chosen and this projection is shown in figure 3.18, along with a Gaussian curve fit. The spread of energy is caused mainly by the resolution of the detector and electronics, the energy spread caused by the energy loss and the energy spread caused by the accelerator. The variance of the beam energy considering all of these contributions can be expressed as [84]:

$$
\begin{equation*}
\sigma_{\text {total }}^{2}=\sigma_{\text {Accel }}^{2}+\sigma_{\text {detector }}^{2}+\sigma_{\text {foil }}^{2}, \tag{3.9}
\end{equation*}
$$

with $\sigma_{\text {total }}=50.5 \pm 0.25 \mathrm{keV}$. The intrinsic energy resolution of this kind of silicon detector is around 25 keV according to reference [85], but the detector resolution worsens during the experiment as charged particles (primarily delta electrons ${ }^{2}$ ) created by the impact of the beam in the target and the chamber hit the detector, in spite of those effects and the fact that the detector was not exposed to large currents, the energy resolution will be taken as 25 keV .

[^5]The spread caused by the foil was calculated by a Monte-Carlo simulation program and found it to be 20 keV at that particular angle range.

From these two quantities and the total energy spread the energy spread of the beam was found to be:

$$
\begin{equation*}
\sigma_{\text {Accel }}=39 \pm 4 \mathrm{keV} \tag{3.10}
\end{equation*}
$$

which is consistent with the literature in reference [86]. This value it is only to be taken as a starting point close to the actual value, to measure the energy resolution a more precise measurement needs to be performed.


Figure 3.18: Energy projection of figure 3.17 at range 0.717 to $0.717+0.05 \mathrm{rad}$.

Beam energy was found to be $E_{\text {beam }}=12.29 \pm 0.04 \mathrm{MeV}$. The energy was monitored throughout the experiment and the value remained stable.

### 3.10 Target

A thin target made of a carbon microleaf [87] with a nominal thickness of 0.5 $\mathrm{mg} \mathrm{cm}^{-2}$ was used as a target in this experiment. There are two considerations to select the optimal target thickness:

- The compound nucleus reaction needs to have enough energy available to populate the $16.275 \mathrm{MeV} J^{\pi}=6^{+}$excitation energy level in ${ }^{16} \mathrm{O}$. The energy available for the compound nucleus depends on the beam energy and the $Q$ value of the reaction. Taking equation 3.1 and making $E_{\text {available }}=16.275 \mathrm{MeV}$, allows the calculation for the beam energy in order for the reaction to take place.
- From section 2.8, it is clear that alpha particles will lose energy when they interact with the target material. The incoming beam energy needs be calculated to compensate for this. It is custom to calculate the resonance energy at half the thickness of the target as it simplifies data analysis. These conditions requires the beam energy to be around 12.3 MeV .

The reported uncertainty for the material thickness is $\pm 30 \%$. By using a $3-\alpha$ source the thickness of the target foil can be measured more precisely by measuring the energy lost by the emitted particles. The $3-\alpha$ source was placed in a support which held the target in front of it, followed by a DSSD, as shown in figure 3.19.


Figure 3.19: It is noticeable that $\alpha$-particles are emitted radially and the amount of material traversed by the particles will depend on the angle of emission by factor of $1 / \cos (\theta)$ where the angle $\theta$ is the angle with respect of the alignment axis. By selecting (in the software analysis) only the strip on the DSSD directly in front of the detector and in-line with the alpha source, the thickness of the target was measured.

An initial $3-\alpha$ spectrum was recorded and calibrated. Once the detector was calibrated, the carbon foil was positioned and a second spectrum was recorded.

These spectra can be seen in figure 3.20 . As the alpha particles travel inside the target, some of their energy will be lost. This produces a shift in energy of the original peaks. The results from this measurement are presented in table 3.2.


Figure 3.20: Comparison between the energy spectrum from the $3-\alpha$ source before(left) and after(right) the target was position in front.

| Isotope | $E_{i}$ | $E_{\text {Meas }}(\mathrm{MeV} \pm 0.002)$ | Corresponding thickness $\left(\mathrm{mg} \mathrm{cm}^{-2} \pm 0.001\right)$ |
| :---: | :---: | :---: | :---: |
| ${ }^{239} \mathrm{Pu}$ | 5.155 | 4.736 | 0.520 |
| ${ }^{241} \mathrm{Am}$ | 5.486 | 5.077 | 0.520 |
| ${ }^{244} \mathrm{Cm}$ | 5.805 | 5.421 | 0.518 |

Table 3.2: Energy-loss measurements and target thickness determination.

The exit energy of the $\alpha$ particle was calculated using the physics calculator in LISE ++ [63].

As mentioned in section 3.9, the beam is not completely parallel to the alignment axis and some particles will scatter with material from the chamber and beam-line components. These scattered particles can interfere with the measurement, hence, a scatter shield was place in front of the DSSD telescopes to decrease the incident rate of such events on the detectors. This shield is shown in figure 3.4.

### 3.10.1 Effective Thickness Calculation

The products of the nuclear reactions are created inside the target causing them to traverse a certain amount of material before being detected. Traveling outside the target will not cause a great effect as the whole chamber is under vacuum. The travel path length the target causes the measured energy to be lower as mentioned in section 2.8. To compensate for this effect and correct the energy it is necessary to calculate the amount of material travel by the particle prior to being detected.

It is impossible to determine where the reaction took place in the target so it is customary to set the point of interaction as the middle of the target. The amount of material traversed is related to the nominal thickness of the material and the angle of detection as shown in 3.21. From the diagram the relationship between measured angle and distance travelled in the target can be found in equation 3.11:

$$
\begin{equation*}
t_{e}=\frac{t}{\cos (\theta)} \tag{3.11}
\end{equation*}
$$

It is notable that at $90^{\circ}$ there is a discontinuity, which comes from the fact that the function is calculated assuming an infinitely long target, but for the scope of this work this approximation is enough, as there is no detection at $90^{\circ}$.

The process of the energy-loss correction from the effective thickness is explored in section 4.3.


Figure 3.21: Schematic of a particle escaping the target at an angle $\theta$. Here, $t$ is half of the nominal thickness of the target used and $t_{e}$ is the effective thickness for final state particle traverses following a reaction when detected at an angle $\theta$.

## Chapter 4

## Simulations

"Do I believe, for example, that by using magic I could fly? No. How would you get around gravity? Impossible. Do I believe that I might be able to project my consciousness into a very, very vivid simulation of flying? Yeah. Yes, I've done that. Yes, that works."
-Alan Moore

To understand the data from the experiment, it is convenient to write MonteCarlo simulations, to study the efficiency of radiation detection, fitting data and understanding the underlying phenomena in a controlled situation.

This work used the combination of three programs to create the simulations needed to understand the data:

- GEANT4 [88] toolkit for response of materials when interacting with gamma radiation.
- ATIMA [89] for ion energy loss in materials.
- A two body kinematic equation solver to recreate the aftermath of two nuclei interacting written for this project.

To combine these elements, the multi-threaded program called sudor was written.

This program combined the output of each element and managed the CPU cores to run the program in a time efficient manner. In the next sections all of these parts are detailed.

### 4.1 GEANT4 simulations

GEANT4 (G4) is a powerful and versatile toolkit to simulate radiation interactions with matter [90][91][92]. It uses a combination of equations and compilations of real data to accurately simulate the passage of radiation through matter. G4 simulations are used in high [93][94] and low [95][96] energy physics, medical [97], space [98] and astrophysics [98] applications, etc. [99].

The validation of G4 simulation capabilities have been extensively studied in the literature such as the work in references [100][101][102].

As mentioned in section 2.4, gamma rays can interact with matter in one of three different processes, this would be impossible to simulate from scratch in the time-frame of this work.

The 16.275 MeV state of interest has a large energy spread, $\Gamma(=420 \mathrm{keV}[57])$, and this will produce a broad gamma energy transition when decaying and can not be approximated as a mono-energetic source. This effect will produce a gamma spectrum which is not as simple as the ones mentioned in 2.6 and for this reason a G4 simulation is indispensable in order to extract the information from this experiment.

The validation of G 4 simulations made for $\mathrm{LaBr}_{3}$ detectors has been extensively studied in references [102][103][104].

In work presented in these references, a comparison between experiments and the simulations are performed, validating the capabilities regarding material response and detection efficiency. Because of this, the work presented here does not focus on validating G 4 simulations, but rather G 4 is taken as a suitable and accurate tool to simulate the events generated in this experiment

To start a G4 simulation the declaration of the geometry of the detector is first, then its material composition and that of its surroundings and its position in a virtual space called world. To define an actual detection volume, the declared detection material needs to be set as a sensitive volume.

A definition of the physics models needs to be included; the choice of physical effects depends on the type of radiation and the materials with which it interacts as well as the energy ranges of the particles. A complete list of the library models can be found in reference [105]. In this work the libraries included are: G4EmStandardPhysics and G4EmPenelopePhysics. These two libraries handle the process of interactions between gamma and matter discussed in section 2.4.

The parameters for particle emission need to be declared too, these include emission distribution, energy and type of particles. Note that these simulations only included gamma rays up to 8 MeV .

After these steps, it is necessary to define the number of emitted particles. The data are saved in ROOT in the form of spectra to be used later in other programs. A detailed G4 starter guide can be seen in [88].

In the simulations written in this work, the $\mathrm{LaBr}_{3}$ detectors were recreated in G4 considering the thin aluminium covering, optical guide connecting to the photomultiplier tube, the lead shielding around them and the hemi-spherical aluminium structure of the reaction chamber. A render inside G4 of the chamber is shown in figure 4.1.

G4 simulations allow users to study the effect of the detector and its surrounding materials to better fit experimental data. An example of this is shown in 4.3 where the expected features of gamma interactions with a detector are noticeable i.e. full absorption peak (photo-peak), escape peaks, Compton edge and Compton continuum. With the inclusion of more materials in the detection array, effects such as the back-scatter peak ( $\approx 200 \mathrm{keV}$ ) appear.

One of the most noticeable features is the peak at 511 keV , which is due to the


Figure 4.1: GEANT4 render of the simulated chamber. An emitted gamma ray can be seen interacting with a $\mathrm{LaBr}_{3}$ crystal, this interaction shows the importance of G4 simulations for this experiment as the gamma ray can interact through different processes inside the crystal.
high energy gamma rays interacting with the lead detector shield, producing $e^{+}-e^{-}$ pairs. However, because of the cylindrical symmetry of the lead shielding system, only one of the 511 keV gammas is detected. This effect is shown in figure 4.2. The process of pair production can only occur when the energy of the original gamma ray is above the energy threshold of 2 x 511 keV .


Figure 4.2: Gamma ray interacting with the lead shield of a detector producing a $e^{+}-e^{-}$pair followed by a back-to-back $511 \mathrm{keV} \gamma$-pair from the position annihilation. Due to the geometry of the lead shield, there is a high probability of only one of these gammas being detected and contributing a 511 keV peak to the spectrum.

It is noticeable that the detector is more efficient at low energies making it easier for these secondary gammas to be more prominent. This interaction is faster than the time window of detection defining the length of an event and these gammas will be detected.

Events where only one alpha particle plus only one gamma ray are emitted in coincidence, are the main focus of this experimental work. To properly recreate this in the simulations, only one of the $\mathrm{LaBr}_{3}$ crystals is set as a sensitive volume, then the number of events detected is corrected by a factor of a ten, as there are ten detectors in the experiment.

Taking all crystals in the simulations as sensitive volumes would result in events that could have had several interactions with the materials and energy being


Figure 4.3: Simulated spectrum of the $6.9171 \mathrm{MeV} J^{\pi}=2^{+}$state decay to the ground state in ${ }^{16} \mathrm{O}$ with realistic material response from the detection array. As the original energy of the gamma is much greater than $m_{e} c^{2}$, features such as single and double escape peak and multiple Compton events can be seen, as well as, the peak at 0.511 MeV which comes from gamma rays interacting with the lead shield. There is also a prominent backscatter peak around $200-400 \mathrm{keV}$.
deposited in several detectors. This would introduce more contributions to the Compton continuum and a peak at 1022 keV corresponding to the sum of two 511 keV gamma rays that reached one or two crystals. These events would not correspond to a real recorded datum from the experiment.

### 4.1.1 Electronic Modules Response

In general the output spectra from G4 will not include the photomultiplier tube nor the response of the electronics modules, this is added later in the simulations to match the data from the experiment. To add this response to the simulations, the total resolution of the array after combining the energy calibrated spectra from all run-days, was used. A plot of the total resolution of the array can be seen in figure 4.4. The energy peaks that were chosen for this measurement are:

- 3.415 MeV from double escape peak of 4.438 gamma from ${ }^{12} \mathrm{C}^{*}$
- 3.927 MeV from single escape peak of 4.438 gamma from ${ }^{12} \mathrm{C}^{*}$
- 4.438 MeV from full energy peak of 4.438 gamma from ${ }^{12} \mathrm{C}^{*}$
- 5.107 MeV from double escape peak of 6.129 gamma from ${ }^{16} \mathrm{O}^{*}$
- 5.618 MeV from single escape peak of 6.129 gamma from ${ }^{16} \mathrm{O}^{*}$
- 6.129 MeV from full energy peak of 6.129 gamma from ${ }^{16} \mathrm{O}^{*}$ to remove the contribution from them being on top of the Compton continuum the background removal option was used in ROOT. This tool uses the methods described in references [106][107][108].


Figure 4.4: Resolution at full peak energy. The last datum falls from the trend the resolution follows, but this is mainly due to low statistics of that particular state, the detector becomes less efficient at higher energies and the oxygen mass in the carbon target is a contaminant, so its actual contribution to the composition of the target is unknown.

The last datum of the resolution is not considered for the energy resolution function as it falls from the expected trend and it represents an statistical anomaly. As mentioned in section 3.5 the gain might shift during an experiment performed over several weeks, furthermore, the experiment was conducted over the span of 2 months. However, the resolution of the detector should not change as it is intrinsic to it.

To verify this, the resolution was measured every day. In figure 4.5 there is no unreasonable change in the resolution in most days with the exception of run day 21. This is likely caused by the low statistics of that particular day and the fact that a background estimator was used to isolate the peak, however this was not the usual trend and the resolution remained stable during all measurements, making the total resolution measurement reliable for most of the chosen peaks.

While the resolution measurement represents a worse resolution compared to the usual literature value [102] for $\mathrm{LaBr}_{3}$ crystals, it is notable that this experiment was not focused on measuring the resolution nor was the measurement ideal for that
type of investigation.
Note that the 6.129 MeV peak from ${ }^{16} \mathrm{O}$ originates from an oxygen contaminant in the target, which means that the detection of these gamma rays depend on an uncontrolled variable. This effect makes the measurement of the resolution nonoptimal in that region of energies as the event count is relatively low in each detector.


Figure 4.5: Tracked resolution at full peak energy in all runs of the experiment.

### 4.2 Efficiency of the array

The idea of G4 simulations to calculate the efficiency of a detector has been extensively studied, notably in hyper-pure germanium detectors [109] and in $\mathrm{LaBr}_{3}$ [102]. It is useful to have a tool to study the efficiency of a material without performing an actual experiment which can be difficult as widely used reference sources such as ${ }^{22} \mathrm{Na},{ }^{60} \mathrm{Co},{ }^{137} \mathrm{Cs}$, etc. do not emit at higher energies ( $\gtrsim 1.4 \mathrm{MeV}$ ).

To generate higher energy gammas, in general, nuclear reactions need to be used. Note there are some sources that emit gammas in the $2-3 \mathrm{MeV}$ region but these

Figure 4.6: Comparison between simulations performed in this works and the measurements reported in reference [102]. The trend and values are in close agreement.
tend to be short lived isotopes. A very detailed explanation of high-energy gamma measurements using reactions is given in reference [102]. The disadvantages of such an approach are that experiments can be costly both in time and money.

One method to validate the simulations of this work is to compare them with the ones in Citmala's et al. [102] work. The $\mathrm{LaBr}_{3}$ crystals used in the present work are slightly smaller and, therefore, in this experiment a small reduction in the efficiency is expected compared to that reported in reference [102] where the cylindrical $\mathrm{LaBr}_{3}$ crystals used had dimensions: $\varnothing 50.08 \mathrm{~mm} \times 50.08 \mathrm{~mm}$. The energies of the simulated gamma rays were: $511,1100,2200,3300,4000,4438,5000,5500,6129.89,6500$, 6917.1 and 7500 keV . In figure 4.6 a comparison between Citmala's et al. and the simulations in this work is shown.

### 4.3 ATIMA

ATIMA (ATomic Interaction with MAtter) is a widely used program to calculate the energy loss of charged particles through matter. It was developed at GSI [89] and while the program itself does not have a formal citation in a peer-reviewed journal, the methods and calculations have been extensively validated as reported in reference [110]. While GEANT4 is capable of calculating energy-loss of charged particles in media, it was more practical and direct to use ATIMA. The program was modified for this work (in order to automate the production of energy loss tables). The output file is a table (for each particle and material) with energies in MeV and ranges in $\mathrm{mg} \mathrm{cm}^{-2}$ for the specific ion in the material. These tables are then used by the program sudor to calculate the energy loss using the method described in the section "Interaction of Heavy Charge Particles" in reference [61]. A schematic of how the energy loss that needs to be subtracted is obtained is shown in figure 4.7.



Figure 4.7: If a particle with energy $\mathrm{E}_{0}$ passes through a material of thickness t , the energy loss is calculated by subtracting the thickness $t$ from the original range $R_{1}$ resulting in range $R_{2}$, from the table it is possible to calculate the energy at that specific range. The routine written for this part of the analysis calculated the inverse function and then made an interpolation to improve the results.

In figure 4.8, the range data at different energies for alpha particles moving in carbon can be seen. These data were obtain from ATIMA V1.41 and used in the energy loss calculations for the detected events.


Figure 4.8: Calculated ranges for alpha particles moving in carbon.

### 4.4 Alpha+gamma correlation simulations

While G4 is exceptionally capable of creating the precise material responses when interacting with radiation, it is limited in the creation of simulations where two or more particles are in correlation. Consequently, another Monte-Carlo simulation program was written.

This program takes the material response spectra from G4 and, by solving the kinematics of particle interactions discussed in appendix B, creates simulated events that can then be used to compare with the experimental data to aid the extraction of information from the experiment. The simulations included the effects of: beam energy smearing due to energy loss and beam energy variations, a random interaction
deep inside the target as well as beam divergence and detector resolution.


Figure 4.9: Components flow chart of the simulation process.

This program was written to specifically isolate the regions where the charged particles are in a Catania plot or an $E$ vs $\theta$ graph. These geometric regions are then used to set conditions called gates on the real data in order to isolate gamma events.

G4 only generates material response spectra, these spectra are used as Response Probability Functions RPF and every simulated reaction takes one as an input parameter in order to generate the gamma events.

This method not only produces correlated $\alpha-\gamma$ events but also adds a realistic material response, both in the charged particle detectors and the gamma detectors.

In figures 4.10 and 4.11 the simulated $4.438 \mathrm{MeV} 2^{+}$state in ${ }^{12} \mathrm{C}$ presented on a Catania plot is compared with the data from the experiment. A similar comparison is done for the inelastic scattering reaction ${ }^{16} \mathrm{O}(\alpha, \alpha){ }^{16} \mathrm{O}^{*}$ populating the 6.129 MeV
and 6.921 MeV states of ${ }^{16} \mathrm{O}$. These data show a good agreement between simulated charged particles and detected particles with respect to their position and energy.


Figure 4.10: Comparison of simulated data (top) and real data (bottom) corresponding to the $4.438 \mathrm{MeV} 2^{+}$state in ${ }^{12} \mathrm{C}$.


Figure 4.11: Comparison of simulated data (top) and real data (bottom) corresponding to the 6.129 MeV and 6.921 MeV states of ${ }^{16} \mathrm{O}$

## Chapter 5

## Analysis and Results

It's a funny thing, ambition. It can take one to sublime heights or harrowing depths. And sometimes they are one and the same.
-Emily Kaldwin

To calculate the branching ratio and transition probabilities from the data, it is necessary to separate the recorded events generated by the emissions from the reaction of interest from the rest of the data. This is done by a graphical technique involving the Catania plot generated by the experimental data. The correlated gamma spectra generated from the regions on the Catania plot can be seen as the linear combination of energy spectra from known decays and the spectrum of the transition of interest.

From graphical gates in the Catania plots it is possible to generate correlated gamma spectra to the specific gated regions so the alpha-gamma events are correlated one to one.

In this experiment, several nuclear reactions have identical angle and energy of
detection in the Catania plot (detected alpha particles), as well as, in some cases energy of the detected gamma. But as more events are recorded, features in the gamma spectrum appear that are specific to the gamma energy spectra of those decays. The complete gamma spectrum of a gated region in the Catania plot then can be seen as the linear combination of the gamma decay spectra of those reactions regions on the Catania plot.

To find the amplitude of each gamma spectra, a program in python was written. The program takes, as inputs, a gamma spectra from a gated Catania plot, and a set of simulated gamma spectra that correspond to the possible reactions inside the gated regions on the Catania plot.

The regions on the Catania plot are chosen by simulating the experiment in sudor and selecting the geometric regions corresponding to each reaction as an individual gate on the Catania plot, as previously explained in chapter 4 .

The result of the fitting program are amplitudes of each gamma spectra contribution, the individual spectra is then scaled and the integral of the scaled spectra is taken as the number of detected gamma events in the experiment.

After finding the number of emitted events from the energy transitions the branching ratios and $\mathrm{B}(\mathrm{E} 2)$ can be calculated. The complete procedure of this is described in this chapter.

### 5.1 Regions of Interest in the Catania Plot

An event from the reaction $\alpha+{ }^{12} C \rightarrow{ }^{16} O^{*}+\gamma \rightarrow \alpha_{0}+{ }^{12} C_{\text {g.s. }}$ corresponds to an entry in the data files with a single hit in the $\mathrm{LaBr}_{3}$ array and a single hit on one of the DSSDs telescopes and one count on the TDC. These types of events are not unique to the reaction of interest, as inelastic excitation reactions produced events with the same pattern of information. Events from the following reactions:

$$
\begin{aligned}
& \alpha+{ }^{12} \mathrm{C} \rightarrow \alpha+{ }^{12} \mathrm{C}+\gamma(4.438 \mathrm{MeV}) \\
& \alpha+{ }^{16} \mathrm{O} \rightarrow \alpha+{ }^{16} \mathrm{O}+\gamma(6.129 \mathrm{MeV}) \\
& \alpha+{ }^{16} \mathrm{O} \rightarrow \alpha+{ }^{16} \mathrm{O}+\gamma(6.917 \mathrm{MeV})
\end{aligned}
$$

will produce the same type of event as the ones from the reaction from interest. Not only that, but the simulations showed an overlap between the energy and angle of detected $\alpha$ particles as shown in figure 5.1.

By only analysing the Catania plot it is impossible to distinguish events from the reaction of interest. As described in section 3.5.2 it is possible to generate gamma spectra corresponding to alpha events in the Catania plot. If several reactions overlap in the Catania plot, then their corresponding gamma spectra would be overlapped too. The gamma spectrum of a Catania plot region can be seen as the linear combination of all of the associated reactions in that Catania plot area. The overlap in the gamma spectrum is more manageable as it is uni-dimensional.


Figure 5.1: In the Catania plot any overlap between states is noticeable and is caused by factors like the proximity of the detector to the target and the energy smearing due to the thickness of the target. The overlap on the Catania plot will create overlapped gamma spectra.

### 5.2 Gamma Spectra Fitting

From the experimental data it is impossible to distinguish a unique locus on the Catania plot where events corresponding to the reaction of interest of this work are. These are comparatively fewer events of this kind.

By simulating the expected reactions presented in section 5.1 an overlap between these states and $\alpha+{ }^{12} C \rightarrow{ }^{16} O^{*}+\gamma \rightarrow \alpha+{ }^{12} C_{\text {g.s. }}$ can be identified. The gamma
spectrum from the region of interest then has a contribution of six different spectra listed bellow:

- Gamma background from the experiment
- 6.129 MeV gamma from ${ }^{16} \mathrm{O}$
- 6.917 MeV gamma from ${ }^{16} \mathrm{O}$
- 4.438 MeV gamma from ${ }^{12} \mathrm{C}$
- 5.919 MeV gamma from the ${ }^{16} \mathrm{O}\left(16.275 \mathrm{MeV}, J^{\pi}=6^{+}\right)$
- 4.53 MeV unidentified gamma, seen only by some detectors.

The 4.438 MeV and the 4.53 MeV lie closely on the complete gamma spectrum, it is believed that the 4.53 MeV gamma ray comes from the interaction from the beam with the chamber as only some detectors were able to detect the 4.53 MeV . A gain shift was discarded as it would affect all of the spectrum which was not seen as shown in figure 5.2.



Figure 5.2: These spectra are extracted from the calibration program, their background and Compton contributions are removed using a ROOT tool [106][107][108]. The spectrum on the left corresponds to the 4.438 MeV and the 4.53 MeV gamma peaks, it is notable that there are two peaks for the full energy peaks and the corresponding escape peaks. The spectrum on the left correspond to the full energy peak and escape peaks from the 6.129 MeV gamma from ${ }^{16} \mathrm{O}$ and it is clear that there is no double peaking, ruling out a gainshift.

Only half of the detectors presented double peaking and they were connected to the same amplifier which was changed twice during the experiment. All the electronic chain from those detectors was carefully inspected. There appears to be
a correlation between the detection of two peaks in the region of 4.4 MeV with the position of the detectors as four of them lie in the same plane as shown in figure 5.3:


Figure 5.3: Computational image render of the detection array showing the detector which presented double peaking with the legend U.P. for unidentified peak.

The double peaking observed in some detectors was taken into consideration during the spectrum fitting of the reaction of interest. However, since it represented only a gamma decay at a well-defined energy, it did not pose a problem for the measurement.

To calculate the contribution of each state, a fitting program was written in python to run in a jupyter-notebook. The program takes, as input, the experimental spectrum and spectra from the simulated events corresponding to each contribution in that particular Catania plot gate. As each spectra comes from a high-count simulation (to reduce uncertainty for individual bins), the amplitudes from these spectra are several orders of magnitude greater than the experimental data, so a normalisation is performed. The normalisation coefficients are calculated from manually adjustments parameters in the data, provided by a graphical interface written for the program. The program then fits a linear combination of these normalised spectra to the experimental data of the form:

$$
\begin{equation*}
A_{t}(E)=\sum_{\omega} C_{\omega} f_{\omega}(E), \tag{5.1}
\end{equation*}
$$

where $A_{t}(E)$ is the resulting combination of the sum of all spectra and $C_{\omega}$ are the individual coefficients for each gamma spectrum $f_{\omega}(E)$. These coefficients $C_{\omega}$ are then used to scale each spectra and then, they are integrated to obtain the number of detected events. All of the simulated spectra used to fit the area where the Catania plot gate are set for the reaction can be found in appendix C. There is a contribution of background spectra to all of the possible loci on the Catania plot, composed by true random events ${ }^{1}$. To calculate it, it is necessary to find a region on the Catania plot where any associated gamma would be energetically forbidden. The region of $\alpha+{ }^{12} C \rightarrow \alpha_{0}+{ }^{12} C$ is considered, as it does not excite the ${ }^{12} \mathrm{C}$ nucleus thus it should not have any associated gamma.

Any associated gamma event from the Catania plot gate on this region proceeds from another source. This spectrum is called Background ${ }_{g . s \text {. }}$ (shown in appendix C).

To calculate the background contribution to any gamma spectrum from gating on the Catania plot, it is necessary to calculate the area of that specific region and then compare it to the area of the $\alpha+{ }^{12} C \rightarrow \alpha_{0}+{ }^{12} C$. The ratio between these two areas function as a scaling factor for Background ${ }_{g \text { g.s. }}$. The scaled background spectrum is then subtracted from the gamma spectrum. Subtracting the background is better for the fitting routine as more parameters make it unstable.

Let us take the example of the region corresponding to the reaction $\alpha+{ }^{12} C \rightarrow$ $\alpha+{ }^{12} \mathrm{C}+\gamma(4.438 \mathrm{MeV})$, generate its gamma spectrum and call it spectrum ${ }_{4.438}$. The area of the region in the Catania plot associated with this reaction is 59.04 in arbitrary area units. The region corresponding to the $\alpha+{ }^{12} C \rightarrow \alpha_{0}+{ }^{12} C$ is 91.22 in the same arbitrary units. This results on a scale factor of 0.64 , if the scaled Background $_{\text {g.s. }}$ is subtracted from the gamma spectrum ${ }_{4.438}$ (see figure 5.4), features corresponding to background effects will disappear and the resulting spectrum would fit better with the ideal spectrum discussed in section 2.6.
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Figure 5.4: Red: Gamma spectrum from the Catania gate corresponding to the reaction $\alpha+{ }^{12} C \rightarrow \alpha_{1}+{ }^{12} C+\gamma(4.438 \mathrm{MeV})$. Blue: Background ${ }_{\text {g.s. }}$. Green: scaled Background $_{\text {g.s. }}$. Black: Resulting spectrum from the subtraction, it is notable how features, specially around the 1 to 1.6 MeV are not present in this spectrum.

The fitting program outputs, are the coefficients for each contribution, as well as, the uncertainties associated of each coefficient. To extract the total number of detected gammas of each state it is necessary to integrate the scaled spectra.

The results for the region on the Catania plot corresponding to the reaction of interest are presented in table 5.1, and the fitted spectrum is shown in figure 5.5.

If a new fit is done using the same gated region on the Catania plot corresponding to the reaction of interest, using the same set of spectra as before but removing the gamma spectrum from the reaction of interest, leaving the coefficients fixed from the previous fit, then the $\chi^{2} / D o F=8.745$, which represents a worse fit.

Another fit can be done using the same gated region on the Catania plot cor-


Figure 5.5: Contribution from all the overlapped simulated gamma spectra can be seen in this figure, as well as, the resulting fit composite of all of them to fit the experimental data. The calculated $\chi^{2} / D o F=1.50$. DoF represent the degrees of freedom in the fit, in this case, a histogram, thus the degrees of freedom are the number of bins

| Gamma Energy(MeV) | Relative Contribution (a.u.) | Integral (detected events) |
| :---: | :---: | :---: |
| 4.438 | $0.25 \pm 0.014$ | 121308.19 |
| 4.530 | $0.251 \pm 0.013$ | 61038.12 |
| 6.129 | $18.344 \pm 0.6078$ | 74506.70 |
| 6.917 | $8.752 \pm 0.8256$ | 20040.76 |
| 5.919 | $0.537 \pm 0.3904$ | 2786.24 |

Table 5.1: An important concept to consider is the relative contribution is just a scale parameter for normalised spectra, it does not mean a direct contribution from that particular state. The relation with its uncertainty will dictate the uncertainty on the integral of each spectra and the calculation of emitted events
responding to the reaction of interest, using the same set of spectra as before but excluding the reaction of interest gamma spectrum, this time allowing the coefficients to adjust, results on $\chi^{2} / D o F=1.7$. This value is close to the $\chi^{2} / D o F$ when the energy spectrum from the reaction of interest is considered, but it still represents a worse fit to the experimental data.

The number of events each state contributes to the total spectrum are extracted, by integrating each fitted spectrum. To obtain the relation between emitted and detected gammas, a simulation in GEANT4 at the specific energies of the reaction of interest was written, and it was carried out. For a variety of detected events, the number of emitted events was found. This allowed the mathematical relation between these quantities to be obtained, i.e. the efficiency relation.

A linear relation between the detected gamma rays and the emitted was found. This relation also contains the correction of only considering one of the crystals to be sensitive in the GEANT4 simulations as mentioned in section 4.1.

The determination of how many particles are emitted is not only affected by the detected particles and detector efficiencies but also by the that the state of interest might not be fully energetically populated by the energy of the beam. To expand on this, recall that the calculation in section 3.9 where the beam energy was found to be at 12.29 MeV , however, the reaction of interest can occur at any depth within
the target. If the reaction occurred at the front surface of the target, the compound nucleus would have all the kinetic energy of the beam available. The total available energy for this case, using equation 3.1 , is 16.377 MeV , and the resonance is centred at $16.275 \mathrm{MeV}(\Gamma=0.420 \mathrm{MeV})$, meaning that the beam can only populate $59.6 \pm$ $4.10 \%$ of the state's full energy distribution. There is no lower-bound limit for the energy as the alpha particle might lose all of its energy inside the target. This result is calculated by approximating the state energy distribution as normal distribution, centred at 16.275 MeV and with a $\mathrm{FWHM}=0.420 \mathrm{MeV}$. If the curve is integrated from 0 to the maximum energy of 16.377 MeV the portion of the populated energy can be obtained, this method is shown in figure 5.6:


Figure 5.6: The shaded area represents the energy population of the state in the reaction studied in this work.

The uncertainty of the integral is of the order of magnitude of $\approx 10^{-11}$, the major contribution to the uncertainty is the beam energy spread.

The relation between emitted and detected considering all factors is:

$$
\begin{equation*}
N_{\text {Emitted }}=(22.73 \pm 0.03) N_{\text {det }}+(29924.59 \pm 16016.33), \tag{5.2}
\end{equation*}
$$

where $N_{\text {Emitted }}$ is the number of emitted events and $N_{\text {det }}$ is the number of detected events. A plot of these data and the linear fit are shown in figure 5.7. It is important
to note that even at zero $N_{d e t}$, there are emitted events in the formula. This effect is caused by two factors, one being the detector not covering all the solid angle and secondly, the detector not being fully efficient.


Figure 5.7: Relation between simulated emitted vs. detected events in the $\mathrm{LaBr}_{3}$ array.

From these two techniques the number of gammas emitted by the reaction of interest can be extracted. To calculate the alpha-gamma branching of the compound nucleus reaction it is necessary to consider the events corresponding to the reaction:

$$
\alpha+{ }^{12} C \rightarrow{ }^{16} O^{*}+\gamma \rightarrow \alpha+{ }^{12} C_{g . s .},
$$

and from the reaction:

$$
\alpha+{ }^{12} C \rightarrow{ }^{16} O^{*} \rightarrow \alpha+{ }^{12} C_{\text {g.s. }} .
$$

The kinematic equations in appendix B show the reaction: $\alpha+{ }^{12} C \rightarrow{ }^{16} O^{*} \rightarrow$
$\alpha+{ }^{12} C_{\text {g.s. }}$ is indistinguishable from $\alpha+{ }^{12} C \rightarrow \alpha+{ }^{12} C_{\text {g.s. }}$, as the $Q$-value for the formation of the compound nucleus is the same for the break-up. To measure this, a 2-D graphical gate is set-up on the Catania plot corresponding to this reaction and integrated over the area.

As the DSSDs do not cover all possible angles of emission a geometric efficiency correction is needed to obtain the total emitted events $\left(T_{g . s}\right)$.

From appendix B it is predicted all alpha emission angles are possible in the reaction. But to calculate the geometric efficiency for the DSSDs is not as easy as to apply equation 3.6, as this formula is for detectors with circled face. This geometric efficiency correction factor is thus calculated by a user written MonteCarlo simulation, where it was calculated that a fraction of $0.0519 \pm 0.0001$ of the full emission sphere was covered by the detectors. It is important to note that a factor of 1 would mean the full $4 \pi$ sr solid angle was covered by the DSSDs.

The total number of events detected in the region on the Catania plot corresponding to the reaction $\alpha+{ }^{12} C \rightarrow \alpha+{ }^{12} C_{\text {g.s. }}$ was : $N_{\text {g.s. }}=4.284 \pm 0.002 \times 10^{8}$, and the corrected number of events with the geometric efficiency correction is: $\Gamma_{g . s}=1.310 \pm 0.00201 \times 10^{9}$.

By integrating the spectrum of the transition of interest, a total of $N_{\gamma}=(2.78214 \pm$ $2.0193) \times 10^{3}$ gamma rays were detected. Using equation 5.2 , the total number of emitted gammas is $\Gamma_{16} O^{*}=(9.32 \pm 4.86) \times 10^{4}$.

From $\Gamma_{g . s}$ and $\Gamma^{16} O^{*}$ the branching ratio of gammas to alphas in the ${ }^{16} \mathrm{O}(16.272$ $\mathrm{MeV} J=6^{+}$) decay is calculated to be:

$$
\text { B.R. }=\frac{\Gamma_{16} O^{*}}{\Gamma_{g . s}}=1.1298 \pm 0.5897 \times 10^{-5}
$$

from the equations in section 2.3.1 then the reduced transition probability $\mathrm{B}(\mathrm{E} 2)$ is:

$$
\begin{equation*}
B\left(E 2 ; 6^{+} \rightarrow 4^{+}\right)_{w . u .}=3.316 \pm 1.736_{w . u .} \tag{5.3}
\end{equation*}
$$

or using $e^{2} f m^{4}$ units:

$$
\begin{equation*}
B\left(E 2 ; 6^{+} \rightarrow 4^{+}\right)=7.942 \pm 4.158 e^{2} f m^{4} \tag{5.4}
\end{equation*}
$$

The relatively large uncertainty on the detected gamma rays comes mostly from low rate of gamma detection from the state of interest. Despite this fact, it is possible to set an upper limit on the branching ratio and to the $B\left(E 2 ; 6^{+} \rightarrow 4^{+}\right)$of the $6^{+}$to $4^{+}$transition and this is the first such measurement.

In order to test the method used in this work to calculate the branching ratio and consequently the $B\left(E 2 ; 6^{+} \rightarrow 4^{+}\right)$, lets consider the inelastic reactions:

- $\alpha+{ }^{12} C \rightarrow \alpha+{ }^{12} \mathrm{C}+\gamma(4.438 \mathrm{MeV})$,
- $\alpha+{ }^{16} O \rightarrow \alpha+{ }^{16} \mathrm{O}+\gamma(6.129 \mathrm{MeV})$,

These reactions do not have enough energy to excite the ${ }^{12} \mathrm{C}$ or the ${ }^{16} \mathrm{O}$ nuclei above the alpha particle threshold. If an alpha particle is detected from either of these reaction, it implies there must be a gamma ray that was emitted from the same reaction. This means that the branching ratio between alpha and gammas from these reactions then must be close to one. The results of this analysis is presented in table 5.2:

| Reaction | Detected Gammas | Detected Alphas | Branching ratio |
| :---: | :---: | :---: | :---: |
| $\left(\alpha_{1},{ }^{12} \mathrm{C}\right)$ | $(4.383 \pm 0.144) \times 10^{7}$ | $(1.3772 \pm 0.002) \times 10^{7}$ | $0.5 \pm 0.01$ |
| $\left(\alpha_{2},{ }^{16} \mathrm{O}\right)$ | $(1.4260 \pm 0.042) \times 10^{6}$ | $(5.700 \pm 0.009) \times 10^{7}$ | $0.24 \pm 0.001$ |

Table 5.2: Branching ratio results from inelastic reactions from ( $\alpha_{1},{ }^{12} C$ ) and $\left(\alpha_{2},{ }^{16} O\right)$

While the branching ratio is not exactly one, the quantities are close (within a factor of two for ${ }^{12} \mathrm{C}$ and factor of four in the case of ${ }^{16} \mathrm{O}$ ). Notably the measurement for the $\left(\alpha_{2},{ }^{16} O\right)$ branching ratio is especially complicated as the oxygen in the target is a contaminant. This suggests that the alpha-gamma branching ratio is reliable
within a factor of two and transferable to study more reactions where correlated particles are involved.

### 5.3 Theory comparisons

A comparison between this result and theoretical values was possible due to private communications with Dr.Chris Halcrow ${ }^{2}$ who calculated the theoretical values presented in this work.

If both initial and final states are thought to be rotational tetrahedral states i.e. tetrahedral arrangements of four alpha particles, then the $B\left(E 2 ; 6^{+} \rightarrow 4^{+}\right)=0$, this is because the tetrahedron has no quadrupole moment, meaning that there can be no $E 2$ transition. This would suggest that the tetrahedral interpretation of this rotational band might be flawed (although the current results are consistent with 0 at 2-3 standard deviations). Using a simple rigid body analysis, there are spin 4 and spin 6 "square-like" states (a square of alpha particles, rotating).

In the rigid body analysis, a tetrahedron cannot decay into a square, so the only non-zero transition is between the square states:

- $6^{+}$tetrahedron $\rightarrow 4^{+}$tetrahedron: $\mathrm{B}(\mathrm{E} 2)=0$
- $6^{+}$tetrahedron $\rightarrow 4^{+}$square: $\mathrm{B}(\mathrm{E} 2)=0$
- $6^{+}$square $\rightarrow 4^{+}$tetrahedron: $\mathrm{B}(\mathrm{E} 2)=0$
- $6^{+}$square $\rightarrow 4^{+}$square: $\mathrm{B}(\mathrm{E} 2)=\frac{9}{143}|Q|^{2}=20 e^{2} f m^{4}$

The quantity $Q$ is the quadrupole moment and $\left|Q^{2}\right|$ can be fitted using different methods. In this work it is assumed that the $0_{2}^{+}$and $2_{1}^{+}$states in ${ }^{16} \mathrm{O}$ are square-like states, then using the information in reference [57]:

$$
B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{2}^{+}\right)=1 / 5|Q|^{2}=65 \Rightarrow|Q|^{2}=65 * 5 e^{2} \mathrm{fm}^{4}
$$

If $B\left(E 2 ; 6^{+} \rightarrow 4^{+}\right)$is calculated in the formalism of the Skyrme model follow-

[^7]ing the methods described in references [47][48]. The following B(E2) for different geometric arrays are calculated:

- $6^{+}$tetrahedron $\rightarrow 4^{+}$tetrahedron: $\mathrm{B}(\mathrm{E} 2)=0$
- $6^{+}$tetrahedron $\rightarrow 4^{+}$square: $\mathrm{B}(\mathrm{E} 2)=7.54 e^{2} f m^{4}$
- $6^{+}$square $\rightarrow 4^{+}$tetrahedron: $\mathrm{B}(\mathrm{E} 2)=0.46 e^{2} f m^{4}$
- $6^{+}$square $\rightarrow 4^{+}$square: $\mathrm{B}(\mathrm{E} 2)=1.65 e^{2} f m^{4}$
a good agreement with the transition corresponding to the $6^{+}$tetrahedron $\rightarrow 4^{+}$ square in the Skyrme model can be observed as well.

The differences in both calculations arise from the difference in the structure of quantum states. One thing to notice is that the calculated transitions are relatively small meaning that the states do not have significant overlap.

## Chapter 6

## Conclusions

An experiment involving the reaction:

$$
\alpha+{ }^{12} C \rightarrow{ }^{16} O^{*}+\gamma(5.919 \mathrm{MeV}) \rightarrow \alpha+{ }^{12} C_{\text {g.s. }}
$$

was performed at the MC40 Cyclotron facility at the University of Birmingham to study the branching ratio of gammas to alphas, in order to study the nuclear structure of the 16.275 MeV with $J^{\pi}=6^{+}$excitation level in the ${ }^{16} \mathrm{O}$ nucleus. At a beam energy of $12.29 \pm 0.04 \mathrm{MeV}$.

In order to archive the necessary statistical significance to measure the gamma to alpha branching ratio, the beam time for this experiment was ninety hours over the span of two months. This was particularly challenging during the global pandemic of COVID-19.

A novel method to analyse the data was created to extract the branching ratio of the reaction. The method involved:

- The development of a program with graphical interface to calibrate over 300 gamma energy spectra.
- Writing of an automated 3-alpha calibration for silicon detector.
- Development of a highly realistic simulation software which combines the ma-
terial response accuracy of GEANT4, energy-loss calculations of ATIMA and an in-house two-body kinematic solver to fit experimental data
- The development of a data analysis software which allowed the creation of correlated gamma spectra from geometric locus in a Catania plot composed from alpha events.
- The software design of a program which takes, as inputs, one convoluted gamma spectrum from experimental data and a set of functions which are suspected to form the convoluted gamma spectrum from real data, then it fits a linear combination of those functions and outputs the relative contributions and the integrals of said functions. This which enabled the decomposition of the gamma spectrum into the contributing components and the calculation of total gamma events detected.
- A method that uses simulations to correct for efficiency is employed to calculate the number of emitted events from the detected number of events. This method is applicable to both a gamma detection array and a charged particle detection array.

The gamma to alpha branching ratio for the $16.275 \mathrm{MeV}, J^{\pi}=6^{+}$transition to the $10.356 \mathrm{MeV}, J^{\pi}=4^{+}$energy levels in ${ }^{16} \mathrm{O}$ the was found to be:

$$
B . R .=\frac{\Gamma_{16} O^{*}}{\Gamma_{g . s}}=1.1298 \pm 0.5897 \times 10^{-5},
$$

And consequently the $B\left(E 2 ; 6^{+} \rightarrow 4^{+}\right)$was calculated to be:

$$
\begin{equation*}
B\left(E 2 ; 6^{+} \rightarrow 4^{+}\right)=3.316 \pm 1.736_{w . u .}=7.942 \pm 4.158 e^{2}{f m^{4}}^{4} \tag{6.1}
\end{equation*}
$$

The novel method was tested by using it to measure the alpha to gamma branching ratio on the reactions:

- $\alpha+{ }^{12} C \rightarrow \alpha+{ }^{12} \mathrm{C}+\gamma(4.438 \mathrm{MeV})$.
- $\alpha+{ }^{16} \mathrm{O} \rightarrow \alpha+{ }^{16} \mathrm{O}+\gamma(6.129 \mathrm{MeV})$.
which as not exciting the nucleus above the particle threshold and decaying only by gamma emission the branching ratios must be one. It was found that the branching ratios for the reactions were close to 1 suggesting a good performance of the method.

It it noticeable that the $B\left(E 2 ; 6^{+} \rightarrow 4^{+}\right)_{w . u}$. for the $16.275 \mathrm{MeV}, J^{\pi}=6^{+}$, reported in Weisskopf units is greater than 1 meaning that there is an enhancement with respect to the Weisskopf estimate due to the collectivity of the transition.

The data from the experiment are consistent with theoretical results, specially with the rigid body model when the ${ }^{16} \mathrm{O}$ is modelled as a square array with alpha particles on its vertices; and the transition between $6^{+}$tetrahedron $\rightarrow 4^{+}$square states in the Skyrme model. More calculations for more models are needed to be performed, but these calculations fall from the scope of this work which was to perform the experiment.

An electromagnetic transition far above the particle threshold was measured creating a methodology to study, weak unbound resonances by gamma emission.

The $\mathrm{LaBr}_{3}$ gamma detectors used in this work have only $\approx 3.5 \%$ intrinsic efficiency for 5.9 MeV gammas. This, along with a relatively small geometric coverage of the emission sphere gives rise to a large uncertainty on the gamma intensity measurement $N_{\gamma}$. Furthermore, the detection rate for gammas from the reaction of interest is low. The energy and angle of the alpha particles emitted by the compound nucleus overlap with three distinct states, the 4.438 MeV in ${ }^{12} \mathrm{C}$ and the $6.129 \mathrm{MeV}, 6.917$ MeV in states in ${ }^{16} \mathrm{O}$, as well as, an unidentified 4.53 MeV gamma, which might be emitted from reaction of the beam with the reaction chamber. This complicates the analysis needed to identify the gammas of interest.

At the time of writing, this work represents one of the few direct measurements of $B(E 2) \mathrm{s}$ in light nuclei above the particle threshold, and the first to measure this
reaction at this energy range. The challenge of these measurements arises from the low gamma to particle branching ratios and the high energies of the gammas.

A new measurement involving greater angular coverage inside the chamber could improve the measurement as the detection efficiency inside the chamber only depends on the solid angle covered by the detectors.

This recommendation only works if the beam is completely focus on the target as minimum divergence of the beam causes particle scattering with the chamber itself and the components inside of it. If these events are detected, the methods proposed in this work for measuring branching ratios would not work as it is based on how events can be separated in the Catania plot.

The $\mathrm{LaBr}_{3}$ detectors are good balance between detection efficiency and resolution, installing more detectors would improve the measurement greatly, without any disadvantage other than having a more complicated set-up. Having a greater gamma detection coverage would also help to understand the peak around 4.52 MeV seen in some detectors, as it is possible to be caused by the angular distribution of the result of a nuclear reaction.

Aiming to have a more complete angular coverage would also allow to study the angular distribution of the emission which helps to the determination of the intrinsic nature of the excited nucleus.

Thank you for reading.
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## Appendices

## Appendix A

## Missing Particle Reconstruction

## Technique

Lets consider the reaction let's consider the reaction $\alpha+{ }^{12} C \rightarrow \alpha+{ }^{12} C$. The $\alpha$ particle is detected at an angle $\theta$ with an energy $E_{\alpha}$ as shown in figure A.1. The total linear momentum before and after the reaction has to be conserved


Figure A.1: Particle interaction schematic

$$
\begin{equation*}
\vec{P}_{\text {beam }}+\vec{P}_{\text {target }}=\vec{P}_{\text {recoil }}+\vec{P}_{\text {product }} \tag{A.1}
\end{equation*}
$$

As the target is stationary respect with the beam then $\vec{p}_{\text {target }}=\overrightarrow{0}$ then:

$$
\begin{equation*}
\vec{P}_{\text {beam }}=\vec{P}_{\alpha}+\vec{P}_{12} C \tag{A.2}
\end{equation*}
$$

Re-arranging the equation we obtain:

$$
\begin{equation*}
\vec{P}_{12 C}=\vec{P}_{\alpha}-\vec{P}_{\text {beam }} \tag{A.3}
\end{equation*}
$$

The components $x, y, z$ of both sides of the equation need to be equal then:

$$
\begin{gather*}
\vec{P}_{C x}=\vec{P}_{B x}-\vec{P}_{\alpha x} \\
\vec{P}_{C y}=\vec{P}_{B y}-\vec{P}_{\alpha y}  \tag{A.4}\\
\vec{P}_{C z}=\vec{P}_{B z}-\vec{P}_{\alpha z}
\end{gather*}
$$

The components $\vec{P}_{B x}$ and $\vec{P}_{B y}$ are equal to $\overrightarrow{0}$ as the beam only moves in the direction $\hat{z}$

The magnitude of the momentum of an arbitrary particle $\omega$ with energy $E_{\omega}$ and mass $m_{\omega}$ can be calculated with:

$$
\begin{equation*}
\left|\vec{P}_{\omega}\right|=\sqrt[2]{2 m_{\omega} E_{\omega}} \tag{A.5}
\end{equation*}
$$

The total momentum of the ${ }^{12} \mathrm{C}$ then can be calculated by

$$
\begin{equation*}
\left|\vec{P}_{{ }_{12} C}\right|^{2}=\left|\vec{P}_{{ }_{12} C_{x}}\right|^{2}+\left|\vec{P}_{{ }^{12} C_{y}}\right|^{2}+\left|\vec{P}_{12 C_{z}}\right|^{2} \tag{A.6}
\end{equation*}
$$

Then from equation A. 5 and A. 6 we can calcualte the energy of the ${ }^{12} C$
To compute the energy of the recoil ${ }^{12} C$, we need data from the experiment where we can extract the angle $\theta$ and the energy $E$ at which the particles were emitted. To calculate the components of momentum vector of a particle $\omega$ that was detected at an azimuth angle $\theta_{y}$ and an inclination $\theta_{x}$ first we need to calculate the magnitude of the momentum by using A. 5 and then obtain its Cartesian components from the spherical components by using:

$$
\begin{align*}
& P_{\omega x}=\left|P_{\omega}\right| \cos \left(\theta_{y}\right) \sin \left(\theta_{x}\right) \\
& P_{\omega y}=\left|P_{\omega}\right| \sin \left(\theta_{y}\right)  \tag{A.7}\\
& P_{\omega z}=\left|P_{\omega}\right| \cos \left(\theta_{x}\right) \cos \left(\theta_{y}\right)
\end{align*}
$$

## Appendix B

## Kinematics of a two-body Reaction

The specific mechanisms of nuclear interactions are still an open problem of nuclear physics, as the theories of interaction rely heavily on complicated mathematical concepts, computational calculations require a lot of time and power in order to obtain results to compare to experiments. We can analyse the two-body scattering to predict angles and energies of particles after the reaction as the total linear momentum must be conserved as well the total energy of the system. This analysis allow us to identify particles, assign excitation energy levels, verify positions and angles of detectors, etc.

It is common to study the scattering system of the beam/target $\rightarrow$ projectile(s)/ejectile(s) in the center-of-mass system and then translate the results to the laboratory system. If a particle of mass $m_{1}$ with a velocity of $V_{1}$ is scattered by a article of mass $m_{2}$ with a velocity of $V_{2}$, results in a scatter particle with mass $m_{3}$ with a velocity of $V_{3}$ and a projectile with mass $m_{4}$ with a velocity of $V_{4}$, as seen in figure B. 1


Figure B.1: Top: Representation of the system before the interaction, Bottom: System after the reaction

The Velocity of particle $V_{3}$ is:

$$
\begin{equation*}
V_{3}=V_{c . m} \cos \left(\phi_{3}\right) \pm\left(v_{3}-V_{c . m}^{2} \sin \left(\phi_{3}\right)\right)^{2} \tag{B.1}
\end{equation*}
$$

With:

$$
\begin{equation*}
V_{c . m}=\left[\left(\frac{2 m_{1}}{\left(m_{1}+m_{2}\right)^{2}}\right) E_{l a b}\right]^{\frac{1}{2}} \tag{B.2}
\end{equation*}
$$

And $v_{3}$ is the velocity of particle 3 in the center of mass:

$$
\begin{equation*}
v_{3}=\left[\left(\frac{2}{m_{3}+m_{4}}\right)\left(\frac{m_{4}}{m_{3}}\right)\left(\frac{m_{2}}{m_{1}+m_{2}}\right) E_{l a b}\right]^{\frac{1}{2}} \tag{B.3}
\end{equation*}
$$

The energy of the particle that is measured is:

$$
\begin{equation*}
E_{\text {measured }}=\frac{1}{2} m_{3} V_{3}^{2} \tag{B.4}
\end{equation*}
$$

A detailed derivation of these equations is on [111]. From these equations we can draw three conclusions.

- If $v_{\text {ejectile }}<V_{c . m}, V_{3}$ function is singled value for all angles.
- If $v_{\text {ejectile }}=V_{\text {c.m }}, V_{3}$ function is singled value for $0 \leq \phi \leq 90^{\circ}$, and not defined
at $90^{\circ}$.
- If $v_{\text {ejectile }} \leq V_{c . m}, V_{3}$ is doubled valued for all vales of $\phi$ while the root is real.

The energy of particle 4 can be calculated by

$$
\begin{equation*}
E_{\text {recol }}=\frac{1}{2} m_{4} V_{4}^{2} \tag{B.5}
\end{equation*}
$$

with:

$$
\begin{equation*}
V_{4}=\left(v_{4}+V_{c . m}^{2}-2 v_{4} V_{c . m} \cos \left(\theta_{3}\right)\right)^{2} \tag{B.6}
\end{equation*}
$$

and:

$$
\begin{equation*}
v_{4}=-\left[\left(\frac{2}{m_{3}+m_{4}}\right)\left(\frac{m_{3}}{m_{4}}\right)\left(\frac{m_{2}}{m_{1}+m_{2}}\right) E_{l a b}\right]^{\frac{1}{2}} \tag{B.7}
\end{equation*}
$$

These results are helpful to simulate the kinematics of the particles involved in the experiment to help identify the particles detected.

## Appendix C

# Simulated Spectra to fit the reaction of interest gamma spectrum 



Figure C.1: Energy spectrum of the 4.438 MeV gamma decay from ${ }^{12} \mathrm{C}$.
${ }^{16} \mathrm{O}$ 6.129 MeV


Figure C.2: Energy spectrum of the 6.129 MeV gamma decay from ${ }^{16} \mathrm{O}$.


Figure C.3: Energy spectrum of the 6.917 MeV gamma decay from ${ }^{16} \mathrm{O}$.
4.450 MeV


Figure C.4: Energy spectrum of the 4.50 MeV gamma decay from the unknown source.


Figure C.5: Energy spectrum of the 5.919 MeV gamma decay from the 16.275 MeV , $J^{\pi}=6^{+}$level in ${ }^{16} \mathrm{O}$.


Figure C.6: Measured energy spectrum of the gamma background during the experiment.


[^0]:    ${ }^{1}$ ab-initio refers to "from first principles"

[^1]:    ${ }^{1}$ The story behind this name comes from the early days of nuclear reaction studies (circa 1942) where an experiment yielded an unexpected large value for uranium nuclei, Marshall Halloway and Charles Baker proclaimed over dinner "They are as big as a barn". The term was classified until 1948 where its use spread.

[^2]:    ${ }^{2}$ Only seven problems in Quantum Mechanics have an analytical solution [28]

[^3]:    ${ }^{3}$ This value correspond to a correction that considered the speed of incident particle with the speed of electrons in the atomic shell its values can be found in [62] for different materials

[^4]:    ${ }^{1}$ Apply positive voltage to the n-type part of the material.

[^5]:    ${ }^{2} \mathrm{~A}$ delta electron is a fast electron produced by the interaction of charged particles with matter

[^6]:    ${ }^{1} \mathrm{~A}$ true random gamma event is a gamma ray produced by another nuclear reaction or cosmic event that reached the detector within the time of the gate.

[^7]:    ${ }^{2}$ Dr. Chistopher Halcrow, chalcrow@kth.se

