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Summary

In this thesis, we investigate the asymptotic behaviour of positive global unbounded

solutions to the critical semilinear heat equation. We construct the first example of

non-radial infinite-time blow up solution in a 3-dimensional bounded domain. This

generalizes the non-radial case proved by Cortázar, Del Pino and Musso in [7] for

dimension n ≥ 5 and the radial result for n = 3 by Galaktionov and King [14].

Our analysis starts by selecting a good ansatz, which encloses all the main asymp-

totic properties of the exact solution. We show that, after necessary improvements of

the natural approximation, we get a sufficiently small error to start the second part

of the proof. Then, we produce a correct perturbation of the approximate solution by

adapting the parabolic inner-outer gluing method developed in [7, 8]. This consists in

solving a weakly coupled system after suitably decomposing the problem near and far

from the blow-up point. This approach is constructive and allows an accurate analysis

of the asymptotic dynamics.

A fundamental feature and difficulty in the inner regime is the presence of a nonlocal

operator that controls the second order asymptotic of the blow-up parameter. We show

that such operator, similar to a half-fractional derivative, can be inverted but a loss of

regularity in the parameter appears. We prove the invertibility of such operator using

a Laplace transform type method combined with heat kernel estimates and we regain

regularity of the parameters using smoothness of the solution in the outer regime.

For the unit ball, our construction works for any blow-up point sufficiently close to

the center. In particular, we give a new proof of the infinite-time blow-up at the center

of a ball, firstly proved in [14] using matched expansion techniques. Our construction

applies to any domain under a natural analytic condition, given in terms of the Robin

function of the domain.
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Chapter 1

Introduction

The aim of this thesis is to investigate the long term behaviour of solutions to the

critical heat equation, a model in the class of nonlinear parabolic problems.

In this chapter we introduce the reader to the main topic by beginning with an

overview on the Fujita problem. Then we present the motivation behind this work.

In the main chapter 2 we prove the existence of a positive global unbounded solution

in dimension 3 for the critical heat equation in a nonradial setting. In chapter 3 we

present few steps towards the solution to the conjecture in dimension 4 and outlook.

1.1. The Fujita problem

Superlinear parabolic equations of the form
ut = ∆u+ f(u) in Ω× (0,∞),

u(x, t) = 0 on ∂Ω× (0,∞),

u(x, 0) = u0(x) in Ω,

are often employed to describe reaction-diffusion systems in stellar dynamics and com-

bustion. The term superlinear indicates that the function f(u) grows more than linearly

as the solution u tends to infinity. A typical model problem in the theory of blow-up

analysis is the Dirichlet problem for the Fujita equation
ut = ∆u+ up in Ω× (0,∞),

u(x, t) = 0 on ∂Ω× (0,∞),

u(x, 0) = u0(x) in Ω,

(Fp)

where u0 is a continuous datum, p > 1 and Ω ⊂ Rn is a bounded smooth domain

in dimension n ≥ 1. The dynamics of the solution to (Fp) depends on the domain’s

geometry Ω, nonlinear exponent p, and initial datum u0.

Fujita started to investigate equation (Fp) in [13] as a first approach to more general

superlinear problems. The recently updated monograph [21] by Quittner and Souplet

contains methods and results about the qualitative study of this problem until 2019.

Now, we describe how the admissible behaviour of global solutions drastically changes

as a function of p ∈ (1,∞). A crucial role is played by the critical Sobolev exponent

defined by

pS :=


n+ 2

n− 2
if n ≥ 3,

∞ otherwise.

In the subcritical case p < pS , positive global solutions must be bounded. The first

important result in this direction is the work [6] by Cazenave and Lions. Then, after
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many partial results, Quittner [20] proved that all positive global solutions to the

Dirichlet problem in bounded domain possess the a priori bound

sup
t≥0

∥u(·, t)∥L∞(Ω) ≤ C, where C = C
(
∥u0∥L∞(Ω)

)
, (1.1)

where C is bounded in any bounded sets. In other words, for any initial datum u0 such

that ∥u0∥∞ < K, the evolved global solution satisfies the uniform bound ∥u(t)∥∞ ≤ C,

where C = C(K). Instead, in the supercritical regime p > pS , (1.1) is false when Ω

is star-shaped (see Theorem 28.7 in [21]). Nevertheless, Blatt and Struwe [2] proved

that, if Ω is convex and bounded, then we have

sup
t≥0

∥u(·, t)∥L∞(Ω) <∞. (1.2)

This a priori L∞-bound, is still an open question for bounded non-convex domains.

If p = pS , even the a priori bound (1.2) is false. In other words, the critical case could

admit unbounded global positive solutions. In fact, we shall see below that examples

of such solutions have been detected.

1.1.1 Threshold solutions

Given an exponent p ∈ (1,∞), the behaviour of a solution to (Fp) is heavily dependent

on the L∞-size of the datum. Given any smooth function φ(x) ≥ 0, φ ̸≡ 0, consider

α > 0 and uα(x, 0) := αφ(x) as initial datum. On one hand, we show that if α

is sufficiently small, then uα tends uniformly to zero as t → ∞. Indeed, consider a

function of the form

v(x, t) = εe−atϕ1(x),

where a ∈ (0, λ1) and λ1, ϕ1 are respectively the first Dirichlet eigenvalue and the

positive eigenfunction of the Laplacian in Ω with ∥ϕ1∥L1(Ω) = 1. We prove that v is a

supersolution for (Fp). Indeed,

∂tv −∆v − vp = e−atϕ1(x)ε
{
(λ1 − a)− εp−1ϕp−1

1 e−a(p−1)t
}
> 0,

if we fix ε < (λ1 − a)
1

p−1 ∥ϕ1∥−1
L∞(Ω). Clearly, v(x, t) = 0 on ∂Ω. Now, uα(x, 0) =

αϕ(x) < v(x, 0) = εϕ1(x) if α is sufficiently small. Thus, it follows by the semilinear

comparison principle that

uα(x, t) ≤ εϕ1(x)e
−at.

In particular, uα(x, t) decays uniformly as t→ ∞ when α is fixed sufficiently small. On

the other hand, using the eigenfunction method of Kaplan [16], we prove that, for α > 0

sufficiently large, uα(x, t) is not globally defined in time. We multiply the equation by
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ϕ1 and integrate by parts to get

∂t

∫
Ω
uα(x, t)ϕ1(x) dx = −λ1

∫
Ω
uα(x, t)ϕ1(x) dx+

∫
Ω
ϕ1(x)uα(x, t)

p dx.

Letting û =
∫
Ω ϕ1(x)uα(x, t) dx, the Jensen’s inequality implies

û′(t) = −λ1û(t) +
∫
Ω
ϕ1(x)uα(x, t)

p dx

≥ −λ1û(t) + û(t)p.

We observe that

û(0) =

∫
Ω
ϕ1(x)uα(x, 0) dx = α

∫
Ω
ϕ1(x)φ(x) dx,

is positive. Also, for α > 0 sufficiently large we have −λ1û(0) + û(0)p > 0. Thus, by

comparison we have û(t) ≥ û(0) and hence û′(t) > 0. Hence, supposing that û (and

hence u) is well-defined in [0, T ], we can perform a change of variable to integrate the

inequality above and we find

T =

∫ T

0
ds ≤

∫ û(T )

û(0)

1

rp − λ1r
dr

≤
∫ ∞

û(0)

1

rp − λ1r
dr <∞.

This shows that T cannot be arbitrarily large. We conclude that ∥uα(·, t)∥L∞(Ω) ≥ û(t)

blows-up in finite time.

Thus, we observe a dramatic transition of the dynamics from global existence with

decay into blow-up in finite time. It was proved by Lions in [18] that these are the

typical behaviors, in the sense that the set of non-negative initial values u0 for which

one of these scenarios occurs is dense in C1
0 (Ω̄). It follows from standard parabolic

theory (see [17]) that the set

A = {α > 0 : uα(x, t) is uniformly bounded and uα(x, t) → 0 as t→ ∞}

is open. We have just shown that A is nonempty and bounded above. Then, the

threshold number α∗ = α∗(φ) ∈ (0,∞) defined by

α∗ := sup
{
α > 0 : lim

t→∞
∥uα(·, t)∥∞ = 0

}
,

satisfies the following properties:

� if α < α∗ the solution uα(x, t) tends uniformly to zero as t→ +∞;

� if α > α∗ the solution uα(x, t) blows-up in finite time.

The first existence result of threshold solutions is due to Ni, Sacks and Tavantzis [19],
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who proved that uα∗ is well-defined as L1-weak solution. It is known (see Theorem

28.7 in [21]) that

� for p ∈ (1, pS), uα∗(x, t) is global, smooth and, up to subsequences, tends to a

positive steady states of (Fp);

� if p > pS , and Ω is convex then uα∗ blow-up in finite time;

� if p = pS , Ω = B1(0) and φ radial non-increasing, then Galaktionov and Vazquez

[15] proved that uα∗ is smooth, global and

lim
t→∞

∥uα∗(·, t)∥L∞(Ω) = ∞. (1.3)

The main open question that motivates our work concerns the limit (1.3) and goes as

follows:

What is the asymptotic behaviour of ∥uα∗(·, t)∥L∞(Ω) in the non-radial setting?

1.1.2 The critical exponent

The critical exponent pS is related to the Sobolev inequalities: for bounded domains Ω

the embedding H1
0 (Ω) ↪→ Lp+1(Ω) is compact when p ∈ (1, pS) and the best Sobolev

constant

Sp(Ω) := inf
0̸=u∈H1

0 (Ω)

∥u∥2
H1

0 (Ω)

∥u∥2
Lp+1(Ω)

is attained. Due to the loss of compactness when p = pS , the constant SpS (Ω) is

attained only if Ω = Rn. SpS (Rn) is achieved by the Talenti bubbles (see [24])

Uµ,ξ(x) := µ−
n−2
2 U

(
x− ξ

µ

)
, (1.4)

defined for every µ ∈ (0,∞) and ξ ∈ Rn, where

U(x) := αn

(
1

1 + |x|2

)n−2
2

, αn = [n(n− 2)]
n−2
4 . (1.5)

The work of Caffarelli, Gidas and Spruck [5] implies that these are all the positive

solutions of the equation

∆U + U
n+2
n−2 = 0 in Rn.

These are the positive critical points of the energy

E(u) :=
1

2

∫
Rn

|∇u(x)|2 dx− n− 2

2n

∫
Rn

|u(x)|
2n
n−2 dx.
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The family (1.4) is energy invariant, meaning that

E(Uµ,ξ) = E(U) = SpS (R
n) ∀ (µ, ξ) ∈ R+ × Rn.

If we consider the limit µ → 0 we see that the function Uµ,ξ becomes unbounded at

x = ξ. In other words, the family (1.4) becomes asymptotically singular when the

parameter µ decays and the energy is concentrating around x = ξ.

When Ω is a bounded domain, SpS (Ω) = SpS (Rn) is not attained. Struwe proved

in [22] that every Palais-Smale sequence {uj}∞j=1 ∈ H1
0 (Ω) associated to the energy

functional E, namely satisfying supj |E(uj)| <∞ and ∇E(uj) → 0, has the decompo-

sition

uj(x) = u∞ +

k∑
i=0

Uµi
j ,ξ

i
j
+ o(1) when j → ∞, (1.6)

up to subsequences, for some k ∈ N, where u∞ ∈ H1
0 (Ω) is a critical point of E and

µij → 0, ξij ∈ Ω. When the domain is star-shaped, the Pohozaev identity constrains u∞
to vanish. It is worth noting that, in general, k ≥ 0. However, if we restrict to non-

negative Palais-Smale sequences {uj}∞j=1 with E(uj) ≥ SpS it follows that k must be

positive. In this case, we say that the compactness of E is lost by ”bubbling” because

the Talenti bubbles in (1.6) are preventing the existence of a converging subsequence.

Furthermore Du [12] and Suzuki [23] have proved, that for every sequence of times

{tj}∞j=1 with tj → ∞ as j → ∞, the threshold solution uα∗(x, tj) of the energy-critical

heat equation (FpS ) has the asymptotic decomposition (1.6) up to subsequences. Thus,

when constructing example of threshold solutions in the critical case, it is natural to

look for solutions with the asymptotic shape (1.4).

1.2. Examples of threshold solutions for p = pS

In this section we present an overview about the known examples of threshold solutions,

in both radial and nonradial case, and we give a first introduction to the next chapters.

1.2.1 The radial case

Most of the results in the literature concerning the dynamics of the threshold solution

pertain to the radial case. This setting allows the construction of specific solutions by

means of matched asymptotic expansions. This technique has been used by Galaktionov

and King [14] to prove that, as t→ ∞, the radial threshold solution has the asymptotic

bubbling profile

uα∗(x, t) ∼ [n(n− 2)]
n−2
4

(
µ(t)

µ(t)2 + |x|2

)n−2
2

,

with

log ∥uα∗(·, t)∥∞ =


π2

4
t(1 + o(1)) if n = 3,

2
√
t(1 + o(1)) if n = 4,

(1.7)
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and

∥uα∗(·, t)∥∞ = (γnt)
n−2

2(n−4) , if n ≥ 5, (1.8)

with constants

γn = [n(n− 2)]
n−2
2

(n− 4)2Γ0(N)

n(n+ 2)Γ0(N/2)2
,

where Γ0 denotes the Gamma function. As a by-product of our analysis in the following

chapter, we prove a generalization of (1.7) for n = 3.

1.2.2 The nonradial case in higher dimension

The first example of global unbounded solution without radial symmetry has been

constructed by Cortázar, Del Pino and Musso in [7] in dimension n ≥ 5. Let Ω ⊂ Rn

with n ≥ 5. For any q ∈ Ω there exists an initial datum u0(x) such that the positive

solution to (FpS ) has the form

u(x, t) = µ−
n−2
2 U

(
x− ξ(t)

µ(t)

)
− µ

n−2
2 (H0(x, q) + θ(x, t)),

where

� θ(x, t) is bounded and decays uniformly away from the point q;

� ∥u(·, t)∥∞ satisfies (1.8) as t→ ∞;

� ξ(t) = q +O
(
µ(t)2

)
as t→ ∞.

In particular, we observe that the time asymptotics at x = q, given by µ−
n−2
2 , does

not depend on the position of q in Ω. This is in contrast with what we shall see in

dimension 3 and 4.

In fact, they prove a more general result, giving the first example of a multi-spike

threshold solution. Let G(x, y) be the solution to

−∆xG(x, y) = cnδ(x− y) in Ω,

G(x, y) = 0 on ∂Ω,

where δ(x) is the Dirac mass at the origin and cn = αnωn. Also, consider the regular

part of the Green function

H(x, y) := Γ(x− y)−G(x, y),

where Γ(z) = αn/|z|n−2 is a multiple of the fundamental solution. It is proved in [7]

that, given a set of points q1, . . . , qk ∈ Ω ⊂ Rn with n ≥ 5 and k ∈ N+, if the matrix G
with entries

(G)ij =

{
H(qj , qj) if i = j,

−G(qi, qj) otherwise,

6



is positive definite, then a solution to (FpS ) exists and asymptotically looks like a sum

of bubbles centered at qj for j = 1, . . . , k. The condition on G guarantees that the

interaction terms between the bubbles are sufficiently weak to treat them as lower

order terms.

Such solutions enjoy a k codimension stability. In other words, there exists a codi-

mension k manifold M in C1(Ω̄), which contains the initial datum uq(x, 0) that blows

up in infinite time at points {qi}ki=1 such that if v(x) ∈M and it is sufficiently close to

uq(x, 0) in C1-sense, then the solution with initial datum v(x) has exactly k blow up

points {q̃i}ki=1 with q̃i near the original qi for i = 1, . . . , k.

1.2.3 The nonradial case in dimension 3

The existence of positive global and unbounded solutions of (FpS ) in nonradial case is

an open problem when n ∈ {3, 4}. Chapter 2 of this thesis deals with the conjecture

in dimension 3. We consider the Dirichlet problem
ut = ∆u+ u5 in Ω× R+,

u = 0 on ∂Ω× R+,

u(x, 0) = u0(x) in Ω,

(1.9)

where Ω is a smooth bounded domain in R3. We observe that the equation is translation-

invariant in time. It is convenient to construct u(x, t) in Ω × [t0,∞) for a sufficiently

large initial time t0 > 0; then, the function u0(x, t) := u(x, t− t0) is a solution to (1.9)

in Ω× [0,∞).

We discover that an important role in the analysis of this problem is played by the

Green function Gγ of the elliptic operator −∆− γ, for a special number γ ∈ [0, λ1), in

Ω under Dirichlet boundary conditions. The Green function Gγ satisfies{
−∆xGγ(x, y)− γGγ(x, y) = c3δy(x) in Ω,

Gγ(x, y) = 0 on ∂Ω.

Here δy(x) is the Dirac delta distribution centered at y. Also, cn := ωnαn where ωn is

the area of the unit sphere in dimension n and αn is given in (1.5). In order to separate

the singular part, we decompose

Gγ(x, y) = Γ(x− y)−Hγ(x, y)

where

Γ(x) :=
c3
|x|
,

denotes (a multiple of) the fundamental solution of the Laplacian, and Hγ(x, y) is the

regular part of Gγ . The diagonal function Rγ(x) = Hγ(x, x) is called Robin function,

7



and it turns out that, given q ∈ Ω, there exists a unique number γ = γ(q) such that

Rγ(q)(q) = 0, with γ(q) ∈ (0, λ1).

Equivalently, this number is defined by

γ(q) := sup{γ > 0 : Rγ(q) > 0}.

We are now in position to state the main theorem proved in chapter 2.

Theorem 1. Let Ω ⊂ R3 a bounded smooth domain. Let q a point in Ω such that

γ(q) <
λ1
3
. (1.10)

Then, there exist an initial datum u0(x) ∈ C1(Ω̄), smooth functions ξ(t), µ(t) and

θ(x, t) such that the solution u(x, t) to the problem (1.9) is a positive unbounded global

solution with the asymptotic form

u(x, t) = µ−1/2U

(
x− ξ(t)

µ(t)

)
− µ1/2(Hγ(x, ξ) + θ(x, t)),

where θ is a bounded function. Also, θ decays uniformly away from the point q, that

is: for all compact set K ⊂ Ω̄ with q /∈ K, we have ∥θ(·, t)∥L∞(Ω\K) → 0 as t → ∞.

Moreover, the parameters µ(t), ξ(t) are smooth functions of time and satisfy

ln

(
1

µ(t)

)
= 2γ(q)t(1 + o(1)), ξ(t)− q = O(µ(t)) as t→ ∞.

The assumption (1.10) The condition above seems necessary when we look for a

stable solution in the sense of [7]. In our construction we need to consider the Dirichlet

problem of the type

ut = ∆u+ γu+ e−2γt in Ω× R+, (1.11)

u(x, t) = 0 on ∂Ω× [0,∞),

u0(x) = 0 in Ω.

For t > 1, we have

|u(x, t)| ≲ e−min{λ1,3γ}t.

This is a consequence of the long-term behaviour of the Dirichlet heat kernel

pΩt (x, t) ∼ ϕ1(x)ϕ1(y)e
−λ1t,

in bounded domains. Since we need to solve fixed point theorems in weighted-L∞ spaces

to find the exact remainder of the blow-up parameter µ(t), the long time behaviour of
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the solution to (1.11) has to be e−2γt.

In any domain, the number γ(q), as a function of q, is smooth and tends to λ1 as

q approaches ∂Ω. Hence, (1.10) necessarily requires q to be sufficiently far from the

boundary. We have examples of domains where (1.10) is satisfied somewhere. We do

not know if this is true for all domains. A study of Wang [25] suggests that (1.10) may

be false everywhere in ’very thin cylinders’.

Relation between γ and µBN The number γ(q) is related to the Brezis-Nirenberg

problem. Define

Sa(Ω) := inf
u∈H1

0 (Ω)\{0}

∫
Ω |∇u(x)|2 − a

∫
Ω |u(x)|2 dx(∫

Ω |u|6 dx
) 1

3

.

In the celebrated work [3] Brezis and Nirenberg proved that the existence of a constant

µBN ∈ (0, λ1) such that

µBN := inf{a > 0 : Sa(Ω) < S0}.

Then, Druet [11] proved

min
q∈Ω

γ(q) = µBN(Ω).

Thus, when 3µBN (Ω) < λ1(Ω) is true, condition (1.10) is satisfied in some open set

O ⊂ Ω, and Theorem 1 gives the desired solution with blow-up at any fixed point

q ∈ O.

The unit ball B1 When we consider the radial case Ω = B1(0) and q = 0, an

explicit computation gives γ(0) = π2/4, that is consistent with (1.7). In fact, this is

the minimum value for γ(q) since Brezis and Nirenberg computed µBN (B1) = π2/4.

Applying the formula in Remark 2.1 of Chapter 2 to the radial case we deduce that

γ(r) is a decreasing function of r ∈ [0, 1]. Thus, the condition (1.10) is satisfied in the

ball Bd∗ , where d
∗ = |q| and q is a point such that γ(q) = λ1/3.

The unit cube C1 For the unit cube C1 it is known (see Remark 4.3 in [25]) that

3µBN(C1) < λ1(C1). Indeed, from B1/2(0) ⊂ C1 and the strict monotonicityof µBN (Ω)

with respect to Ω we deduce µBN(C1) < µBN

(
B1/2

)
= π2. By separation of variables

we easily compute λ1(C1) = 3π2, thus

3µBN(C1) < 3µBN

(
B1/2

)
= 3π2 = λ1(C1).

In general, in Theorem 1 we need the smoothness of the domain Ω to get a smooth

solution up to the boundary. In case of the cube, a slight modification of Theorem 1

applies: since C1 is a Lipschitz domain, by the parabolic regularity theory we get a

smooth solution u(x, t) in Ω× R+ which is Lipschitz continuous in Ω× [0,∞).

9



Estimates for other domains Let Ω∗ the ball with the same volume as Ω. The

following estimate holds true:

λ1(Ω
∗)

4
≤ µBN(Ω) ≤

λ1(Ω
∗)

4
min
x∈Ω

R0(x)
2.

Thus, assuming without loss of generality Ω with volume |Ω| = |B1|, if it happens that
we know minx∈ΩR0(x)

2 < 4/3 we can apply Theorem 1 to Ω. The first inequality was

proved by Brezis and Nirenberg [3] by means of a symmetrization argument. Using

harmonic transplantation Bandle and Flucher [1] proved the upper bound. Wang [25]

conjectured that µBN/λ1 ∈ [1/4, 4/9). This range is supported by numerical computa-

tions made by Budd and Humphries in [4].

1.2.4 The nonradial case in dimension 4

The critical heat equation in dimension n = 4 is

ut = ∆u+ u3 in Ω× R+.

If a nonradial positive global unbounded solution for the Dirichlet problem exists is

still an open question. Solving this conjecture is a work in progress in collaboration

with Manuel Del Pino and Juan Dávila.

In Chapter 3 we prove some steps towards an expected full solution. We have

computed the natural generalization of (1.7) by beginning the bubbling construction.

A nonlocal operator, less singular than in dimension 3, governs the dynamics of lower

order terms of the blow-up rate. The nonradial extension of (1.7) is as follows:

ln
(
∥u(·, t)∥L∞(Ω)

)
= k

√
t(1 + o(1)), k =

(√
2R0(q)

)1/2
. (1.12)

Here R0(x) = H0(x, x) is the Robin function. When Ω = B1(0) and q = 0 we explicitly

compute R0(q) = α4 = 2
√
2, hence the radial case (1.7) is recovered. Thus, as in

dimension 3, we expect that the asymptotic behaviour depends on the position of q in

the domain. More precisely, in chapter 3 we discuss the following steps regarding the

bubbling construction:

� we show that the ansatz

µ−1U

(
x− ξ

µ

)
− µ1/2H0(x, ξ)

requires a nonlocal improvement to remove a slow-decay term of type

λ̇
α4

µ2 + |x− ξ|2
,

where λ(t) = − ln(µ(t));

� we invert such nonlinear operator at the main order;
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� we obtain the behaviour (1.12) and we show that it matches the radial case;

� we prove a modification of [7, Lemma 7.2] in dimension n = 4. This is a necessary

ingredient to get and extension of the linear theory developed in higher dimension

and finding a decaying perturbation close to the blow-up point.
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Chapter 2

Infinite blow-up solution for the critical heat equa-

tion in dimension 3

In this chapter we present the first example of global unbounded solution to the 3

dimensional critical heat equation without radial symmetry. The radial case was con-

structed by means of matched expansion techniques by Galaktionov and King [14]. We

generalize this result to the nonradial case with a different method.

Our work is based on the new parabolic gluing method introduced in [7] by Cortázar,

Del Pino and Musso. We extend their result to n = 3, thus leaving open only the 4-

dimensional nonradial case. In [7] the assumption n ≥ 5 allows to solve the problem

avoiding nonlocal operators. To solve this main difficulty, we develop an invertibility

theory for a half-fractional derivative type operator, combining asymptotic properties

of the heat kernel of the domain with a Laplace transform argument.

We construct the solution assuming an analytical property of the domain, that can

be stated in terms of the Brezis-Nirenberg number. This condition is verified for balls

and cubes, where we can select the blow-up point in a suitable open set (far from the

boundary). It is not known if there are domains that do not possess this property. As a

consequence of the strategy we also obtain a 1-codimensional stability for the solution.

This is a joint work with Manuel Del Pino.

2.1. Outline of the Article

The paper consists of three main parts. Firstly, we choose a natural ansatz u1, and

we compute the associated error. It turns out that u1 is not sufficiently good to

start our perturbation scheme. Thus, an improved approximation u3 is constructed

by adding global and local terms. In the second part, by means of the inner-outer

gluing procedure, we prove the existence of a perturbation ϕ̃ such that u = u3 + ϕ̃ is

an exact solution to the problem. Basically, this strategy consists in decomposing ϕ̃ to

separate the regime close to the blow-up point and far away from it. We firstly solve

the outer problem for given parameters and then, by fixed point arguments, we solve

the inner problem. We need the validity of some orthogonality conditions with respect

to the kernel of the main linear operator in the inner problem. These are satisfied by

carefully selecting the free parameters of our ansatz. In particular, solving one of this

orthogonality conditions requires a crucial invertibility theory for a nonlocal operator

J , that is proved in the third part of the paper.
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INFINITE TIME BLOW-UP FOR THE THREE DIMENSIONAL
ENERGY CRITICAL HEAT EQUATION IN BOUNDED DOMAIN

GIACOMO AGENO AND MANUEL DEL PINO

Abstract. We consider the Dirichlet problem for the energy-critical heat equation



ut = ∆u + u5 in Ω × R+,

u = 0 on ∂Ω × R+,

u(x, 0) = u0(x) in Ω,

where Ω is a bounded smooth domain in R3. Let Hγ(x, y) be the regular part of
the Green function of −∆ − γ in Ω, where γ ∈ (0, λ1) and λ1 is the first Dirichlet
eigenvalue of −∆. Then, given a point q ∈ Ω such that 3γ(q) < λ1, where

γ(q) := sup{γ > 0 : Hγ(q, q) > 0},

we prove the existence of a non-radial global positive and smooth solution u(x, t)
which blows up in infinite time with spike in q. The solution has the asymptotic
profile

u(x, t) ∼ 3
1
4

(
µ(t)

µ(t)2 + |x − ξ(t)| 2

) 1
2

as t → ∞,

where
− ln (µ(t)) = 2γ(q)t(1 + o(1)), ξ(t) = q + O(µ(t)) as t → ∞.

1. Introduction and statement of the main result

We investigate the asymptotic structure of global in time solutions u(x, t) of the
energy-critical semilinear heat equation





ut = ∆u+ u5 in Ω × R+,

u = 0 on ∂Ω × R+,

u(·, 0) = u0 in Ω,
(1.1)

where Ω ⊂ R3 is a smooth bounded domain and u0 is a smooth initial datum. The
energy associated to the solution u(x, t) is

E(u) := 1
2

∫

Ω
|∇u| 2 dx− 1

6

∫
|u| 6 dx.

Since classical solutions of (1.1) satisfy
d

dt
E(u(·, t)) = −

∫

Ω
|ut| 2 dx ≤ 0,

the energy is a Lyapunov functional for (1.1). The stationary equation on the whole
space is the Yamabe problem

∆U + U5 = 0 in R3.
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All positive solutions of this equation are given by the Talenti bubbles (see [4])

Uµ,ξ(x) = µ− 1
2U

(
x− ξ

µ

)
, (1.2)

where µ > 0, ξ ∈ R3 and

U(x) = α3
1

(
1 + |x| 2

)1/2 , where α3 := 31/4.

Consider the Sobolev embedding H1
0 (Ω) ↪→ Lp+1(Ω), which is compact for p ∈ (1, pS),

where pS = n+2
n−2 , and the associated constant

Sp(Ω) := inf
0̸=u∈H1

0 (Ω)

∥u∥ 2
H1

0 (Ω)

∥u∥ 2
Lp+1(Ω)

.

The Talenti bubbles achieve the constant SpS (Rn). Thus, the energy E(Uµ,ξ) = SpS (Rn)
is invariant with respect to µ, ξ. When µ → 0 the Talenti bubble becomes singular.
This is the reason for the loss of compactness in the Sobolev embedding for p = pS .
Struwe proved in [31] that every Palais-Smale sequence {uj}∞

j=1 ∈ H1
0 (Ω) associated to

the energy functional E, namely satisfying supj |E(uj)| < ∞ and ∇E(uj) → 0, has the
decomposition

uj(x) = u∞ +
k∑

i=0
Uµi

j ,ξi
j

+ o(1) when j → ∞, (1.3)

up to subsequences, for some k ∈ N, where u∞ ∈ H1
0 (Ω) is a critical point of E and

µi
j → 0, ξi

j ∈ Ω. When the domain is star-shaped, the Pohozaev identity constrains
u∞ to vanish. It is worth noting that, in general, k ≥ 0. However, if we restrict to
non-negative Palais-Smale sequences {uj}∞

j=1 with E(uj) ≥ SpS it follows that k must
be positive. In this case, we say that the compactness is lost by ’bubbling’. When the
domain is star-shaped, the Pohozaev identity constrains u∞ to vanish.

For classical finite-energy solutions u(x, t) the problem (1.1) is well-posed in short
time intervals. We refer to the monograph [29] by Quittner and Souplet for an extended
review on this problem and more general semilinear parabolic problems.

The aim of this paper is exhibiting classical positive finite-energy solutions u(x, t) of
(1.1) which are globally defined in time and satisfy

lim
t→∞

∥u(·, t)∥L∞(Ω) = ∞. (1.4)

These global unbounded solutions are difficult to detect since the typical behaviour (in
the sense of Lions [26]) of the solutions to (1.1) is blow-up in finite time or decay at
infinity. On one hand, if the initial datum is sufficiently large than the solutions are
defined until a maximum time T < ∞; on the other hand, if ∥u0∥ ∞ is small enough
then the solution eventually decay. For this reason solutions with the property (1.4)
are called ’threshold solutions’. In 1984 the first rigorous proof of the existence in
L1-weak sense of unbounded global solutions was found by Ni, Sacks and Tavantzis [28].
Du [15] and Suzuki [32] have proved, that for a global unbounded solution u of the
energy-critical heat equation (1.1) and every sequence of times {tn}∞

n=1 with tn → ∞
as n → ∞, u(x, tn) have the asymptotic decomposition (1.3) up to subsequences. Thus,
when constructing examples of threshold solutions in the critical case, it is natural to
look for solutions with the asymptotic shape (1.2).
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Most of the results about the dynamics of the threshold solution in the literature
concern the radial case. This particular setting allows the construction of specific
solutions by means of matched expansions. In [17], Galaktionov and King studied the
problem for Ω = B1(0) and radial initial datum. They found that the blow-up rate of
the global unbounded solution is

log ∥u(·, t)∥ ∞ =





π2

4 t(1 + o(1)) if n = 3,

2
√
t(1 + o(1)) if n = 4,

(1.5)

and
∥u(·, t)∥ ∞ = (γnt)

n−2
2(n−4) , if n ≥ 5,

with some explicit constants γn. Our main theorem is the extension of this result in
dimension n = 3 to the nonradial case. The case of higher dimension n ≥ 5 has been
already extended to the nonradial case by Cortázar, Del Pino and Musso in [5], where
they built positive multispike threshold solutions which blow-up by bubbling in infinite
time. The term multispike refers to the fact that the constructed solution has k blow-up
points as t → ∞ for every choice of k ∈ N+.

Our solutions involve the Green function Gγ associated to the elliptic operator
Lγ = −∆ − γ on Ω,

where γ ∈ [0, λ1) and λ1 is the principal Dirichlet eigenvalue. Namely, for all y ∈ Ω, Gγ

satisfies
− ∆xGγ(x, y) − γGγ(x, y) = c3δ(x− y) in Ω,
Gγ(x, y) = 0 on ∂Ω,

where δ(x) is the Dirac delta, c3 := α3ω3, the constant ωn indicates the area of the unit
sphere and αn = [n(n− 2)] n−2

4 . The Green function can be decomposed as
G(x, y) = Γ(x− y) −Hγ(x, y),

where Γ(x) = α3|x| −1 and the regular part Hγ(x, y) is defined as the solution, for all
y ∈ Ω, to

∆xH(x, y) + γHγ(x, y) = γ
α3

|x− y| in Ω,

Hγ(x, y) = Γ(x− y) in ∂Ω.
The diagonal Rγ(x) := Hγ(x, x) is called Robin function associated to the operator
−∆ − γ in Ω. It turns out that for any fixed q ∈ Ω there exists a unique number
γ(q) ∈ (0, λ1) defined as

γ(q) := {γ > 0 : Rγ(q) > 0}.
Our main theorem shows that, for any q ∈ Ω such that 3γ(q) < λ1 holds, there exists a
global solution to the problem (1.1) which blow-up at the point q.

Theorem 1. Let Ω ⊂ R3 a bounded smooth domain. Let q a point in Ω such that

γ(q) < λ1
3 . (1.6)
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Then, there exist an initial datum u0(x) ∈ C1(Ω̄), smooth functions ξ(t), µ(t) and θ(x, t)
such that the solution u(x, t) to the problem (1.1) is a positive unbounded global solution
with the asymptotic form

u(x, t) = µ−1/2U

(
x− ξ(t)
µ(t)

)
− µ1/2(Hγ(x, ξ) + θ(x, t)) as t → ∞,

where θ is a bounded function. Also, θ decays uniformly away from the point q, that
is: for all compact set K ⊂ Ω̄ with q /∈ K, we have ∥θ(·, t)∥ L∞(Ω\K) → 0 as t → ∞.
Moreover, the parameters µ(t), ξ(t) are smooth functions of time and satisfy

ln
( 1
µ(t)

)
= 2γ(q)t(1 + o(1)), ξ(t) − q = O(µ(t)) as t → ∞. (1.7)

Furthermore, thanks to the inner-outer gluing approach, which is based only on
elliptic and parabolic estimates, as in [5] and [8] we get a codimension-1 stability of the
solution stated by Theorem 1. In fact, under condition (1.6), the proof is identical to
that one of Corollary 1.1 in [5] (see the remark in section 7).

Corollary 1.1. Let u be the solution stated in Theorem 1 which blow us at q. Then,
there exist a codimension 1 manifold M in C1(Ω̄) with u0 ∈ M and constants C, ε0 > 0
such that if ū0 ∈ M and ∥u0 − ū0∥ C1(Ω) < ε then the solution ũ given by Theorem 1
with initial datum ū0 is global with bubbling spike in some point q̄ with |q − q̄| < Cε.

The condition (1.6) tells us that the point q cannot be very close to boundary, since
γ(q) → λ−

1 as q → ∂Ω (see Lemma A.2 in Appendix A). To prove the result, we will
need to consider Dirichlet problems of the type

ut = ∆u+ γu+ e−2γtf(x) in Ω × R+,

u(x, t) = 0 on ∂Ω × R+,

u(x, 0) = 0 in Ω,
for some f(x) ∈ Lp with p > 2. In order to get the natural estimate

∥u(·, t)∥ ∞ ≤ Ce−2γt

for t > 1, the condition (1.6) is necessary. This is due to the long-term behaviour of the
Dirichlet heat kernel associated to Ω

pΩ
t (x, t) ∼ ϕ1(x)ϕ1(y)e−λ1t as t → ∞.

More specifically, we use assumption (1.6) in the following steps of the proof:
• in Lemma 2.2 and Lemma 2.3 for improving the ansatz;
• in Lemma 4.1 for solving the outer problem;
• in Proposition 6.1 for the invertibility theory of the nonlocal operator J .

The number γ(q) is related to the Brezis-Nirenberg problem. Define

Sa(Ω) := inf
u∈H1

0 (Ω)\{0}

∫
Ω |∇u(x)| 2 − a

∫
Ω |u(x)| 2 dx

(∫
Ω |u| 6 dx

) 1
3

.

In the celebrated work [2] Brezis and Nirenberg proved that the existence of a constant
µBN ∈ (0, λ1) such that

µBN := inf{a > 0 : Sa(Ω) < S0}.
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Then, Druet [14] proved
min
q∈Ω

γ(q) = µBN(Ω).

Thus, when 3µBN (Ω) < λ1(Ω) is true, condition (1.6) is satisfied in some open set
O ⊂ Ω, and Theorem 1 gives the desired solution with blow-up at any fixed point q ∈ O.

When we consider the radial case Ω = B1(0) and q = 0, an explicit computation
gives γ(0) = π2/4, that is consistent with (1.5). In fact, this is the minimum value for
γ(q) since Brezis and Nirenberg computed µBN (B1) = π2/4. By radial symmetry we
deduce that condition (1.6) is satisfied in the ball Bd∗ , where d∗ = |q| and q is a point
such that γ(q) = λ1/3.

For the unit cube C it is known (see Remark 4.3 in [34]) that 3µBN(C) < λ1(C).
Indeed, from B 1

2
(0) ⊂ C and the strict monotonicity of µBN (Ω) with respect to Ω

we deduce µBN(C) < µBN
(
B1/2

)
= π2. By separation of variables we easily compute

λ1(C) = 3π2, thus

3µBN(C) < 3µBN
(
B1/2

)
= 3π2 = λ1(C).

Let Ω∗ the ball with the same volume as Ω. The following estimate holds true:
λ1(Ω∗)

4 ≤ µBN(Ω) ≤ λ1(Ω∗)
4 min

x∈Ω
R0(x)2.

The first inequality was proved by Brezis and Nirenberg [2] by means of a symmetrization
argument. Using harmonic transplantation Bandle and Flucher [1] proved the upper
bound. Thus, if it happens that we know minx∈ΩR0(x)2 < 4/3 we can apply Theorem
1 to Ω. Wang [34] conjectured that µBN/λ1 ∈ [1/4, 4/9). This range is supported by
numerical computations made by Budd and Humphries in [3].

The main differences with respect to the result [5] in dimension n ≥ 5 are the
following:

• in our result the blow-up rate is dependent on the position of the point q ∈ Ω.
This is a completely new phenomenon.

• The condition (1.6) does not allow us to construct multi-spike solutions, since,
roughly speaking, the spikes need to be relatively far from each other and
sufficiently close to the boundary in order to bound the interaction between
the bubbles (see [5] for a rigorous condition in terms of the Green function G0).
However, it could still be possible to detect multi-spike.

• A nonlocal operator controls the dynamics of µ(t). The presence of a nonlocal
operator has been treated also in [8], where the domain Ω = R3 allows an explicit
inversion of the Laplace transform.

The approach developed in this work is inspired by [5], [8] and [6]. It is constructive
and allows an accurate analysis of the asymptotic dynamics and stability. Let describe
the general strategy. The first step consists in choosing a good approximated solution
u3. Here the word ’good’ means that the associated error function

S[u](x, t) := −∂tu+ ∆u+ u5

is sufficiently small in Ω. Part of the problem consists in understanding what smallness
on S[u] is sufficient to find a small perturbation ϕ̃ such that

u = u3 + ϕ̃
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is an exact solution to (1.1). Our building block is the scaled Talenti bubble which we
modify to match the boundary at the first order. Then we realize that we need two
improvements. The first one is a global correction useful to get solvability conditions
for the elliptic linearized operator around the standard bubble

L[ϕ] := ∆ϕ+ 5U4(r)ϕ.
Such improvement produces a nonlocal term which will govern the second order term
in the expansion of the scaling parameters µ(t). This is a low-dimensional effect, which
is ultimately due to the fact that

Zn+1(r) := n− 2
2 U(r) + U ′(r)r /∈ L2(Rn) when n ∈ {3, 4},

where Zn+1 is the unique (up to multiples) bounded radial function belonging to the
kernel of L[ϕ]. Actually, the dimensional restriction in [5] was especially designed
to avoid this effect and the presence of the corresponding nonlocal term. Then, by
choosing γ(q) as in (1.6) we reduce the error close to x = q; this gives the asymptotic
behaviour (1.7) of µ(t) at the first order. A second correction, local in nature, removes
nonradial slow-decay terms and gives the asymptotic behaviour of ξ written in (1.7).
At this point we have a sufficiently good ansatz to start the so called inner-outer gluing
procedure: we decompose the problem in a system of nonlinear problems, namely an
inner and an outer problem which are weakly coupled thanks to the smallness of S[ũ].
We solve the outer problem, that is a perturbation of the standard heat equation, for
suitable decaying solutions of the inner equation. We can find the inner solution, by
fixed point argument, using the adaptation to n = 3 of the linear theory for the inner
problem developed in [5]. This requires the solvability of orthogonality conditions which
are equivalent to a system in the parameters ξ, µ. To solve this system, we need the
invertibility of a nonlocal equation, which we achieve by means of a Laplace transform
argument using asymptotic properties of the heat kernel pΩ

t (x, y).
Of course, the full problem consists in finding the exact initial datum that evolves in

an infinite time solution. We find the positive initial condition

u(x, t0) =µ(t0)−1/2U

(
x− ξ(t0)
µ(t0)

)
− µ(t0)1/2Hγ(x, ξ(t0)) + µ0(t0)1/2J1(x, t0)

+ µ(t0)−1/2ϕ3

(
x− ξ(t0)
µ(t0) , t0

)
ηl(t0)

(∣∣∣∣
x− ξ(t0)
µ(t0)

∣∣∣∣
)

+ µ0(t0)1/2ψ(x, t0) + ηR(t0)

(∣∣∣∣
x− ξ(t0)
µ(t0)

∣∣∣∣
)
µ(t0)−1/2e0Z0

(
x− ξ(t0)
µ(t0)

)
,

for t0 fixed sufficiently large, where the existence of µ, ξ, ϕ, ψ and the constant e0 is a
consequence of fixed point arguments, ηl, l, ηR, R are defined in (2.5), (2.17), (2.17) and
the functions ϕ3, J1, J2 solve the problems (2.21), (2.14) and (2.15) respectively.

To conclude the proof, it is necessary to establish the Lipschitz dependence of ϕ[ψ0]
and e0[ψ0], where ϕ represents the solution to the inner problem with the initial datum
ϕ(y, t0) = e0Z0(y) and ψ0 denotes the initial outer condition. This property is crucial
for obtaining contraction maps, requiring the initial datum in C1(Ω̄) class to apply the
Implicit Function Theorem. It is worth noting that, as a consequence of the smoothing
property of the heat equation, a smooth solution u(x, t) is guaranteed for t > t0.

We conclude this introduction giving a short bibliographic overview on relate problems
and recent developments. Concerning the Cauchy problem for (1.1) in the critical case
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p = pS , infinite blow-up solutions have been found in dimension n = 3 in [8] by
Del Pino, Musso and Wei. Recently, Wei, Zhang and Zhou [35] detected analogue
solutions in dimension n = 4. King and Galaktionov [17] used matched asymptotic
methods to formally analyze the behaviour of infinite blow-up solutions in the radial
case, conjecturing non-existence of positive infinite time blow-up solutions in dimension
n ≥ 5. In [9], sign-changing solutions in the form of ”tower of bubbles”, that is a
superposition of a negative and a positive bubble concentrating at the same point, have
been constructed in dimension n ≥ 7.

Many articles in the literature have been dedicated to construct finite time blow-up
solutions. A smooth solution of

ut = ∆u+ up in Ω × (0, T ),
u = 0 on ∂Ω × (0, T ),
u(·, 0) = u0 in Ω,

blows-up at finite time if ∥u(·, t)∥ L∞(Ω) → ∞ as t → T for some T < ∞. Finite time
blow-up can be classified into two types:

• Type I if

lim sup
t→T

(T − t)
1

p−1 ∥u(·, t)∥ ∞ < ∞,

• Type II if

lim sup
t→T

(T − t)
1

p−1 ∥u(·, t)∥ ∞ = ∞.

Type I blow-up exhibits behavior similar to the corresponding ODE ut = up, while
Type II blow-up is considerably more difficult to identify. We know after [16] and [27]
that if p = pS and n ≥ 3 Type II blow-up is not admitted, but it is still admissible for
sign-changing solutions, and in fact examples have been found in [9–11,19,20,25,30].

2. Approximate solution and estimate of the associated error

In this section we construct an approximation for a solution to the problem
{
ut = ∆u+ u5 in Ω × R+,

u = 0 on ∂Ω × R+,
(2.1)

and we compute the associated error. The first approximation u1 is chosen by selecting
a time-scaled version of the stationary solution to

∆U + U5 = 0 in R3,

properly adjusted to be small at the boundary ∂Ω. This is constructed in section 2.1.
In order to make the error small at the blow-up point, we need to select a precise first
order for the dilatation parameter µ(t), which matches the blow-up rate in the radial
case found in [17]. However, we observe in section 2.2 that, for our rigorous proof, u1 is
not close enough to an exact solution to make our scheme rigorous. In section 2.3 we
make a global improvement u2. Such correction involves a nonlocal operator, similar to
a 1

2 -fractional Caputo derivative, in the lower order term of µ(t). The last improvement
u3 is only local, and it removes slow-decaying terms in non-radial modes by selecting
the first order asymptotic of the translation parameter ξ(t).
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2.1. First global approximation. Our building blocks are the scaled Talenti bubble
(1.2) which satisfy

∆Uµ,ξ + U5
µ,ξ = 0 in R3. (2.2)

We look for a solution of the form u1(x, t) ≈ Uµ(t),ξ(t)(x). We make an ansatz for the
parameters µ(t), ξ(t). Assuming that µ(t) → 0 as t → ∞ and ξ → 0 we notice that
Uµ,ξ(x) is concentrating around x = 0 and uniformly small away from it. For this reason,
we should have

∂tu1 − ∆u1 = u1(x, t)5 (2.3)

≈ δ0(x− ξ)
∫

R3

(
µ−1/2U

(
x− ξ

µ

))5
dx

= δ0(x− ξ)µ1/2
∫

R3
U(y)5 dy

= δ0(x− ξ)ω3α3µ
1/2,

where ω3 = 4π is the surface area of S2. Let µ0(t) the first order of µ(t), that is
µ(t) = µ0(t)(1 + o(1)) as y → ∞.

From (2.3) we define the scaled function
v(x, t) := µ−1/2u1(x, t),

should satisfy

vt ≈ ∆v +
(

− µ̇

2µ

)
v + ω3α3δ0(x− ξ) in Ω × R+, (2.4)

v = 0 on ∂Ω × R+.

We choose the parameter µ0(t) such that

− µ̇0(t)
2µ0(t) = γ,

for some γ ∈ R+ that will be fixed later. This is equivalent to choosing
µ0(t) = be−2γt, (2.5)

for some b ∈ R+. We can fix b = 1. Indeed, the equation is translation-invariant in
time: we construct, for a sufficiently large initial time t0, a solution u(x, t) in Ω × [t0,∞)
and we conclude that u0(x, t) := u(x, t − t0) is a solution to (2.1) in Ω × [0,∞). We
observe that after shifting the initial time, the main dilatation parameter µ0 becomes
µ0(t− t0) = e2γt0e−2γt. With this choice (2.4) reads

vt ≈ ∆v + γv + ω3α3δ0(x− ξ) in Ω × R+,

v = 0 on ∂Ω × R+.

Hence, for large time we should have
v(x, t) ≈ Gγ(x, ξ), (2.6)

where Gγ(x, y) is the Green function for the boundary value problem
− ∆xGγ(x, y) − γGγ(x, y) = ω3α3δ(x− y) in Ω, (2.7)
G(·, y) = 0 on ∂Ω.
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We write
Gγ(x, y) = Γ(x− y) −Hγ(x, y), (2.8)

where
−∆xΓ(x) = ω3α3δ0(x), Γ(x) = α3

|x|
is (a multiple of) the fundamental solution of the Laplacian in R3 and the regular part
Hγ satisfies

− ∆xHγ(x, y) − γHγ(x, y) = −γΓ(x− y) in Ω, (2.9)
Hγ(·, y) = Γ(· − y) on ∂Ω.

The function Hγ(x, y) ∈ C0,1(Ω) when γ ∈ (0, λ1). Also, we decompose
Hγ(x, y) = θγ(x− y) − hγ(x, y), (2.10)

where

θγ(x) := α3
1 − cos

(√
γ|x| )

|x| (2.11)

and hγ(·, y) ∈ C∞(Ω) solves
∆xhγ(x, y) + γhγ(x, y) = 0 in Ω, (2.12)

hγ(x, y) = −α3
cos
(√
γ|x− y| )

|x− y| on ∂Ω.

We also define the Robin function
Rγ(x) := Hγ(x, x) = hγ(x, x).

In terms of the original function u1 the equation (2.6) reads as

u1(x, t) ≈ µ1/2 α3
|x− ξ| − µ1/2Hγ(x, ξ).

We also notice that far away from the origin we have

Uµ,ξ(x) ≈ µ1/2 α3
|x− ξ| .

This formal analysis suggests the ansatz
u1(x, t) := Uµ,ξ(x) − µ1/2Hγ(x, ξ).

2.1.1. Dilatation parameter µ(t). The full dilatation parameter is given by
µ = µ0(t)e2Λ(t),

where
µ0(t) = e−2γt, and Λ(t) = o(1) as t → ∞.

In this notation we have
µ̇(t)
2µ(t) = µ̇0e2Λ

2µ0e2Λ + 2Λ̇µ0e2Λ

2µ0e2Λ

= −γ + Λ̇(t),
and

Λ(t) = −
∫ ∞

t
Λ̇(s) ds,

where Λ̇(s) is an integrable function in any [t0,∞).
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2.2. Error associated to u1. The next step consists in computing the error associated
to the first ansatz u1. We define the error operator

S[u] := −∂tu+ ∆u+ u5.

Of course, finding u such that S[u] = 0 is equivalent to solving the equation in (2.1). It
is well-known that all bounded solutions to the linearized operator

∆yϕ+ 5U4ϕ = 0 in Rn,

are linear combinations of the functions

Zi(y) := ∂yiU(y), i = 1, 2, 3, Z4(y) := 1
2U(y) + y · ∇U(y) = α3

2
1 − |y| 2

(
1 + |y| 2

)3/2 .

We define the scaled variable

y = y(x, t) := x− ξ(t)
µ(t) .

Now, we compute S[u1](x, t) for x ̸= ξ(t). We have

∆u1 = µ−1/2∆xU

(
x− ξ

µ

)
− µ1/2∆xHγ(x, ξ)

= −µ−5/2U(y)5 + µ1/2
(
γHγ(x, ξ) − γα3

|x− ξ|

)

= −µ−5/2U(y)5 + µ1/2γHγ(x, ξ) − µ1/2 γα3
|x− ξ| ,

where we used equations (2.2) and (2.9) for U and Hγ . The time-derivative gives

∂tu1 = − 1
2
µ̇

µ
µ−1/2U(y) + µ−1/2∇yU(y) ·

[
− ξ̇

µ
− µ̇

µ
y

]

− 1
2
µ̇

µ
µ1/2Hγ(x, ξ) − µ1/2ξ̇ · ∇x2Hγ(x, ξ)

= −
(
µ̇

2µ

)[
µ−1/2U + 2µ−1/2∇yU · y + µ1/2Hγ(x, ξ)

]

− µ−3/2ξ̇ · ∇yU − µ1/2ξ̇ · ∇x2Hγ(x, ξ)
Hence, the error associated to u1 is

S[u1] =Λ̇
(
µ−1/22Z4(y) + µ1/2Hγ(x, ξ)

)
− γµ−1/2

(
2Z4(y) + α3

|y|

)
(2.13)

+ µ−3/2ξ̇ · ∇yU(y) + µ1/2ξ̇ · ∇x2Hγ(x, ξ)

− µ−3/25U(y)4Hγ(x, ξ)

+ µ−5/2
[
(U(y) − µHγ(x, ξ))5 − U(y)5 + µ5U(y)4Hγ(x, ξ)

]
.

2.3. Global improvement. The remaining part of this section concerns the improve-
ment of the natural ansatz u1. Later in the argument we will divide the error in outer
and inner part. We realize that solving the inner-outer system requires a global and local
improvements. Based on Proposition 3.1 with a = 2,we say that a term is slow-decay
(in space) if it is not controlled by

1
1 + |y| 4 .
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We can find an exact perturbation with our scheme if we remove such terms. Looking
at (2.13) we observe that all the terms in the first two lines are slow-decay. For the
moment we can assume Λ̇,Λ, ξ̇, ξ bounded by some power of µ(t). Later in the argument
we shall specify precise norms for these parameters. Firstly, we decompose

−µ−3/25U(y)4Hγ(x, ξ) = − µ−3/25U(y)4θγ(x− ξ)

+ µ−3/25U(y)4hγ(x, ξ).

Now, we select the solution J1[Λ̇](x, t) to the problem

∂tJ1 = ∆xJ1 + γJ1 +
(
µ

µ0

) 1
2
Λ̇
(
µ−12Z4

(
x− ξ

µ

)
+Hγ(x, ξ)

)
in Ω × [t0 − 1,∞),

(2.14)
J1(x, t) = 0 in ∂Ω × [t0 − 1,∞),
J1(x, t0 − 1) = 0 on Ω,

and the solution J2(x, t) to

∂tJ2 = ∆xJ2 + γJ2 −
(
µ

µ0

) 1
2
[
γ

(
µ−12Z4(y) + α3

|x− ξ|

)
+ µ−25U(y)4θγ(µy)

]
in Ω × [t0,∞),

(2.15)
J2(x, t) = 0 on ∂Ω × [t0,∞),
J2(x, t0) = 0 in Ω.

The choice of defining J1 from the time t0 −1 as well as Λ̇(t) will become clear in section
8. We extend ξ(t) = ξ(t0) for t ∈ [t0 − 1, t0). We define

u2 := u1 + µ
1/2
0 J [Λ̇](x, t),

where
J [Λ̇] := J1[Λ̇] + J2.

The new error reads as
S[u2] = S[u1] + (−∂t + ∆x)(µ1/2

0 J(x, t)) + u5
2 − u5

1

= S[u1] + µ
1/2
0 {−∂tJ + ∆xJ + γJ} + u5

2 − u5
1.

Inserting S[u1] given in (2.13) we get
S[u2] =µ−3/2ξ̇ · ∇yU(y) + µ1/2ξ̇ · ∇x2Hγ(x, ξ(t)) + µ−3/25U(y)hγ(x, y)

+ µ
1/2
0

{
−∂tJ1 + ∆xJ1 + γJ1 +

(
µ

µ0

) 1
2
Λ̇
(
µ−12Z4

(
x− ξ

µ

)
+Hγ(x, ξ)

)}

+ µ
1/2
0

{
−∂tJ2 + ∆xJ2 − γJ2 −

(
µ

µ0

) 1
2
[
γ

(
µ−12Z4(y) + α3

|x− ξ|

)
+ µ−25U(y)4θγ(µy)

]}

+ µ−5/2



(
U(y) − µHγ(x, ξ) + µ

(
µ0
µ

)1/2
J [Λ̇](x, t)

)5

− U(y)5 + µ5U(y)4Hγ(x, ξ)


.
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Using equations (2.14) and (2.15), the error associated to u2 becomes
S[u2] =µ−3/2ξ̇ · ∇yU(y) + µ1/2ξ̇ · ∇x2Hγ(x, ξ) + µ−3/25U(y)4hγ(x, ξ) (2.16)

+ µ−5/2



(
U(y) − µHγ(x, ξ) + µ

(
µ0
µ

)1/2
J [Λ̇](x, t)

)5

− U(y)5 + µ5U(y)4Hγ(x, ξ)


.

2.3.1. Choice of γ. We observe that with the choice of J2 we removed the singular term
|x− ξ| −1 from (2.13). At this point, the main error at x = ξ(t) is given by the first
order of the nonlinear term

µ−3/25U(0)4Rγ(ξ),

which, in general as size µ(t)−3/2. We realize that we can reduce this error by selecting
γ such that Rγ(0) = 0. The existence of such number is given by the following lemma.

Lemma 2.1. There exists a unique γ = γ∗(0) ∈ (0, λ1) such that Rγ∗(0) = 0.

Proof. We consider the function Rγ(0) as a function of γ. Lemma A.2 in [7] shows that
Rγ(0) : (0, λ1) → (−∞, R0(0))

is smooth in (0, λ1) and ∂γRγ(0) < 0. Lemma A.1 shows that Rγ(0) → −∞ as γ → λ−
1 .

By the maximum principle H0(x, y) > 0 for all x, y ∈ Ω, hence we have R0(0) > 0 and
the intermediate value theorem gives the existence of a root

γ∗(0) := max{γ > 0 : Rγ(0) > 0}.
Finally the monotonicity of Rγ(0) implies the uniqueness of γ∗(0). □

Remark 2.1 (Regularity of γ∗(x)). Let Rγ(x) =: R(γ, x). Since R(γ∗(x), x) = 0 and
∂γR(γ, x) < 0 for all x ∈ Ω, the implicit function theorem implies that γ∗(x) ∈ C1(Ω)
with

∇xγ
∗(x) = −∇xR(γ, x)

∂γR(γ, x) .

Remark 2.2 (radial case). We compute γ(0) in case Ω = B1(0). We look for a radial
solution to

∆Hγ + γHγ = α3
|x| in B1,

Hγ(x, 0) = α3
|x| on ∂B1.

We define l0(|x| ) := Hγ(x, 0) for a function l0 : [0, 1] → R. Then l0 solves

∂rrl0 + 2
r
∂rl0 + γl0 = γ

α3
r

in [0, 1],

l0(1) = α3, l0(r) bounded at r = 0.

We write l0(r) = α3
l(r)

r , where l(r) solves
∂rrl + γl = γ in [0, 1],
l(1) = 1, l(r) = O(r) for r → 0.

The solution to this problem is given by
l(r) = 1 − cos(√γr) + cot(√γ) sin(√γr),
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and we conclude with

Hγ(r, 0) = α3

[
1 − cos

(√
γr
)

r
+

sin
(√
γr
)

r tan
(√
γ
)
]
.

In particular, for r = 0 we find
Rγ(0) = Hγ(0, 0) = α3

√
γ cot(√γ).

Asking for Rγ(0) = 0

γ =
(
π

2 + kπ

)2
for k ∈ N,

and, recall that λ1(B1) = π2, the unique value in (0, λ1) is

γ∗ = π2

4 ,

as predicted in the analysis of Galaktionov and King [17].

For sake of simplicity we continue to use γ = γ(0) to denote the selected number
γ∗(0). Since Rγ(x) ∈ C∞(Ω) we expand

Rγ(ξ) = Rγ(0) + ξ · ∇xRγ(0) + 1
2ξ ·D2

xxRγ(ξ∗) · ξ,

for some ξ∗ ∈ [0, ξ]. Assuming |ξ(t)| = O(µ(t)) we conclude

µ−3/25U(0)4Rγ(ξ) = O
(
µ−1/2

)
.

2.4. Local improvement and final error computations. In this section we make
a further improvement and we obtain the final ansatz. We still need to remove from
(2.13) the main order of the terms

µ−3/2ξ̇ · ∇yU + µ−3/25U(y)4hγ(x, ξ).
We define the final ansatz

u3(x, t) := u2(x, t) + µ(t)−1/2ϕ3

(
x− ξ(t)
µ(t) , t

)
ηl(t)

(∣∣∣∣
x− ξ(t)
µ(t)

∣∣∣∣
)
.

where η : [0,∞) → [0, 1] denotes a smooth cut-off function such that η(s) ≡ 1 for s < 1
and supp η ⊂ [0, 2], and we define

ηl(t)(|y| ) := η

( |y|
l(t)

)
, l(t) := 1

kµ
, (2.17)

where k is a constant such that B 2
k
(0) ⊂ Ω, to ensure that supp ηl(|·| ) ⋐ Ω. Also we

define the variable
z3(x, t) := y(x, t)

l(t) = x− ξ(t)
µ(t)l(t) .

We compute

∂t

(
µ−1/2ϕ3ηl(t)

)
= − µ̇

2µµ
−1/2ϕ3ηl(t) + µ−1/2ηl(t)

[
∂tϕ3 + ∇yϕ3 ·

(
− µ̇

µ
y − ξ̇

µ

)]
+ µ−1/2ϕ3∂tη

∆x

(
µ−1/2ϕ3ηl

)
= µ−5/2∆yϕ3 + 2µ−3/2∇yϕ3 · y

|y|

(
η′(|z3| )
µl

)
+ µ−1/2ϕ3

( 2
|z3|

η′(|z3| )
µ2l2

+ η′′(|z3| )
µ2l2

)
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and define

N3(y, t) :=
(
U(y)5 − µHγ(µy + ξ, ξ) + µ

(
µ0
µ

)1/2
J(µy + ξ, t) + ϕ3(y, t)ηl

)5

− U(y)5

− 5U(y)4
(

−µHγ(µy + ξ, ξ) + µ

(
µ0
µ

)1/2
J + ϕ3η

)

Thus, using (2.16),

S[u3] = − ∂t

(
µ−1/2ϕ3ηl

)
+ ∆x

(
µ−1/2ϕ3ηl

)
+ u5

3 − u5
2 + S[u2]

=µ−3/2ξ̇ · ∇yU + µ1/2ξ̇ · ∇xHγ(x, ξ) + µ−3/25U(y)4hγ(x, ξ)

+ µ−5/2N3(y, t) + 5U(y)4µ−3/2
(
µ0
µ

)1/2
J(x, t) + µ−5/2ϕ3ηl5U(y)4

−
{(

− µ̇

2µ

)
µ−1/2ϕ3ηl(t) + µ−1/2ηl(t)

[
∂tϕ3 + ∇yϕ3 ·

(
− µ̇

µ
y − ξ̇

µ

)]
+ µ−1/2ϕ3∂tη

}

+ µ−5/2ηl(t)∆yϕ3 + 2µ−3/2∇yϕ3 · y

|y|

(
η′(|z3| )
µl

)
+ µ−1/2ϕ3

( 2
|z3|

η′(|z3| )
µ2l2

+ η′′(|z3| )
µ2l2

)
.

By Taylor expansion of hγ(x, ξ) centered at x = ξ we have

hγ(x, ξ) = Rγ(ξ) + µy · ∇x1hγ(ξ, ξ) + 1
2µ

2y2 : Dxxhγ(x̄, ξ) (2.18)

for some x̄ ∈ [ξ, x]. Now, we expand the first terms at (ξ, ξ) = (0, 0). By the Chain
Rule we have ∇x1hγ(x, x) = 2∇xRγ(x). Hence, we have

∇x1hγ(ξ, ξ) = 1
2∇xRγ(ξ) = 1

2∇xRγ(0) + 1
2ξ ·DxxRγ(ξ∗∗),

for some ξ∗∗ ∈ [0, ξ]. Furthermore, since Rγ(0) = 0, we have

Rγ(ξ) = ξ · ∇xRγ(0) + 1
2ξ

2 : DxxRγ(ξ∗)

for some ξ∗ ∈ [0, ξ]. Plugging these identities in (2.18) we obtain

hγ(x, ξ) =ξ · ∇xRγ(0) + 1
2µy · ∇xRγ(0) (2.19)

+ 1
2ξ

2 : DxxRγ(ξ∗) + 1
2µy ·DxxRγ(ξ∗∗) · ξ

+ 1
2µ

2y2 : Dxxhγ(x̄, ξ).

Let
ξ = ξ0 + ξ1.

Now, we assume the following decay for the parameters ξ1, ξ̇1,Λ, Λ̇:
|ξ1(t)| + |ξ̇1(t)| ≤ Cµ(t)1+k,

|Λ(t)| ≤ Cµ(t)l0 ,

|Λ̇(t)| ≤ Cµ(t)l1 ,
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for some positive constants k, l0, l1 to be chosen. We write the full error

S[u3] =µ−3/2∇yU(y) ·
[
ξ̇ − µ−1µ0ξ̇0

]
ηl

+ 5U(y)4
[
µ−3/2hγ(x, ξ) − µ−5/2µ0

(1
2µ0y · ∇xRγ(0)

)]
ηl

+
[
µ−3/2∇yU(y) · ξ̇ + 5U(y)4µ−3/2hγ(x, ξ)

]
(1 − ηl)

+ µ1/2ξ̇ · ∇xHγ(x, ξ)

+ µ−5/2N3(y, t) + 5U(y)4µ−3/2
(
µ0
µ

)1/2
J(x, t)

−
{(

− µ̇

2µ

)
µ−1/2ϕ3ηl(t) + µ−1/2ηl(t)

[
∂tϕ3 + ∇yϕ3 ·

(
− µ̇

µ
y − ξ̇

µ

)]
+ µ−1/2ϕ3∂tη

}

+ µ−5/2ηl(t)
[
∆yϕ3 + 5U(y)4ϕ3 + M[µ0, ξ0]

]

+ 2µ−3/2∇yϕ3 · y

|y|

(
η′(|z3| )
µl

)
+ µ−1/2ϕ3

( 2
|z3|

η′(|z3| )
µ2l2

+ η′′(|z3| )
µ2l2

)
.

where

M[µ0, ξ0] := µ0ξ̇0 · ∇yU(y) − 5
2U(y)4µ0(µ0y · ∇xRγ(0)) (2.20)

For any fixed t > t0, we select ϕ4(·, t) as the bounded solution to the elliptic problem
∆yϕ3(y, t) + 5U(y)4ϕ3(y, t) = −M[µ0, ξ0](y, t) in R3, (2.21)

with the following orthogonality conditions on the right-hand side:
∫

R3
M[µ0, ξ0](y, t)Zi(y) dy = 0 for t > t0, and i = 1, 2, 3, 4. (2.22)

As we shall see, conditions (2.22) are essential to have ϕ3 bounded in space (see (2.4))
and equivalent to choose ξ0(t). The condition corresponding to the index i = 4 is
satisfied by symmetry. When i = 1, 2, 3 the orthogonality condition (2.22) is equivalent
to

µ0ξ̇0,i

(∫

R3
|∂yiU(y)| 2 dy

)
− µ2

0

(∫

R3
5U(y)4yi∂yiU(y) dy

)1
2∂x,iRγ(0) = 0.

Hence, we select ξ0,i such that

ξ̇0,i(t) = ∂x,iRγ(0)
(∫

R3 5U(y)4yi∂yiU(y) dy
)

2
(∫

R3 |∂yiU(y)| 2 dy
) µ0(t).

With the condition lim
t→∞

ξi(t) = 0 we get

ξ0,i(t) = cie
−2γt, ci = −∂x,ihγ(0)

(∫
R3 5U(y)4yi∂yiU(y) dy

)

4γ
(∫

R3 |∂yiU(y)| 2 dy
) . (2.23)

Also, we define c := (c1, c2, c3).

Remark 2.3 (no local improvement in the radial case). In case Ω = B1(0), searching
hγ(r, 0) solution to (2.12) in the radial form, we see that

∇xRγ(0) = 2∇x1hγ(0, 0) = 0,
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hence conditions (2.22) imply ξ0 = 0, as expected. This implies that the local improve-
ment ϕ3, which in fact involves only non-zero modes, is null in the radial case.

With these choices for ϕ3 and ξ0 we conclude with the following expression of the
error associated to the final ansatz u3:
S[u3] =µ−3/2∇yU(y) ·

[
ξ̇1 +

(
1 − µ−1µ0

)
ξ̇0
]
ηl

+ 5U(y)4
[
µ−3/2hγ(x, ξ) − µ−5/2µ0

(1
2µ0y · ∇xRγ(0)

)]
ηl

+
[
µ−3/2∇yU(y) · ξ̇ + 5U(y)4µ−3/2hγ(x, ξ)

]
(1 − ηl)

+ µ1/2ξ̇ · ∇xHγ(x, ξ)

+ µ−5/2N3(y, t) + 5U(y)4µ−3/2
(
µ0
µ

)1/2
J(x, t)

−
{(

− µ̇

2µ

)
µ−1/2ϕ3ηl(t) + µ−1/2ηl(t)

[
∂tϕ3 + ∇yϕ3 ·

(
− µ̇

µ
y − ξ̇

µ

)]
+ µ−1/2ϕ3∂tη

}

+ 2µ−3/2∇yϕ3 · y

|y|

(
η′(|z3| )
µl

)
+ µ−1/2ϕ3

( 2
|z3|

η′(|z3| )
µ2l2

+ η′′(|z3| )
µ2l2

)
.

For later purpose, we split S[u3] in inner and outer error. At this stage, it is important
to treat the terms involving directly Λ̇ as part of the outer error, since, as we shall see,
a priori these are the terms with less regularity. Let

S[u3] = Sin + Sout,

where

Sin :=µ−3/2
(
µ0
µ

)1/2
5U(y)4J(x, t) + µ−5/2N3 (2.24)

+ µ−3/2ηl

(
ξ̇1 +

(
1 − µ−1µ0

)
ξ̇0
)

· ∇yU(y)

+ µ−3/2ηl5U(y)4
(
hγ(x, ξ) −

(
µ0
µ

)(1
2µ0y · ∇xRγ(0)

))

and
Sout :=µ−3/2

[
∇yU(y) · ξ̇ + 5U(y)4hγ(x, ξ)

]
(1 − ηl) (2.25)

+ µ1/2ξ̇ · ∇xHγ(x, ξ)

− µ−1/2
[
(γ − Λ̇)ηl(ϕ3 + 2y · ∇yϕ3) + ηl

(
∂tϕ3 − µ−1ξ̇ · ∇yϕ3

)
+ ϕ3

η′(|z3| )
µl

ξ̇ · z3
|z3|

]

+ 2µ−3/2∇yϕ3 · y

|y|

(
η′(|z3| )
µl

)
+ µ−1/2ϕ3

( 2
|z3|

η′(|z3| )
µ2l2

+ η′′(|z3| )
µ2l2

)
.

2.4.1. Size of Sin. ?? We proceed with the estimate of Sin. Let
R(t) = µ−δ, (2.26)
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for some δ > 0. We need the following conditions on δ, l0, l1

δ + l1 < 1 (2.27)

δ ∈
(1 − l1

2 ,
1 + l1

6

)
(2.28)

l1 ≤ l0, (2.29)
k ≥ −1 + 2δ + l1, (2.30)

The condition (2.27) is used to get the estimate in the linear outer problem, and it is due
to the fact that both the heat kernel pΩ

t and the parameter µ0(t) have an exponential
decay for t large. To get the quadratic term U3ϕ̃2 smaller than Sin in the inner problem
we need the upper bound in (2.28). The lower bound is necessary to get a positive
Hölder exponent in the regularity of Λ̇. The last two conditions (2.29)-(2.30) ensure
that the main term in Sin is given by the first term in (2.24). Thus, we fix the following
values satisfying (2.27)-(2.28):

δ = 2
9 , l1 = 2

3 . (2.31)

Here and in what follows, we write a ≲ b if there exists a constant C, independent of t0,
such that a ≤ Cb. If both the inequalities a ≲ b and b ≲ a hold we write a ∼ b. Using
(2.36) and (2.37) we estimate

∣∣∣∣∣5U(y)4
(
µ0
µ

)1/2
µ−3/2J(x, t)

∣∣∣∣∣ ≲
µ−3/2

1 + |y| 4

(
µl1 + µ

1 + |y|

)
,

≲ µ−3/2+l1

1 + |y| 4

and
|µ−5/2N3| ≲ µ−1/2U(y)3(|Hγ(x, ξ)| + |J(x, t)| )2

≲ µ−1/2

1 + |y| 3

(
µR+ µl1 + µ

1 + |y|

)2

≲ µ−1/2

1 + |y| 4µ
−δ(µ1−δ + µl1)2

≲ µ−1/2−δ+2 min{1−δ,l1}

1 + |y| 4

Also,

|µ−3/2ηl

(
ξ̇1 + (1 − µ−1µ0)ξ̇0

)
· ∇yU | ≲ ηl

µ−3/2

1 + |y| 4R
2
(
|ξ̇1| + µ2

)

≲ µ−3/2−2δ+min{1+k,2}

1 + |y| 4

Now, we estimate the last term of Sin using expansion (2.19) and µ/µ0 = e2Λ we get

|µ−3/2ηlU(y)4
(
hγ(x, ξ) −

(
µ0
µ

)(1
2µ0y · ∇xRγ(0)

))
| ≲ µ−3/2+min{1,l0}

1 + |y| 4 .
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Combining these estimates we get

|Sin| ≲ 1
1 + |y| 4

[
µ−1/2−δ+2 min{1−δ,l1} + µ−3/2−2δ+min{1+k,2} + µ−3/2+min{1,l0,l1}

]

and using the values (2.31) we get

|Sin| ≲ µ− 3
2 +l1

1 + |y| 4 (2.32)

≲ µ−5/6

1 + |y| 4 .

2.4.2. Size of Sout. For the first term in Sout we have
|(1 − ηl)∇yU · ξ̇| ≲ µ3/2(1 − ηl)

|µ−3/25U4hγ(1 − ηl)| ≲ µ5/2(1 − ηl)

|µ1/2ξ̇ · ∇x1Hγ | ≲ µ3/2

and using the estimate on ϕ3,∇yϕ3, ∂tϕ3 we get

|µ−1/2[(γ − Λ̇)ηl(ϕ3 + 2y · ∇yϕ3) + ηl

(
∂tϕ3 − µ−1ξ̇ · ∇yϕ3

)
+ ϕ3

η′(|z3| )
µl

ξ̇ · z3
|z3| ]| ≲ µ3/2

Finally,

|2µ−3/2∇yϕ3 · y

|y|

(
η′(|z3| )
µl

)
+ µ−1/2ϕ3

( 2
|z3|

η′(|z3| )
µ2l2

+ η′′(|z3| )
µ2l2

)
| ≲ µ3/2.

We conclude that
|Sout| ≲ µ3/2. (2.33)

2.4.3. Size of Sin(1 − ηR). It remains to estimate the size of Sin(1 − ηR). We have

|(1 − ηR)5U4µ−3/2J(x, t)| ≲ µ− 3
2 +l1+2δ

1 + |y| 2 (1 − ηR)

Then,

|(1 − ηR)µ−5/2N3| ≲ (1 − ηR)µ−1/2 1
1 + |y| 3 (|Hγ(x, ξ)| + |J(x, t)| )2

≲ (1 − ηR)µ
−1/2R−1

1 + |y| 2

(
(µR)2 + µ2l1

)

≲ (1 − ηR) 1
1 + |y| 2

[
µ3/2−δ + µ−1/2+δ+2l1

]

Also,

µ−3/2ηl(ξ̇1 + (1 − µ−1µ0)ξ̇0) · ∇yU(y)(1 − ηR) ≲ µ
1
2 +min{0,k− 1

2 }

1 + |y| 2 (1 − ηR)

and

|(1 − ηR)ηl5U(y)4µ−3/2
(
hγ(x, ξ) −

(
µ0
µ

)(1
2µ0y · ∇xRγ(0)

))
| ≲ R−2µ−1/2

1 + |y| 2 (1 − ηR)

≲ µ2δ− 1
2

1 + |y| 2 (1 − ηR)
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Combining these estimates we find

|Sin(1 − ηR)| ≲ µ−3/2+l1+2δ 1
1 + |y| 2 (1 − ηR) (2.34)

≲ µ− 5
6 + 4

9
1

1 + |y| 2 (1 − ηR)

We conclude that

|Sin(1 − ηR) + Sout| ≲ µ− 5
6 + 4

9
1

1 + |y| 2 (1 − ηR) + µ
3
2

2.5. Estimates of J1, J2 and ϕ3. The following lemma gives an estimate of J1[Λ̇](x, t)
in terms of Λ̇. Observe that

lim
t→∞

(
µ(t)
µ0(t)

)1/2 µ2(t) − |x− ξ|
(
µ2 + |x− ξ| 2

)3/2 +Hγ(x, ξ) = − 1
|x| +Hγ(x, 0).

In order to control J1 we will construct a supersolution using J , that is the solution to
∂tJ = ∆xJ + γJ − Λ̇(t)Gγ(x, 0) in Ω × [t0 − 1,∞), (2.35)
J (x, t) = 0 on ∂Ω × [t0 − 1,∞),
J (x, t0 − 1) = 0 in Ω.

We define the L∞-weighted space
Xc := {f ∈ L∞(t0 − 1,∞) : ∥f∥ ∞,c < ∞},

where
∥f∥ ∞,c := sup

t>t0−1
|f(t)µ0(t)−c| .

Lemma 2.2 (Estimate of J1). Suppose 2γl1 < λ1 − γ and
∥Λ̇∥ ∞,l1

< ∞.

Then we have
∥J1(·, t)∥ L∞(Ω) ≲ µ0(t)l1∥Λ̇∥ ∞,l1

, (2.36)
for t ≥ t0.

Since we have selected l1 < 1 in (2.31), condition (1.6) guarantees that 2γl1 < λ− γ.

Proof. By parabolic comparison, it is enough to prove the bound for J defined as the
solution to (2.35). Indeed, we have

∣∣∣∣∣∣∣

(
µ

µ0

)1/2
Λ̇(t)




µ2 − |x− ξ| 2

(
µ2 + |x− ξ| 2

)3/2 +Hγ(x, ξ)




∣∣∣∣∣∣∣
≲ |Λ̇(t)|

∣∣∣∣−
1

|x| +Hγ(x, 0)
∣∣∣∣.

Consider
J̄ := ∥Λ̇∥ ∞,l1

e−2γl1tf(x),
where f(x) solves

− ∆xf(x) − γ(2l1 + 1)f(x) = |Gγ(x, 0)| in Ω,
f(x) = 0 on ∂Ω.

32



Then, J̄ satisfies
∂tJ̄ − ∆J̄ − γJ̄ = ∥Λ̇∥ ∞,l1

e−2γl1t[−∆xf(x) − γ(2l1 + 1)f(x)]
≥ |Λ̇(t)| |Gγ(x, 0)| .

Also, J̄ (x, t) = 0 on ∂Ω × [0,∞) and J̄ (x, 0) = ∥Λ̇∥ ∞,l1
f(x) ≥ 0 by the maximum

principle since γ(2l1 + 1) < λ1. Thus, J̄ is a supersolution and for t ∈ [t0,∞) we obtain
∥J1(·, t)∥ L∞(Ω) ≲ ∥J (·, t)∥ L∞(Ω)

≲ ∥Λ̇∥ ∞,l1
e−2γl1t

≲ ∥Λ̇∥ ∞,l1
µ0(t)l1 .

□

Lemma 2.3 (Estimate of J2). Let J2(x, t) be the unique solution to the problem

∂tJ2 =∆xJ2 + γJ2 −
(
µ

µ0

) 1
2
[
γ

(
µ−12Z4

(
x− ξ

µ

)
+ α3

|x− ξ|

)

+ µ−25U
(
x− ξ

µ

)4
θγ(x− ξ)

]
in Ω × [t0,∞),

J2(x, t) = 0 on ∂Ω × [t0,∞),
J2(x, t0) = 0 in Ω.

Suppose that 3γ < λ1. Then, there exists t0 large such that

|J2(x, t)| ≲ µ
1

(1 + |y| 1−ε)
, (2.37)

for any ε > 0 and for all (x, t) ∈ Ω × [t0,∞) where y = x−ξ
µ .

Proof. Firstly, we observe that
∣∣∣∣∣

1 − |y| 2

(1 + |y| 2)3/2
+ 1

|y|

∣∣∣∣∣ ≲
1

|y|
(
1 + |y| 2−ε

) .

Also, by Taylor expanding the function θγ in (2.11) near the origin, we see that

|µ−25U(y)4θγ(µy)| ≲ µ−1

1 + |y| 4 |y|

≲ µ−1

|y|
(
1 + |y| 2−ϵ

) ,

where ϵ > 0 can be taken arbitrarily small. Thus, by parabolic comparison, it is enough
to find ū such that

∂tū ≥ ∆ū+ γū+ µ−1 1
|y| (1 + |y| 2−ε)

in Ω × [t0,∞), (2.38)

ū(x, t) ≥ 0 on ∂Ω × [t0,∞),
ū(x, t0) ≥ 0 in Ω.
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Let v̄ := µ−1ū(x, t). We have

∂tv̄ = ∂t

(
µ−1u

)

= µ−1
(
ut − µ̇

µ
u

)

= µ−1
(
ut + (2γ − 2Λ̇)u

)
.

Thus, the problem for v̄ becomes

∂tv̄ ≥ ∆xv̄ + (3γ − 2Λ̇)v̄ + µ−2

|y|
(
1 + |y| 2−ε

) in Ω × [t0,∞), (2.39)

v̄ ≥ 0 on ∂Ω × [t0,∞),
v̄(x, t0) ≥ 0 in Ω.

We look for v̄ of the form

v̄(x, t) = v0

(
x− ξ

µ

)
η

(
x− ξ

C0

)
+ v1(x, t).

We need

∂tv1 − ∆xv1 − (3γ − 2Λ̇)v1 ≥η
[

− ∂tv0 + µ−2∆yv0 + (3γ − 2Λ̇)v0 (2.40)

+ µ−2

|y| (1 + |y| 2−ε)

]

+ (1 − η) µ−2

|y| (1 + |y| 2−ε)
+ (∆xη − ∂tη)v0

+ 2µ−1∇xη · ∇yv0,

and v1 ≥ 0 on ∂Ω× [t0,∞) and v0(x, t0) ≥ 0 in Ω. Without loss of generality let Ω ⊂ B1.
Consider the positive radial solution v0(y, t) to

∆yv0 + 2 1
|y|
(
1 + |y| 2−ε

) = 0 on B 1
µ(t)

v0 ≡ 0 on ∂B 1
µ(t)

,

given by the formula of variation of parameters

v0(y) = 2
∫ 1

µ(t)

|y|

1
ρ2

∫ ρ

0

s

1 + s2−ε
ds dρ

From this formula we obtain the following estimates in (x, t) ∈ Ω × [t0,∞):

|v0(|y| , t)| ≲ 1
1 + |y| 1−ε ,

|∂tv0(y, t)| ≲ 1
1 + |y| 1−ε .
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Thus, if |x− ξ| < C0, for C0 sufficiently small, then

−∂tv0+µ−2∆yv0 + (3γ − Λ̇)v0 + µ−2

|y| (1 + |y| 2−ε)

= − µ−2

|y| (1 + |y| 2−ε)
+O

(
1

1 + |y| 1−ε

)
≤ 0.

Then, let v1 be the solution to

∂tv1 − ∆xv1 − (3γ − Λ̇)v1 =(1 − η) µ−2

|y| (1 + |y| 2−ε)
+ (∆xη − ∂tη)v0

+ 2µ−1∇xη · ∇yv0 in Ω × [t0,∞),
with

v1 = 0 on ∂Ω × [t0,∞),
v1(x, t0) = 0 in Ω.

In the right-hand side we have

(1 − η) µ−2

|y| (1 + |y| 2−ε)
≲ µ1−ε,

|(∆x − ∂tη)v0| ≲ µ1−ε,

|2µ−1∇xη · ∇yv0| ≲ µ1−ε.

Since 3γ − 2Λ̇(t) < λ1 provided that t0 is sufficiently large, the comparison principle
applies and we get |v0| ≲ µ1−ε. Thus, inequality (2.40) is verified. Also, we have
v̄ = v1 ≥ 0 on ∂Ω × [t0,∞) and ψ2(x, t0) = ηv0(x, t0) ≥ 0. Thus v̄ satisfies (2.39) and
hence ū = µv̄ satisfies (2.38). Then, by parabolic comparison we get |J2| ≲ |ū| , hence
we obtain (2.37). □

Lemma 2.4 (Estimate on ϕ3). There exists a bounded solution to the problem
∆yϕ3 + 5U(y)4ϕ3(y, t) = −M[ξ0, µ0](y, t) in R3, (2.41)

under the orthogonality conditions (2.22) on M[ξ0, µ0](y, t). We have the following
estimates on ϕ3 and its derivatives:

|ϕ3(y, t)| + (1 + |y| )|∇yϕ3(y, t)| + ∂tϕ3 ≲ µ2(t)f(y, t), (2.42)
where f is a smooth bounded function.

Proof. From the explicit form of the function M given in (2.20) we estimate its size as

|M[µ0, ξ0](y, t)| ≤ µ2 1
1 + |y| 2 .

Let {ϑm}∞
m=0 the orthonormal basis of L2(S2) made up of spherical harmonics, namely

the eigenfunctions of the problem
∆S2ϑm + λmϑm = 0 in S2,

where 0 = λ0 < λ1 = λ2 = λ3 = 2 < λ4 ≤ . . . . We decompose

M(y, t) =
∞∑

i=1
Mi(r, t)ϑi(y/r), where r := |y| , Mi(r, t) :=

∫

S2
M(rθ, t)ϑi(θ) dθ.

35



From (2.20) we see that Mi = 0 for i ≥ 4. Also, we decompose ϕ3 as

ϕ3(y, t) =
∞∑

i=1
ϕ3,i(r, t)ϑi(y/r), where ϕ3,i(r, t) :=

∫

S2
ϕ3(rθ, t)ϑi(θ) dθ,

and, by (2.41), also ϕ3 satisfies ϕ3,i(y, t) = 0 for i ≥ 4. Similarly, we define

zi(r) :=
∫

S2
Zi(rθ)ϑi(θ) dθ.

The formula of variation of constants gives

ϕ3,i(r, t) = zi(r)
∫ r

0

1
ρ2z(ρ)2 Ii(ρ, t) dρ,

where

Ii(ρ, t) :=
∫ ρ

0
Mi(s, t)zi(s)s2 ds.

Since
|Mi(r, t)| ≲ µ2(t)

1 + r2

and
|zi(r)| ≲ r

(1 + r3)
we deduce that

|Ii(ρ, t)| ≲ µ2(t)ρ4 as ρ → 0.
Also, by the orthogonality conditions (2.22) we have

|Ii(ρ)| =
∣∣∣∣
∫ ∞

ρ
Mi(s, t)zi(s)s2 ds

∣∣∣∣

≲ µ2(t)1
ρ

as ρ → ∞.

With these estimates we conclude

|ϕ3(r, t)| ≲ r

1 + r3

∫ r

0

(
1 + ρ2)3

ρ4 |I(ρ, t)| dρ

≲ µ2(t) r

1 + r3

∫ r

0

(
1 + ρ2)3

ρ4
ρ4

1 + ρ5 dρ

≲ µ2(t).
Similarly, taking the space and time derivatives of equation (2.41), we deduce the
bounds on ∇yϕ3 and ∂tϕ3. □

We conclude this section by summarizing the key estimates on the size of the error
S[u3].

Lemma 2.5. Let 3γ < λ1, µ = µ0e2Λ and ξ = ξ0 + ξ1, where µ0, ξ0 are given by (2.5)
and (2.23) respectively. Assume

|Λ(t)| ≤ µ0(t)l0 , |Λ̇(t)| ≤ µ0(t)l1 ,

R(t) = µ−δ, |ξ̇1(t)| ≤ µ1+k
0 ,
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for positive constant δ, l0, l1, k satisfying (2.27),(2.28), (2.29) and (2.30). Then, setting
x = µy+ξ, we have, for t0 sufficiently large, the following estimate on the error function
S[u3] holds:

S[u3](y, t) = Sin(y, t)ηR(t)(|y| ) + Sin(y, t)(1 − ηR(t)(y)) + Sout(y, t),
where

|Sin(y, t)ηR(t)| ≲ µ− 3
2 +l1 1

1 + |y| 4 , (2.43)

|Sout(y, t)| ≲ µ3/2, (2.44)

|Sin(y, t)(1 − ηR(t))| ≲ µ−3/2+l1+2δ 1
1 + |y| 2 . (2.45)

The proofs of (2.43), (2.44) and (2.45) are given in sections 2.4.3, 2.4.2 and 2.4.3
respectively.

3. The Inner-outer scheme

We recall that our final purpose is to find an unbounded global in time solution u to
(2.1) of the form

u = u3 + ϕ̃, (3.1)

for a small perturbation ϕ̃. The latter is constructed by means of the inner-gluing
method. This consists in looking for a perturbation of the form

ϕ̃(x, t) = µ0(t)1/2ψ(x, t) + ηR(t)(|y| )µ(t)−1/2ϕ(y, t), (3.2)
where

ηR(|y| ) =
( |y|
R(t)

)
, y := y(x, t) := x− ξ(t)

µ(t) ,

and η(s) is a cut-off function with supp (η) ⊂ [0, 2] and η ≡ 1 in [0, 1]. We have already
chosen R = R(t) in (2.26). In terms of ϕ̃ the equation reads as

0 = S[u] = −∂tu+ ∆xu+ u5

=
(
−∂tu3 + ∆xu3 + u5

3
)

− ∂tϕ̃+ ∆xϕ̃+ (u3 + ϕ̃)4 − u5
3

= S[u3] − ∂tϕ̃+ ∆xϕ̃+ 5u4
3ϕ̃+ N (u3, ϕ̃)

where
N (u3, ϕ̃) := (u3 + ϕ̃)5 − u5

3 − 5u4
3ϕ̃. (3.3)

Hence the problem for ϕ̃ is
∂tϕ̃ = ∆xϕ̃+ 5u4

3ϕ̃+ S[u3] + N (u3, ϕ̃) in Ω × [t0,∞),
ϕ̃ = −u3 on ∂Ω × [t0,∞).

Now, the main idea is to split the problem for ϕ̃ in a system for (ψ, ϕ), localizing the
inner regime. We divide the error in

S[u3] =SinηR + Sin(1 − ηR) + Sout,
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where Sin, Sout are defined in (2.24) and (2.25) respectively. Considering ϕ̃ as in (3.2)
we compute

∂tϕ̃ = µ̇0
2µ0

µ
1/2
0 ψ + µ

1/2
0 ∂tψ + µ−1/2ϕ∂tη

(
y(x, t)
R(t)

)
− µ̇

2µµ
−1/2ϕηR

+ µ−1/2(∂tϕ+ ∇yϕ · ∂ty(x, t))ηR

= − γµ
1/2
0 ψ + µ

1/2
0 ∂tψ + µ−1/2ϕ

[
∇zη

(
y

R

)
·
(

−Ṙ

R

y

R
− µ̇

µ

y

R
− ξ̇

µR

)]

+
(

− µ̇

2µ

)
µ−1/2ϕηR + µ−1/2ηR

(
∂tϕ+ ∇yϕ ·

(
− µ̇

µ
y − ξ̇

µ

))
,

and
∆xϕ̃ =µ1/2

0 ∆xψ + µ−1/2∆x

(
ϕ(y(x, t), t)ηR(t)(y(x, t))

)

=µ1/2
0 ∆xψ + µ−5/2ηR(y)∆yϕ(y, t) + µ−1/2ϕ

( 2
|z|

η′(|z| )
µ2R2 + η′′(|z| )

µ2R2

)

+ 2µ−1/2 1
µ

∇yϕ(y, t) · z

|z|
η′(|z| )
µR

,

where z := y
R . We split

5u4
3ϕ̃ = 5u4

3µ
1/2
0 ψηR + 5u4

3µ
1/2
0 ψ(1 − ηR) + 5u4

3µ
−1/2ϕηR.

Hence, the full equation reads as

−γµ1/2
0 ψ + µ

1/2
0 ∂tψ + µ−1/2ϕ∂tηR + ηRµ

−1/2∂tϕ

+ ηR

{
(γ − Λ̇)µ−1/2(ϕ+ 2∇yϕ · y) − µ−1/2∇yϕ ·

(
ξ̇

µ

)}

=µ1/2
0 ∆xψ + µ−5/2ηR∆yϕ+ µ−1/2ϕ

( 2
|z|

η′(|z| )
µ2R2 + η′′(|z| )

µ2R2

)

+ 2µ−1/2 1
µ

∇yϕ · z

|z|
η′(|z| )
µR

+ 5u4
3µ

1/2
0 ψηR + 5u4

3µ
1/2
0 ψ(1 − ηR) + 5u4

3µ
−1/2ϕηR

+ SinηR + Sin(1 − ηR) + Sout + N (u3, ϕ̃)(1 − ηR) + N (u3, ϕ̃)ηR.

We divide the full problem in a system. Firstly, we look for a solution ψ to

µ
1/2
0 ∂tψ =µ1/2

0 ∆xψ + γµ
1/2
0 ψ + 5u4

3µ
1/2
0 ψ(1 − ηR) + µ−1/2ϕ∂tηR

+ ηR

{
(γ − Λ̇)µ−1/2(ϕ+ 2∇yϕ · y) − µ−1/2∇yϕ ·

(
ξ̇

µ

)}

+ µ−1/2ϕ

( 2
|z|

η′(|z| )
µ2R2 + η′′(|z| )

µ2R2

)
+ 2µ−1/2 1

µ
∇yϕ · z

|z|
η′(|z| )
µR

+ Sin(1 − ηR) + Sout + N (u3, ϕ̃)(1 − ηR), in Ω × [t0,∞)

ψ(x, t) = − µ
−1/2
0 u3(x, t) on ∂Ω × [t0,∞).
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Thus, after dividing by µ1/2
0 , ψ solves the outer problem

∂tψ =∆xψ + γψ + 5u4
3ψ(1 − ηR) + µ−1

(
µ

µ0

)1/2
ϕ∂tηR (3.4)

+ µ−1
(
µ

µ0

)1/2
ηR

{
(γ − Λ̇)(ϕ+ 2∇yϕ · y) − ∇yϕ ·

(
ξ̇

µ

)}

µ−1
(
µ

µ0

)1/2(
ϕ

( 2
|z|

η′(|z| )
µ2R2 + η′′(|z| )

µ2R2

)
+ 2∇yϕ

µ
· z

|z|
η′(|z| )
µR

)

+ µ
−1/2
0 Sin(1 − ηR) + µ

−1/2
0 Sout + µ

−1/2
0 N (u3, ϕ̃)(1 − ηR), in Ω × [t0,∞)

ψ(x, t) = − µ
−1/2
0 u3(x, t) on ∂Ω × [t0,∞),

Then, ϕ has to solve the problem

µ−1/2∂tϕ = µ−5/2∆yϕ+ 5u4
3µ

−1/2ϕ+ 5u4
3µ

1/2
0 ψ + Sin + N (u3, ϕ̃) in B2R(0) × [t0,∞).

Equivalently, multiplying by µ5/2, ϕ solves

µ2∂tϕ =∆yϕ+ 5U4ϕ+ 5U4
(
µ0
µ

)1/2
µψ(µy + ξ, t) +B0[ϕ+ µψ] (µy + ξ, t) (3.5)

+ µ5/2Sin(µy + ξ, t) + N (µ1/2u3, µ
1/2ϕ̃)(µy + ξ, t) in B2R(0) × [t0,∞),

where B0 is the linear operator

B0[f ] := 5
[(
U − µHγ + µJ [Λ̇] + µ−1/2ϕ3(y, t)η3

)4
− U4

]
f, (3.6)

3.0.1. General strategy for solving the inner-outer system. We now describe the method
we use to solve the system (3.4)-(3.5).
Firstly, for fixed parameters Λ, Λ̇, ξ, ξ̇ and inner function ϕ in suitable weighted spaces,
we solve problem (3.4) in ψ = ψ[Λ, Λ̇, ξ, ξ̇, ϕ]. This is done in Section 4.
We insert such ψ in the inner problem. At this point we need to find Λ, Λ̇, ξ, ξ̇ and ϕ.
We make the change of variable t(τ) defined by the ODE

dt(τ)
d τ

= µ2(t(τ))

t(τ0) = t0,

that explicitly gives

τ − τ0 =
∫ t

t0

1
µ(s)2 ds

=
∫ t

t0

1
µ0(s)2 (1 + o(1)) ds

= 1
4γµ0(t)−2(1 + o(1)).

Expressing equation (3.5) in the new variables (y, τ) we get the inner problem
∂τϕ = ∆yϕ+ 5U4ϕ+H[ϕ, ψ, µ, Λ̇, ξ, ξ̇](y, τ) in B2R × [τ0,∞), (3.7)
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where

H[ϕ, ψ, µ, µ̇, ξ, ξ̇](y, τ) :=5U(y)4µ

(
µ0
µ

)1/2
ψ(µy + ξ, t(τ)) (3.8)

+B0[ϕ+ µψ] (µy + ξ, t(τ)) + µ5/2Sin(µy + ξ, t(τ))

+ N (µ1/2u3, µ
1/2ϕ̃)(µy + ξ, t(τ)).

Let Z0 be the positive radially symmetric bounded eigenfunction associated to the only
negative eigenvalue λ0 of the problem

−∆yϕ− 5U(y)4ϕ = λ0ϕ for ϕ in L∞(R3).
It is known that λ0 is simple and

Z0(y) ∼ e−
√

|λ0||y|

|y| as |y| → ∞.

We solve (3.7) with a multiple of Z0(y) as initial datum, namely
ϕ(τ0, y) = e0Z0(y) in B2R, (3.9)

for some constant e0 = e0[H] to be found. Formally, this initial datum (3.9) allows ϕ
to remain a small perturbation of the ansatz along its trajectory. Indeed, multiplying
equation (3.7) by Z0 and integrating by parts we obtain

µ2∂tp(t) + λ0p(t) = q(t),
where

p(t) =
∫

R3
ϕ(y, t)Z0(y) dy, q(t) =

∫

R3
H(y, t)Z0 dy.

The general solution p(t) is given by

p(t) = e|λ0|
∫ t

0 µ(s)−2 ds
(
p(t0) +

∫ t

t0
µ(s)−2q(s)e−|λ0|µ(s)−2

ds

)

This shows that in order to get a decaying solution p(t) (and hence ϕ(y, t)), the following
initial conditions should hold:

p(t0) =
∫

R3
ϕ(y, t0)Z0(y) dy = −

∫ ∞

t0
µ(s)−2q(s)e−|λ0|µ(s)−2

ds.

This argument formally suggests that, to avoid the instability caused by Z0, the small
initial value ϕ(y, t0) should lie on a manifold locally described as a translation of the
hyperplane orthogonal to Z0(y).
Another important observation is that, in order to solve the problem (3.7)-(3.9) we need
to constrain the right-hand side H to be orthogonal to {Zi}4

i=1. Namely we need
∫

B2R

H(y, τ)Zi(y) dy = 0 for t ∈ [τ0,∞) and i = 1, 2, 3, 4. (3.10)

Indeed, the elliptic kernel generated by {Zi}4
i=1 is a subset of the kernel of the parabolic

operator
µ2∂tϕ = ∆yϕ+ 5U(y)4ϕ.

Hence we expect to have solvability of the inhomogeneous problem (3.7) with suitable
space-time decay if the orthogonality conditions (3.10) are satisfied.
As we shall see in Section 5, the Condition (3.10) with index i = 4 is equivalent to a
nonlocal problem in Λ, for fixed ϕ, ξ. This operator turns out to be similar to a Caputo
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1
2 -derivative, and we develop a crucial invertibility theory in Section 8. In section 5 we
solve (3.10) by fixed-point argument and hence we find Λ, ξ.
A main ingredient of the full proof is the linear theory for the inner problem developed
in [5] and adapted in dimension 3 in [8].

3.0.2. Statement of the linear estimate for the inner problem. We recall the result on the
linear theory in dimension 3, proved in [8]. To state the result we decompose a general
function h(·, τ) ∈ L2(B2R) for any τ ∈ [τ0,∞) in spherical modes. Let {ϑm}∞

m=0 the
orthonormal basis of L2(S2) made up of spherical harmonics, namely the eigenfunctions
of the problem

∆S2ϑm + λmϑm = 0 in S2,

where 0 = λ0 < λ1 = λ2 = λ3 = 2 < λ4 ≤ . . . . We decompose h into the form

h(y, τ) =
∞∑

m=1
hm(|y| , τ)ϑm

(
y

|y|

)
, hj(|y| , τ) =

∫

S2
h(rθ, τ)ϑm(θ) dθ.

Furthermore, we write h = h0 + h1 + h⊥ where

h0 = h0(|y| , τ), h1 =
3∑

m=1
hm(|y| , τ)ϑm

(
y

|y|

)
h⊥ =

∞∑

m=4
hm(|y| , τ)ϑm

(
y

|y|

)
.

We solve the inner problem (3.13) for functions h in the space Xν,2+a defined by
Xν,2+a := {h ∈ L∞(B2R × [τ0,∞)) : ∥h∥ ν,2+a < ∞}, (3.11)

whereν, a are positive constants and
∥h∥ ν,2+a := sup

τ>τ0,y∈B2R

τν(1 + |y| 2+a)|h(y, τ)| .

We look for ϕ in the space of functions
X∗ := {ϕ(y, t) ∈ L∞(Ω × [t0,∞)) : ∥ϕ∥ ∗ < ∞}

where
∥ϕ∥ ∗ := sup

τ>τ0,y∈B2R

τνR(τ)−3 log−1(R(τ))(1 + |y| 4)[|ϕ(y, τ)| + (1 + |y| )|∇yϕ(y, τ)| ]

(3.12)

+ sup
τ,y∈B2R,τ1,τ2∈[τ,τ+1]

τνR(τ)−3 log−1(R(τ))(1 + |y| 4) |ϕ(y, τ1) − ϕ(y, τ2)|
|τ1 − τ2| 1

2 +ε

+ sup
τ>τ0,y∈B2R,τ1,τ2∈[τ,τ+1]

τνR(τ)−3 log−1(R)(1 + |y| 5) |∇yϕ(y, τ1) − ∇yϕ(y, τ2)|
|τ1 − τ2| 1

2 +ε

Since in our problem h as in (3.7) decays as µ1+l1(1 + |y| 4)−1 = τ−1(1 + |y| 4)−1 we fix
ν = 1+l1

2 .

Proposition 3.1. Let ν and a be positive numbers. Then for all sufficiently large R > 0
and any h(y, τ) with ∥h∥ ν,2+a < ∞ such that

∫

B2R

h(y, τ)Zj(y) dy = 0 in [τ0,∞), for i = 1, 2, 3, 4,
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there exists ϕ[h] and e0[h] which solves
∂τϕ = ∆yϕ+ 5U(y)4ϕ+ h(y, τ) in B2R × (τ0,∞) (3.13)
ϕ(y, τ0) = e0Z0(y) in B2R.

They define linear operators of h that satisfy the estimates

|ϕ(y, τ)| + (1 + |y| )|∇yϕ(y, τ)| ≲ τ−ν
[
R2θ0(R, a)

1 + |y| 3 ∥h0∥ ν,2+a (3.14)

+ R3θ1(R, a)
1 + |y| 4 ∥h1∥ ν,2+a + 1

1 + |y| a ∥h⊥∥ ν,2+a

]
,

and
|e0[h]| ≲ ∥h∥ ν,2+a,

where

θ0
R(R, a) :=





1 if a > 2,
logR if a = 2,
R2−a if a < 2,

, θ1
R(R, a) :=





1 if a > 1,
logR if a = 1,
R1−a if a < 1.

In order to make the system for (ϕ, ψ) weakly coupled, ϕ needs to be small at distance
y ∼ R. For this reason we need to take a > 1 in the statement of Proposition 3.1. This
makes clear why we need to improve ansatz u1 to u3 in Section 2.
We apply the estimate above with constants a = 2 and ν = 1 in the form

|ϕ| + (1 + |y| )|∇yϕ(y, τ)| ≲ ∥h∥ ν,4τ
−νR

3 ln(R)
1 + |y| 4 (3.15)

and observe that

∥h∥ ν,4τ
−νR

3 ln(R)
1 + |y| 4 ≲ ∥h∥ ν,4

{
τ−νR−1 logR if |y| ∼ R,

τ−νR3 if |y| ∼ 0.
Observe that from (3.15) and parabolic estimates we also have the bound on the Hölder
seminorms in (3.12), thus

∥ϕ∥ ∗ ≤ C∥h∥ ν,4 (3.16)

3.0.3. Spaces for the parameters. We introduce weighted Hölder spaces for the parame-
ters. Let

X♯,a,b,σ := {Λ ∈ C(t0,∞) : ∥Λ∥ ♯,a,b,σ < ∞},
where

∥Λ∥ ♯,a,b,σ := sup
t>t0

{
µ(t)−a∥Λ∥ ∞,[t,t+1]

}
+ sup

t>t0

{
µ(t)−b[Λ]0,σ,[t,t+1]

}
,

and
∥Λ∥ ∞,[t,t+1] = sup

s∈[t,t+1]
|Λ(s)| ,

[Λ]0,σ,[t,t+1] := sup
s1,s2∈[t,t+1]

s1 ̸=s2

|Λ(s1) − Λ(s2)|
|s1 − s2| σ .

We also define X♯,c,σ := X♯,c,c,σ and

∥h∥ ♯,c,σ := sup
t>t0

µ(t)−c
[
∥h∥ ∞,[t,t+1] + [h]0,σ,[t,t+1]

]
.
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We look for Λ such that
∥Λ∥ ♯,l0,δ0, 1

2 +ε + ∥Λ̇∥ ♯,l1,δ1,ε < b1, (3.17)

for some positive constant ε, δ0, δ1, l0, l1 for i = 1, 2 to be chosen. We consider parameters
ξ1 such that

∥ξ1∥ ♯,1+k, 1
2 +ε + ∥ξ̇1∥ ♯,1+k,ε < b2, (3.18)

for some k > 0. The positive constants bi, for i = 1, 2 will be selected as small as
needed.

Choice of constants. Here we select the constants
l0, l1, δ, δ0, δ1, ε, k, β,

which are sufficient to find the perturbation ϕ̃ in (3.1) by the inner-outer gluing scheme.
We choose

• l0 = l1 + δ = 8
9 ;

• δ0 = l1 + δ − (1 − δ)(2ε) = 8
9 − ε1, where ε1 =

(
1 − 2

3

)
2ε;

• l1 = 2
3 ;

• δ1 = l1 + δ − (1 − δ)(1 + 2ε) = 1
9 − ε2, where ε2 := (1 − δ)2ε;

• k = l0;
• ε = 1

10 ;
• β = 1

2 + l1 + δ.
This choices are dictated by the following constraints, based on the estimate of the
approximate solution, the characterization of the orthogonality conditions (6.1) and the
estimates in Proposition 6.1:

• from the outer problem we know that |ψ(x, t)| ≲ µl1R−1. From the nonlocal
equation (5.2) and l1 ≤ l0 we need |Λ| ≲ |ψ(0, t)| . This leads to the choice of l0;

• in (2.31) we chose δ = 2/9 and l1 = 2/3 so that

δ + l1 < 1, and δ ∈
(1 − l1

2 ,
1 + l1

6

)
.

• From estimate (6.4), equation (5.2) and the bound on the ε-Hölder seminorm of
ψ we get

[Λ] 1
2 +ε,[t,t+1] ≲ [ψ(0, τ)]ε,[t,t+1] ≲

(
µl1R−1

) 1
(µR)2ε

= µδ0 ,

which gives δ0;
• similarly, from (4.13) the Hölder estimate on the outer solution gives

[ψ(0, τ)] 1
2 +ε,[t,t+1] ≲ µl1+δ(µR)−(1+2ε)

and by equation (5.2) and estimate (6.5) we need [Λ̇] 1
2 +ε,[t,t+1] ≲ [ψ]ε,[t,t+1]. This

leads to δ1;
• From (5.5) we need |ξ1| + |ξ̇1| ≲ µ1+l0 , does the choice of k, which is consistent

with (2.30).
• the constant ε is chosen small enough so that δ1 is positive (ε < 1/6 is sufficient).
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4. Solving the outer problem

We devote this section to solve the outer problem (3.4)
∂tψ = ∆xψ + γψ + V ψ + f [ψ, ϕ,Λ, Λ̇, ξ, ξ̇](x, t), in Ω × [t0,∞)

ψ(x, t) = −µ−1/2
0 u3(x, t) on ∂Ω × [t0,∞).

ψ(x, t0) = ψ0(x) in Ω,
where ψ0(x) is any suitable small initial condition,

f(x, t) =µ−1
(
µ

µ0

)1/2
ϕ∂tηR

+ µ−1
(
µ

µ0

)1/2
ηR

{
(γ − Λ̇)(ϕ+ 2∇yϕ · y) − ∇yϕ ·

(
ξ̇

µ

)}

µ−1
(
µ

µ0

)1/2(
ϕ

( 2
|z|

η′(|z| )
µ2R2 + η′′(|z| )

µ2R2

)
+ 2∇yϕ

µ
· z

|z|
η′(|z| )
µR

)

+ µ
−1/2
0 Sin(1 − ηR) + µ

−1/2
0 Sout + µ

−1/2
0 N (u3, ϕ̃)(1 − ηR)

and
V (x, t) = 5u4

3(1 − ηR).
Observe that

|V (x, t)| = |5u4
3(1 − ηR)| ≲ µ−2

1 + |y| 2R
−2. (4.1)

Let
ψ1(x, t) := µ0(t)1/2ψ(x, t).

Then, the problem for ψ1 becomes
∂tψ1 = ∆xψ1 + V ψ1 + F [ψ, ϕ,Λ, Λ̇, ξ, ξ̇](x, t) in Ω × [t0,∞), (4.2)
ψ1(x, t) = g(x, t) on Ω × [t0,∞),
ψ1(x, t0) = ψ1(x) in Ω

where
F (x, t) := µ0(t)1/2f(x, t)
g(x, t) := −u3(x, t)

ψ1(x, t0) := µ0(t0)1/2ψ0(x).
In particular, in the proof of Proposition 4.1 we prove that for α > 0 sufficiently small

|F (x, t)| ≲ µ1/2+l1+δ−2α

(
µ−2

1 + |y| 2+α

)
, (4.3)

|g(x, t)| ≲ µ
5
2 . (4.4)

Thus, we firstly consider the linear version of (4.2). Assume

|F (x, t)| ≤ M
µβ−2

1 + |y| α+2 ,

and define ∥F∥ β−2,α+2 for some β, α > 0 as the best constant M > 0 for the inequality
above.

44



Lemma 4.1. Let F such that ∥F∥ β−2,α+2 < ∞ for some constants β and α < 1.
Furthermore, assume that ∥easg(s)∥ L∞(∂Ω×(t0,∞)) < ∞ for some a > 0 and ∥h∥ L∞(Ω) <

∞. Let ψ1[F, g, h] be the unique solution to
∂tψ1 = ∆ψ1 + V ψ1 + F (x, t) in Ω × [t0,∞), (4.5)
ψ1(x, t) = g(x, t) on ∂Ω × [t0,∞),
ψ1(x, t0) = h(x) in Ω.

Then, for β < 3/2 and b ∈ (0, λ1) and ã ∈ (0,min{a, λ1 − ε}) for arbitrary ε > 0, we
have

|ψ1(x, t)| ≲ ∥F∥ β−2,α+2
µβ

1 + |y| α + e−b(t−t0)∥h∥ L∞(Ω) + e−ã(t−t0)∥easg∥ L∞(∂Ω×(t0,∞)

(4.6)
for all x = µy + ξ ∈ Ω and t > t0. Furthermore, the following local estimate on the
gradient holds:

|∇xψ1(x, t)| ≲ ∥F∥ β−2,α+2
µβ−1

1 + |y| α+1 for |y| < R. (4.7)

Also, in the same region, one has

[ψ1]1+2ε, 1
2 +ε

[
(µR)2+α

] 1+2ε
2 + [ψ1]2ε,ε

[
(µR)2+α

]ε
≲ ∥F∥ β−2,α+2µ

β. (4.8)

Proof. To prove (4.6) it is enough to find a supersolution to the problem

∂tψ2 = ∆ψ2 + ∥F∥ β−2,α+2
µβ−2

1 + |y| 2+α in Ω × [t0,∞),

ψ2 = g on ∂Ω × [t0,∞),
ψ2 = h in Ω.

We use the notation ψ2 = ψ2[F, g, h]. Indeed, suppose that ψ̄2 is a supersolution to this
problem. By (4.1) we have

|V ψ̄2| ≲ µβ−2

1 + |y| 2+αR(t0)−2,

and hence ∥V ψ̄2∥ β−2,2+α < R(t0)−2 for t0 sufficiently large. Thus, we find that a
large multiple of ψ̄2 works as supersolution of (4.5). Firstly, let F, g ≡ 0 and consider
ψ2[0, 0, h]. Let v0(x) be the solution to

− ∆xv0 − bv0 = 0 in Ω,
v0 = 1 on ∂Ω,

for b ∈ (0, λ1) and define
ψ̄2 = ∥h∥ ∞e

−b(t−t0)v0(x).

We claim that ψ̄2 is a supersolution for ψ2[0, 0, h]. Indeed, we have
∂tψ̄2 − ∆xψ̄2 = ∥h∥ ∞e

−b(t−t0)(−bv0 − ∆xv0) = 0 in Ω × [t0,∞),

ψ̄2(x, t) = ∥h∥ ∞e
−b(t−t0) ≥ 0 on ∂Ω × [t0,∞),

ψ̄2(x, t0) = ∥h∥ ∞ ≥ h(x) in Ω,
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where the last inequality is a consequence of the maximum principle applied to v0.
Secondly, we look for a supersolution to ψ2[0, g, 0]. Let v1(x) the solution to

− ∆xv1 − ãv1 = 0 in Ω,
v1(x) = 1 on ∂Ω,

where ã ∈ (0,min{a, λ1 − ε}) and consider
ψ̄2 = ∥easg(s)∥ L∞(∂Ω×(t0,∞))e

−ã(t−t0)v1(x).
We verify that

∂tψ̄2 − ∆ψ̄2 = ∥easg∥ ∞e
−ã(t−t0)(−ãv1 − ∆v1) = 0 in Ω × [t0,∞),

ψ̄2(x, t) = ∥easg∥ ∞e
−ã(t−t0) ≥ g(x, t) on ∂Ω × [t0,∞),

ψ̄2(x, t0) = ∥easg(s)∥ L∞(∂Ω×(t0,∞))v1(x) ≥ 0 in Ω,
where we use ã ≤ a to get the second inequality and ã < λ1 to get the third one
again by the maximum principle. It remains to find a supersolution for ψ2[F, 0, 0]. Let
ψ2[F, 0, 0] = e−c(t−t0)ψ3, where c = 2γβ so that

∂tψ3 = ∆xψ3 + cψ3 + µ−2

1 + |y| 2+α .

We find a bounded ψ̄3 supersolution in case c < λ1, that is 3γ < λ1. Consider

ψ̄3 = ψ0

(
x− ξ

µ

)
η

(
x− ξ

d

)
+ψ1(x, t).

We need

∂tψ1 − ∆xψ1 − cψ ≥η
[
−∂tψ0 + µ−2∆yψ0 + cψ0 + µ−2

1 + |y| 2+α

]
(4.9)

+ (1 − η) µ−2

1 + |y| 2+α + (∆xη − ∂tη)ψ0 + 2µ−1∇xη · ∇yψ0,

with ψ̄3(x, t) ≥ 0 on ∂Ω × [t0,∞) and initial datum ψ̄3(x, t0) ≥ 0. Suppose without loss
of generality that Ω ⊂ B1 and take ψ0 as the solution to

∆yψ0 = − 2
1 + |y| 2+α in Bµ−1

ψ0 = 0 on ∂Bµ−1 .

From the variation of parameters formula

ψ0(|y| ) = 2
∫ µ−1

|y|

1
ρ2

∫ ρ

0

s2

1 + s2+α
ds dρ,

we find

|ψ0| ≲ 1
1 + |y| α

|∂tψ0| = ∂t

( 1
µ

)
µ2
∫ µ−1

0

s2

1 + s2+α
ds ≲ 1

1 + |y| α ,
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and, if |x− ξ| < d for d fixed sufficiently small, we obtain

−∂tψ0 + µ−2∆yψ0 + cψ0 + µ−2

1 + |y| 2+α = − µ−2

1 + |y| 2+α +O

( 1
1 + |y| α

)
≤ 0.

Now, we take ψ1 as the solution to

∂tψ1 − ∆xψ1 − cψ1 = (1 − η) µ−2

1 + |y| 2+α + (∆xη − ∂tη)ψ0 + 2µ−1∇xη · ∇yψ0

ψ1 = 0 on ∂Ω × [t0,∞),
ψ1(x, t0) = 0 in Ω.

We estimate the right-hand side by

(1 − η) µ−2

1 + |y| 2+α ≲ µα,

|(∆xη − ∂tη)ψ0| ≲ µα,

|2µ−1∇xη · ∇yψ0| ≲ µα.

Hence, by comparison principle using c < λ1 we obtain a solution |ψ̄3| ≲ µα. Thus,
inequality (4.9) is satisfied. Also ψ̄3 = 0 on ∂Ω × [t0,∞) and ψ3(x, t0) = ηψ0(x, t0) ≥ 0.
We conclude that ψ̄3 is a supersolution and the bound (4.6) is proven. Now, we prove
the gradient estimate (4.7). Let

ψ1(x, t) =: ψ̃
(
x− ξ

µ
, τ(t)

)

where τ̇(t) = µ(t)−2, that gives τ(t) ∼ µ−2. We can take τ(t0) = 2. Then, the equation
for ψ̃ is

∂τ ψ̃ = ∆zψ̃ − µ2∂ty · ∇zψ̃ + µ2V (µy + ξ, τ(t))ψ̃ + µ2F (µy + ξ, τ(t)).

Suppose that |y| < δµ−1 for δ sufficiently small. We have

µ2F (µy + ξ, τ(t)) ≲ µβ
∥F∥ β−2,α+2

1 + |y| 2+α

µ2V (µy + ξ, τ(t)) ≲ R−2

1 + |y| 2 .

We proved the L∞-bound
∥ψ∥ β,α ≲ ∥F∥ β−2,α+2,

whenever ∥F∥ β−2,α+2 < ∞. We apply standard local parabolic estimates for the
gradient: let σ ∈ (0, 1) and τ1 ≥ τ(t0) + 1, then
|∇yψ̃(τ1, ·)| σ,B1(0) + ∥∇yψ̃(τ1, ·)∥ L∞(B1(0)) ≲ ∥ψ̃∥ L∞(B2(0))×(τ1−1,τ1) + ∥f̃∥ L∞(B2(0)×(τ1−1,τ1))

≲ µ(t(τ1 − 1))β∥f∥ β−2,α+2

≲ µ(t(τ1))β∥f∥ β−2,α+2.

In the original variables, for any t ≥ t0 + 1 we find
(Rµ)1+σ[∇xψ(·, t)]η,BR(ξ) +Rµ∥∇xψ(·, t)∥ L∞(BR(ξ)) ≲ µβ∥f∥ β−2,α+2. (4.10)
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By analogue parabolic estimates using ∥∇xψ0∥ ∞ < ∞ we can extend estimate (4.10)
up to t = t0, thus the proof of (4.7) is completed. Now we prove estimate (4.8). We
consider the Hölder seminorm

[ψ1] = sup
x1 ̸=x2∈Ω,

t1 ̸=t2∈[t,t+1]

|ψ1(x1, t1) − ψ1(x2, t2)|
(
|x1 − x2| 2 + |t1 − t2|

) 1+2ε
2
.

We perform the change of variable
ψ1(x, t) = ψ̃(z, τ),

where z := x− ξ/(Rµ) and τ satisfies
dτ

dt
= 1

(µ0(t)R(t))2+α ,

that is

τ − τ0 =
∫ ∞

t0

ds

(µ0(t)R(t))2+α ds

= C(µ0R)−(2+α)(1 + o(1)).

The equation for ψ̃ is

∂τ ψ̃ = ∆zψ̃ + Ṽ ψ̃ + (µR)2+α µβ−2

1 + |zR| α+2

where

Ṽ (z, τ) = V

(
x− ξ

µR
, τ(t)

)
µ2R2.

We observe that the right-hand side is bounded by µβ . Then, applying local parabolic
estimate on ψ̃ we get

[ψ1]1+2ε, 1+2ε
2 ,Ω×[t,t+1] = sup

x1 ̸=x2∈Ω,
t1 ̸=t2∈[t,t+1]

|ψ1(x1, t1) − ψ1(x2, t2)|
(
|x1 − x2| 2 + |t1 − t2|

) 1+2ε
2

= |ψ̃(z(x, τ1), τ1(t)) − ψ̃(z(x, t2), τ(t2))|
(
|z1 − z2| 2 + |τ1 − τ2|

) 1+2ε
2

∣∣∣∣∣∣

(
|z1 − z2| 2 + |τ1 − τ2|

)

(
|x1 − x2| 2 + |t1 − t2|

)

∣∣∣∣∣∣

1+2ε
2

≲ [ψ̃]1+2ε, 1+2ε
2

1
[(µR)2+α] 1+2ε

2

≲ ∥f∥ β−2,α+2µ
β 1

[(µR)2+α] 1+2ε
2
.

The same computation with Hölder coefficient (2ε, ε) gives

[ψ1]2ε,ε ≲ µβ 1
[(µR)2+α]ε

.

□

Remark 4.1 (case α = 0). If we let α = 0 then a slight modification of this lemma
is still true. More precisely, in estimates (4.6)-(4.8) we need to multiply the terms
involving ∥F∥ β−2,2 by log(e+ |y| ). Indeed, letting α = 0 in the proof we obtain the
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bound ψ0(|y| ) ≲ log(e+ |y| ) which is given by a direct estimate of the variation of
parameters formula.

Let α > 0 arbitrarily small. We introduce the following weighted norms for ψ:

∥ψ∥ ∗∗ := sup
x∈Ω,t∈[t0,∞)

[
|ψ(x, t)|µ2α(1 + |y| α)µ−(l1+δ)

]
(4.11)

+ sup
x∈BR,t∈[t0,∞)

[
|∇xψ(x, t)|

(
1 + |y| 1+α

)
µ2α+1µ−(l1+δ)

]

+ sup
t>t0

{
[ψ]1+2ε, 1+2ε

2 ,BR×[t,t+1](µR)1+2εµ2αµ−(l1+δ)
}

+ sup
t>t0

{
[ψ]2ε,ε,BR×[t,t+1](µR)2εµ2αµ−(l1+δ)

}
,

and define the space of function X∗∗ = {ψ ∈ L∞(Ω × [t0,∞)) : ∥ψ∥ ∗∗ < ∞}. Now, we
are ready to solve the outer problem (3.4) for ϕ such that

∥ϕ∥ ∗ < b, (4.12)
for some parameters satisfying (3.17) and (3.18).

Proposition 4.1. Assume that Λ, ξ1, ϕ satisfy (3.17), (3.18) and (4.12) respectively.
Also, suppose ψ0 ∈ C1(Ω̄) such that

∥ψ0∥ L∞ + ∥∇ψ0∥ L∞(Ω) < e−κt0 ,

for some κ > 0. Then, there exists t0 large so that problem (3.4) has a unique solution
ψ = Ψ[Λ, Λ̇, ξ, ξ̇, ϕ], and given α > 0 sufficiently small, there exists C∗∗ such that

∥ψ∥ ∗∗ ≤ e−κt0C∗∗, (4.13)
where C∗∗ = C∗∗(b1, b2) and b1, b2 are the constants in (3.17) and (3.18) respectively.

Proof. By a fixed point argument, we prove existence and uniqueness of ψ1 solution
of (4.2) in a space where estimate (4.13) holds. Thus, the same result applies to ψ

using ψ = eγtψ1 and the relations (4.3), (4.4). Let T1 the linear operator, defined by
Lemma 4.1, such that, for all f, g, h with bounded norms ∥f∥ β−2,α+2, ∥easg∥ ∞, ∥h∥ ∞
respectively, T [f, g, h] = ψ1 is the solution to (4.5).
Firstly, we define ψB := T (0,−µ1/2

0 u3, ψ0). From the definition of u3(x, t) we expand
for x ∈ ∂Ω and t0 large, to get

u3(x, t) =µ−1/2 α3
(
1 + |x−ξ

µ | 2)1/2 − µ1/2

|x− ξ|

= α3µ1/2
(
µ2 + |x− ξ| 2

)1/2 − µ1/2 α3
|x− ξ|

= α3µ
1/2|x− ξ| −1



(
µ2 + |x− ξ| 2

|x− ξ| 2

)−1/2

− 1




= µ5/2fB(x, t),
for a smooth bounded function fB(x, t) on ∂Ω × [t0,∞). Hence, Lemma 4.1 gives the
bound

|ψB| ≲ e−b(t−t0)∥ψ0∥ L∞ + e−a(t−t0)∥easu3∥ L∞(∂Ω×[t0,∞)),
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for any b < λ1 and a < min{5γ, λ1 − ε} for any ε > 0. We obtain a solution ψ + ψB to
(4.2) if ψ satisfies

ψ = A(ψ), A(ψ) := T [F (ψ), 0, 0].
Let

B = {ψ : ∥ψ∥ ∗∗ ≤ e−κt0M},
where M is a fixed large constant, independent of t and t0. We prove that A(ψ) ∈ B
for any ψ ∈ B. Firstly, we estimate F (ψ) in the L∞-norm. From definition (4.11) we
apply Lemma (4.1) with β = 1

2 + l1 + δ < 3/2. We recall that F = µ
1/2
0 f where

f(x, t) = µ
−1/2
0 N (u3, ϕ̃)(1 − ηR)

+ µ−1
(
µ

µ0

)1/2
ϕ∂tηR + µ−1

(
µ

µ0

)1/2
ηR

{
(γ − Λ̇)(ϕ+ 2∇yϕ · y) − ∇yϕ ·

(
ξ̇

µ

)}

+ µ−1
(
µ

µ0

)1/2(
ϕ

( 2
|z|

η′(|z| )
µ2R2 + η′′(|z| )

µ2R2

)
+ 2∇yϕ

µ
· z

|z|
η′(|z| )
µR

)

+ µ
−1/2
0 Sin(1 − ηR) + µ

−1/2
0 Sout.

We have η′′(y/R) ̸= 0 and η′(y/R) ̸= 0 only if |y| ∼ R, hence we estimate
∣∣∣∣∣µ

−1
(
µ

µ0

)1/2
ϕ∆η

∣∣∣∣∣ ≲ µ−1∥ϕ∥ ∗
µ1+l1R3 log(R)

1 + |y| 4
µ−2

1 + |y| 2 η
′′
(∣∣∣∣
x− ξ

µR

∣∣∣∣
)

(4.14)

≲ e−κt0µl1+δ log(R) µ−2

1 + |y| 2

≲ e−κt0µl1+δ−2α µ−2

1 + |y| 2+α .

Using the bound on the gradient given in the definition of ∥ϕ∥ ∗ we obtain
∣∣∣∣∣µ

−1
(
µ

µ0

)1/2(
2∇yϕ

µ
· z

|z|
η′(|z| )
µR

)∣∣∣∣∣ ≲ ∥ϕ∥ ∗
µ1+l1R3 log(R)

1 + |y| 5 Rµ−1
( |η′(|z| )|

µ2R2

)

≲ e−κt0µl1+δ−2α µ−2

1 + |y| 2+α

Similarly, also using the bounds on Λ̇, ξ̇ we have
∣∣∣∣∣µ

−1
(
µ

µ0

)1/2
ϕ∂tηR

∣∣∣∣∣ ≲ ∥ϕ∥ ∗µ
l1+δ log(R)

∣∣∣∣∣η
′(|z| ) z|z| ·

(
− ξ̇

µR
− z

∂t(µR)
µR

)∣∣∣∣∣

≲ ∥ϕ∥ ∗µ
l1+δ log(R)µ2R2 |η′(z)|

µ2R2

≲ e−κt0µl1+δ−2α µ−2

1 + |y| 2+α .
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Also,
∣∣∣∣∣µ

−1
(
µ

µ0

)1/2
ηR

{(
γ − Λ̇

)
(ϕ+ 2∇yϕ · y) − ∇yϕ ·

(
ξ̇

µ

)}∣∣∣∣∣ ≲ ∥ϕ∥ ∗
µl1R3 log(R)

1 + |y| 4 η

≲ ∥ϕ∥ ∗µ
2+l1−3δ log(R) µ−2

1 + |y| 2+α

≲ e−κt0µl1+δ−2α µ−2

1 + |y| 2+α

Furthermore, using Lemma 2.5 we estimate
|µ−1/2Sout| ≲ µ

≲ µ3−α µ−2

1 + |y| 2+α

≲ e−κt0µl1+δ−2α µ−2

1 + |y| 2+α ,

and

|µ−1/2Sin(1 − ηR)| ≲ µl1+2δ µ−2

1 + |y| 2

≲ e−κt0µl1+2δ−2α µ−2

1 + |y| 2+α .

Finally, using (4.11)

|µ−1/2
0 N3(u3, ϕ̃)(1 − ηR)| ≲ µ−1/2u3

3
(
µ−1/2ϕηR + µ1/2ψ

)2
(1 − ηR) (4.15)

≲ µ−2

1 + |y| 3

(
µ−1|ϕ| 2η2

R + |ψ| 2µ
)
(1 − ηR)

≲ µ−2

1 + |y| 3


µ−1∥ϕ∥ 2

∗

(
µ1+l1R3 log(R)

1 + |y| 4

)2

η2 + ∥ψ∥ 2
∗∗µ

µ2β

1 + |y| 2α


(1 − ηR)

≲ µ−2

1 + |y| 2+α

(
∥ϕ∥ 2

∗µ
1+2l1+2δ log(R)2 + ∥ψ∥ 2

∗∗µ
1+2β+2αδ

)

≲ e−κt0µl1+δ−2α µ−2

1 + |y| 2+α

(
∥ϕ∥ 2

∗ + ∥ψ∥ 2
∗∗
)

Summing up these estimates we conclude that for α, κ > 0 fixed sufficiently small

|f(x, t)| ≲ e−κt0µl1+δ−α log(R) µ−2

1 + |y| 2+α .

Hence, we have

|F (x, t)| ≲ e−κt0µ
1
2 +l1+δ−2α µ−2

1 + |y| 2+α ,

and Lemma 4.1 gives

|T [F (ψ), 0, 0]| ≲ e−κt0µ
1
2 +l1+δ−2α 1

1 + |y| α .
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Since F ∈ L∞(Ω × [t0,∞)), classic parabolic estimates give ψ ∈ C1+σ, 1+σ
2 (Ω × [t0,∞))

for any σ < 1 and from Lemma 4.1 we get
∥ψ∥ ∗∗ ≤ e−kt0M (4.16)

for sufficiently large M . This proves A(ψ) ∈ B. Now, we claim that the map A(ψ) is a
contraction, that is: there exists c < 1 such that, for any ψ1, ψ2 ∈ B,

∥A(ψ1) − A(ψ2)∥ ∗∗ ≤ c∥ψ1 − ψ2∥ ∗∗.

Since ψ appears in F (ψ) only in the nonlinear term N , we get

A(ψ1) − A(ψ2) = T

[
µ

−1/2
0 N

(
u3, µ

1/2
0

(
ψ1 + ψB

)
+ µ−1/2ϕηR

)

− µ
−1/2
0 N

(
u3, µ

1/2
0

(
ψ2 + ψB

)
+ µ−1/2ϕηR

)
, 0, 0

]
.

From definition (3.3) we write

µ
−1/2
0

[
N
(
u3, µ

1/2
0

(
ψ1 + ψB

)
+ µ−1/2ϕηR

)
− N

(
u3, µ

1/2
0

(
ψ2 + ψB

)
+ µ−1/2ϕηR

)]

=µ−1/2
0

[(
u3 + ψ1 + µ−1/2ϕη

)5
− (u3 + ψ2 + µ−1/2ϕη)5 − 5u4

3(ψ1 − ψ2)
]

=µ−1/2
0

[(
u3 + µ

1/2
0 ψ1 + µ−1/2ϕη

)5
−
(
u3 + µ

1/2
0 ψ2 + µ−1/2ϕη

)5

− 5(u3 + µ−1/2ϕη)4µ
1/2
0

(
ψ1 − ψ2

)]

+ 5
[
(u3 + µ−1/2ϕη)4 − u4

3
]

(ψ1 − ψ2)
=:N1 +N2.

Recalling that β = 1
2 + l1 + δ we estimate

|N1(x, t)| ≲ µ−3/2U3µ
1/2
0 |ψ1 − ψ2| 2

≲ µ−1U3|ψ1 − ψ2| 2,

≲ µ−1

1 + |y| 3
µ2β

1 + |y| 2α ∥ψ1 − ψ2∥ 2
∗∗

≲ e−κt0µl1+δ−2α µ−2

1 + |y| 2+α ∥ψ1 − ψ2∥ ∗∗

and
|N2(x, t)| ≲ u3

3µ
−1/2ϕη∥ψ1 − ψ2∥ ∗∗

≲ µ−2

1 + |y| 3
µ1+l1R3 log(R)

1 + |y| 4
µβ

1 + |y| α e
−κt0∥ψ1 − ψ2∥ ∗∗

≲ e−κt0µl1+δ−2α µ−2

1 + |y| 2+α ∥ψ1 − ψ2∥ ∗∗,

Finally, applying T [·, 0, 0] to F (ψ) we obtain

|A[ψ1] − A[ψ2]| ≲ e−κt0 µ
l1+δ−2α

1 + |y| α ∥ψ1 − ψ2∥ ∗∗. (4.17)

52



Arguing as in (4.16), from (4.17) and standard parabolic estimates we obtain
∥A[ψ1] − A[ψ2]∥ ∗∗ ≤ c∥ψ1 − ψ2∥ ∗∗,

with c < 1 if t0 is taken sufficiently large. Applying the Banach fixed point theorem
we get existence and uniqueness of ψ1 and hence of ψ = Ψ[Λ, Λ̇, ξ, ξ̇, ϕ] with estimate
(4.13) that is a consequence of estimates (4.6-(4.8). □

Remark 4.2 (Continuity with respect to the initial condition ψ0). Given an initial
datum ψ0 Proposition 4.1 defines a solution to (3.4) ψ = Ψ[ψ0], from a small neigh-
borhood of 0 in the L∞(Ω) space with the C1-norm ∥ψ∥ ∞ + ∥∇ψ0∥ ∞ into the Banach
space L∞ with norm ∥ψ∥ ∗∗ defined in (4.11). In fact, from the proof of Proposition 4.1
and the implicit function theorem applied to ψ0 7→ Ψ[ψ0] is a diffeomorphism and hence

∥Ψ[ψ1
0] − Ψ[ψ2

0]∥ ∗∗ ≤ c
[
∥ψ1

0 − ψ2
0∥ ∞ + ∥∇xψ

1
0 − ∇xψ

2
0∥ ∞

]
,

for some positive constant c.

The function ψ = Ψ[Λ, Λ̇, ξ, ξ̇, ϕ] depends continuously on the parameters Λ, Λ̇, ξ, ξ̇, ϕ.
To see this we argue similarly to [8, Proposition 4.3]. For example fix Λ̇, ξ, ξ̇, ϕ and
consider

ψ̄ := ψ(1) − ψ(2) where ψ(i) = Ψ[Λi, Λ̇, ξ, ξ̇, ϕ], for i = 1, 2
for Λ1,Λ2 satisfying (3.17). Then ψ̄ solves

∂tψ̄ = ∆ψ̄ + V [Λ1]ψ̄ + (V [Λ1] − V [Λ2])ψ(2) + F [Λ1] − F [Λ2].
One can easily check each term in F and obtain

∥F [Λ1] − F [Λ2]∥ β−2,α+2 ≤ c∥Λ1 − Λ2∥ l0,∞,

with c < 1 if t0 is large enough. Also, using (4.1) we find that
∥V [Λ1] − V [Λ2]∥ β−2,α+2 ≤ c∥Λ1 − Λ2∥ l0,∞.

Then, arguing as in the proof of (4.6), a multiple of ∥Λ1 − Λ2∥ ♯,l0,δ0, 1
2 +εψ, where ψ

is the supersolution constructed in Lemma (4.1), is a supersolution for ψ̄. Similarly,
one obtain analogue estimates fixing the other parameters ξ, Λ̇, ξ̇. Let us consider all
the parameters fixed except ϕ. We define ψ̄ = ψ[Λ, Λ̇, ξ, ξ̇, ϕ1] − ψ[Λ, Λ̇, ξ, ξ̇, ϕ2], which
satisfies the equation

∂tψ̄ = ∆ψ̄ + V ψ̄ + F [ϕ1] − F [ϕ2].
For instance, we estimate
∣∣∣∣∣µ

−1
(
µ

µ0

)1/2
(ϕ1 − ϕ2)∂tηR

∣∣∣∣∣ ≲[µ(t0)α log(1/µ(t0))]∥ϕ1 − ϕ2∥ ∗µ
l1+δ−2α µ−2

1 + |y| 2+α

≲ c∥ϕ1 − ϕ2∥ ∗µ
l1+δ−2α µ−2

1 + |y| 2+α ,

and, arguing as in (4.14)-(4.15), we obtain similar estimate on each term of F [ϕ1]−F [ϕ2].
Having the L∞-bound, the estimate for the gradient and for the Hölder norm of ψ̄
follow as in the proof of Lemma 4.1. We summarize the continuity of ψ[Λ, Λ̇, ξ, ξ̇, ϕ1]
with respect to the parameters in the following Proposition.
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Proposition 4.2. Under the same assumption of Proposition 4.1, the function ψ =
Ψ[Λ, Λ̇, ξ, ξ̇, ϕ] is continuous with respect to the parameters Λ, Λ̇, ξ, ξ̇, ϕ. Moreover the
following estimate holds:

∥Ψ[Λ(1), Λ̇(1),ξ(1), ξ̇(1), ϕ(1)] − Ψ[Λ(2), Λ̇(2), ξ(2), ξ̇(2), ϕ(2)]∥∗∗

≤ c
{∥Λ(1) − Λ(2)∥ ♯,l0,δ0, 1

2 +ε + ∥Λ̇(1) − Λ̇(2)∥ ♯,l1,δ1,ε

+ ∥ξ(1)
1 − ξ

(2)
1 ∥ ♯,1+l0, 1

2 +ε + ∥ξ̇(1)
1 − ξ̇

(2)
1 ∥ ♯,1+l0,ε + ∥ϕ(1) − ϕ(2)∥ ∗

}

where c < 1 provided that t0 is sufficiently large and the constants b1, b2 in (3.17),(3.18)
are sufficiently small.

5. Characterization of the orthogonality conditions (3.7)

Given the function ψ = Ψ[Λ, Λ̇, ξ, ξ̇, ϕ] provided by Proposition 4.1, we plug it in
the inner problem for ϕ. From the linear theory stated in Proposition 3.1, the inner
problem (3.7) with initial datum (3.13) can be solved if the orthogonality conditions

∫

B2R

H[Λ, Λ̇, ξ, ξ̇, ϕ](y, t(τ))Zi(y) dy = 0 for t > t0, and i = 1, 2, 3, 4, (5.1)

are satisfied. The aim of this section is to solve this system in Λ, ξ for any given ϕ ∈ X∗.
The next Lemma shows that the orthogonality condition with index i = 4 is equivalent
to a nonlocal equation in the variable Λ̇, for fixed ϕ, ξ.

Lemma 5.1. Assume that Λ, ξ, ϕ satisfy (3.17),(3.18) and (3.12) respectively. Let
ψ = Ψ[Λ, Λ̇, ξ, ξ̇, ϕ] be the solution to problem (3.4) given by Proposition 4.1. Then, the
condition (5.1) with index i = 4 is equivalent to

(1 + a[Λ̇, ξ](t))J [Λ̇](0, t) = g(t) +G[Λ, Λ̇, ξ, ξ̇, ϕ](t) for t ∈ [t0,∞), (5.2)
where J is the solution to

∂tJ = ∆J + γJ − Λ̇(t)Gγ(x, 0) in Ω × [t0 − 1,∞),
J (x, t) = 0 on ∂Ω × [t0 − 1,∞),
J (x, t0 − 1) = 0 in Ω.

The function a is smooth and decays exponentially, with a[0, 0] = 0. The following
estimate on g holds:

∥g∥ ♯,l0−2α,δ1, 1+2ε
2

+ ∥g∥ ♯,l0−2α,δ0,ε ≤ e−κt0C0.

and
∥G[Λ, Λ̇, ξ, ξ̇, ϕ]∥♯,l0−α,δ1, 1+2ε

2
+∥G[Λ, Λ̇, ξ, ξ̇, ϕ]∥♯,l0−2α,δ0,ε ≤ e−κt0

{∥Λ∥ ♯,l0,δ0,ε (5.3)

+ ∥Λ̇∥ ♯,l1,δ1,ε + ∥ξ1∥ ♯,1+l0, 1
2 +ε + ∥ξ̇1∥ ♯,1+l0,ε + ∥ϕ∥ ∗

}
.

Furthermore, we have
∥G[Λ(1), Λ̇(1), ξ(1), ξ̇(1), ϕ(1)] −G[Λ(2), Λ̇(2), ξ(2), ξ̇(2), ϕ(2)]∥♯,l0−2α,δ1, 1+2ε

2
(5.4)

≤ c
{∥Λ(1) − Λ(2)∥ ♯,l0,δ0, 1+2ε

2
+ ∥Λ̇(1) − Λ̇(2)∥ ♯,l1,δ1,ε

+ ∥ξ(1)
1 − ξ

(2)
1 ∥ ♯,1+l0, 1

2 +ε + ∥ξ̇(1)
1 − ξ̇

(2)
1 ∥ ♯,1+l0,ε

+ ∥ϕ(1) − ϕ(2)∥ ∗
}

with constant c < 1 provided that t0 is fixed sufficiently large and bi small for i = 1, 2.
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Proof. We recall that

H[ϕ, ψ, µ, µ̇, ξ, ξ̇](y, τ) :=5U(y)4µ

(
µ0
µ

)1/2
ψ(µy + ξ, t(τ))

+B0[ϕ+ µψ] (µy + ξ, t(τ)) + µ5/2Sin(µy + ξ, t(τ))

+ N (µ1/2u3, µ
1/2ϕ̃)(µy + ξ, t(τ)).

Hence, (3.10) with index i = 4 becomes

0 =µ5/2
∫

B2R

Z4(y)Sin(y, t) dy + µ

(
µ0
µ

)1/2 ∫

B2R

Z4(y)5U(y)4ψ(µy + ξ, t) dy

+
∫

B2R

Z4(y)B0[ϕ+ µψ] (µy + ξ, t) dy +
∫

B2R

Z4(y)N (µ1/2u3, µ
1/2ϕ̃)(µy + ξ, t(τ)) dy

= :
4∑

j=1
ij(t).

We follow the analogue [8, Lemma 5.1] to estimate the terms ij(t). Firstly, we analyze
i1. We have

i1(t) =µ5/2
∫

B2R

Sin(y, t)Z4(y) dy

=µ
(
µ0
µ

)1/2 ∫

B2R

5U(y)4J(µy + ξ, t)Z4(y) dy

+
∫

B2R

N3(y, t)Z4(y) dy

+ µ

∫

B2R

Z4(y)5U(y)4hγ(µy + ξ, ξ) dy

=:a1(t) + a2(t) + a3(t),

where we used that the integral of Z4(y)U(y)4∂yiU(y) on B2R(0) is null by symmetry
for i = 1, 2, 3. Also,

µ−1
(
µ0
µ

)−1/2
a1(t) =

∫

B2R

5U(y)4Z4(y)J [Λ̇](µy + ξ, t) dy

=J [Λ̇](0, t)
∫

B2R

5U(y)4Z4(y) dy

+
[
J [Λ̇](ξ(t), t) − J [Λ̇](0, t)

] ∫

B2R

5U(y)4Z4(y) dy

+
∫

B2R

5U(y)4Z4(y)[J [Λ̇](µy + ξ, t) − J [Λ̇](ξ, t)] dy

=:a11(t) + a12(t) + a13(t).
The main term of the left-hand side of (5.2) is given by

c−1
1 (1 +O(R−2))−1a11(t) = J [Λ̇](0, t),

where c1(1 +O(R−2)) =
∫

B2R
5U4Z4 dy. To analyze a12 one can proceed by estimating

the right-hand side in L2(Ω) of the equation for w(x, t) = J(x, t) − J (x, t) and using
standard parabolic estimates we deduce

|a12[Λ̇](t)| ≲ µl1+σ,
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for some σ ∈ (0, 1). To analyze a12 it is enough to proceed as in Appendix of [8] using
the Duhamel’s formula in R3 and then decomposing J as a sum of a solution on R3 and
a smooth one in Ω with more decay, obtaining

|J [Λ̇](µy + ξ, t) − J [Λ̇](ξ, t)| = µl1 |µy| σΠ(t)θ(|y| ),
for some σ ∈ (0, 1) and bounded function Π, θ. Thus

a13[Λ̇](t) = µl1+σΠ1[Λ̇](t).
for some function Π1(t) in (t0,∞) and constant σ ∈ (0, 1). Taking into account the
behaviour of J1, J2 and ϕ3 given in (2.36), (2.37) and (2.42) respectively, we have

a2 =
∫

B2R

Z4(y)N3(y, t) dy

=
∫

B2R

Z4

{
10
(
U(y) + s(−µHγ + µJ + µ−1/2ϕ3ηl)

)3(
−µHγ + µJ + µ−1/2ϕ3ηl

)2
}
dy

= µ2
∫

B2R

10Z4(y)U(y)3Q[Λ, ξ](y, t) dy,

for some bounded smooth function Q[Λ, ξ](y, t) and constant s ∈ (0, 1).
Finally, Taylor expanding hγ(x, ξ) at x = ξ, we get

a3 =µ
∫

B2R

Z4(y)5U(y)4hγ(µy + ξ, ξ) dy

=µRγ(ξ)
∫

B2R

Z4(y)5U(y)4 dy

+ µ3
∫

B2R

Z4(y)5U(y)4(y ·Dxxhγ(µy∗(y) + ξ, ξ) · y) dy

=µ2Π2[Λ, ξ](t),

for some y∗ ∈ [0, y] and a smooth bounded function Π2(t). This gives the left-hand side
in (5.2). Now, we look at i2. We decompose

µ− 1
2µ

− 1
2

0 i2(t) =
∫

B2R

Z4(y)5U(y)4ψ[Λ, ξ, Λ̇, ξ̇, ϕ](µy + ξ, t) dy

=ψ[0, 0, 0, 0, 0](0, t)
∫

B2R

Z4(y)5U(y)4 dy

+
∫

B2R

Z4(y)5U(y)4{ψ[0, 0, 0, 0, 0](µy + ξ, t) − ψ[0, 0, 0, 0, 0](0, t)} dy

+
∫

B2R

Z4(y)5U(y)4
{
ψ[Λ, ξ, Λ̇, ξ̇, ϕ](µy + ξ, t) − ψ[0, 0, 0, 0, 0](µy + ξ, t)

}
dy

= : b1(t) + b2(t) + b3(t),
The term

b1(t) = ψ[0, 0, 0, 0, 0](0, t)
∫

B2R

5U(y)4Z4(y) dy,

is independent of parameters and, as a consequence of the Proposition (4.1), satisfies
the estimate

∥b1(t)∥ ♯,l0−2α,δ1, 1
2 +ε ≤ C,

∥b1(t)∥ ♯,l0−2α,δ0,ε ≤ C.
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Applying the mean value theorem in b2 and using the gradient estimate of ψ we deduce
that the same bound as b1 hold. This gives the main term b1(t) + b2(t) = g(t) in the
right-hand side of (5.2). We analyze b3(t). We decompose

ψ[Λ, ξ, Λ̇, ξ̇, ϕ] − ψ[0, 0, 0, 0, 0] =ψ[Λ, ξ, Λ̇, ξ̇, ϕ] − ψ[0, ξ, Λ̇, ξ̇, ϕ]
+ ψ[0, ξ, Λ̇, ξ̇, ϕ] − ψ[0, 0, Λ̇, ξ̇, ϕ]
+ ψ[0, 0, ξ̇, Λ̇, ϕ] − ψ[0, 0, 0, Λ̇, ϕ]
+ ψ[0, 0, 0, Λ̇, ϕ] − ψ[0, 0, 0, 0, ϕ]
+ ψ[0, 0, 0, 0, ϕ] − ψ[0, 0, 0, 0, 0]

=
4∑

j=1
cj .

By Proposition 4.2 applied to each cj we obtain

∥b3(t)∥ ♯,l0−2α,δ1, 1+2ε
2

+ ∥b3(t)∥ ♯,l0−2α,δ0,ε ≲e−κt0

{
∥Λ∥ ♯,l0,δ0, 1

2 +ε + ∥Λ̇∥ ♯,l1,δ1,ε

+ ∥ξ̇1∥ ♯,1+l0,ε + ∥ξ1∥ ♯,1+l0, 1+2ε
2

+ ∥ϕ∥ ∗

}
.

Also, again as a consequence of the Lipschitz estimates in ψ we have for example
∥b3[Λ̇1] − b3[Λ̇2]∥ ♯,l0−2α,δ1, 1+2ε

2
≤ c∥Λ̇1 − Λ̇2∥ ♯,l1,δ1,ε,

for any Λ̇1, Λ̇2 ∈ X♯,l1,δ1,ε and fixed Λ, ξ, Λ̇, ξ̇ in the respective spaces. We analyze i3.
We recall that

B0[ϕ+ µψ] = 5
[(
U − µHγ + µJ [Λ̇] + µ−1/2ϕ3(y, t)η3

)4
− U4

]
[ϕ+ µψ],

which is linear in ϕ, ψ and satisfies

|B0[ϕ+ µψ](µy + ξ, t)| ≲ µ

1 + |y| 3µ|ϕ+ µψ| .

It follows that
|i3(t)| ≲µ∥ϕ∥ ∗µ

1+l1R3 log(R) + ∥ψ∥ ∗∗µ
2µl1+δ−2α

≲∥ϕ∥ ∗µ
2+l1−3δ + ∥ψ∥ ∗∗µ

1+l1+δ−2α

≲e−κt0µl0−2α.

Then, the Hölder bounds on ψ and ϕ in the respective norms gives estimate (5.3) for i3,
and using Proposition 4.2 we also get the Lipschitz property (5.3) for i3. Finally, we
have

|N (µ1/2u3, µ
1/2ϕ̃)(µy + ξ, t(τ))| ≲ 1

1 + |y| 3 (ϕ+ µψ)2

≲ 1
1 + |y| 3

(
M
µ2(1+l1)R6 log2(R)

1 + |y| 8 + µ2µ
2(l1+δ−α)

1 + |y| 2α

)

≲ e−κt0µl0−2α,

and (5.3)-(5.3) for i4 follows arguing as for i3. Summing up the estimates we obtain
G[Λ, Λ̇, ξ, ξ̇, ϕ](t) = b3 + i3 + i4 as in (5.2) with the properties (5.3) and (5.4). □
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In the next Lemma we characterize the conditions∫

B2R

Zi(y)H[Λ, Λ̇, ξ, ξ̇, ϕ](y, t) dy = 0, for t ∈ (t0,∞) and i = 1, 2, 3.

Since we proceed similarly to the proof of Lemma 5.1 recalling that Zi = ∂yiU(y) for
i = 1, 2, 3, we omit the proof.

Lemma 5.2. The relation (5.1) for i = 1, 2, 3 is equivalent to
ξ̇1,i = ciµ0(t)1+l0 + Θi[Λ, ξ, ϕ](t) (5.5)

for smooth bounded function Θ(t) which satisfies
∥Θ[Λ, Λ̇, ξ, ξ̇, ϕ]∥♯,1+l0, 1

2 +ε+∥Θ[Λ, Λ̇, ξ, ξ̇, ϕ]∥♯,1+l0,+ε ≤ e−κt0
{∥Λ∥ ♯,l0,δ0,ε (5.6)

+ ∥Λ̇∥ ♯,l1,δ1,ε + ∥ξ1∥ ♯,1+l0, 1
2 +ε + ∥ξ̇1∥ ♯,1+l0,ε + ∥ϕ∥ ∗

}
.

Furthermore, we have
∥Θ[Λ(1), Λ̇(1), ξ(1), ξ̇(1), ϕ(1)] − Θ[Λ(2), Λ̇(2), ξ(2), ξ̇(2), ϕ(2)]∥♯,1+l0, 1

2 +ε (5.7)

≤ c
{∥Λ(1) − Λ(2)∥ ♯,l0,δ0, 1

2 +ε + ∥Λ̇(1) − Λ̇(2)∥ ♯,l1,δ1,ε

+ ∥ξ(1)
1 − ξ

(2)
1 ∥ ♯,1+l0, 1

2 +ε + ∥ξ̇(1)
1 − ξ̇

(2)
1 ∥ ♯,1+l0,ε

+ ∥ϕ(1) − ϕ(2)∥ ∗
}
,

with constant c < 1 provided that t0 is fixed sufficiently large and bi small for i = 1, 2.

6. Choice of parameters Λ, ξ

In the previous section we have proved that if ϕ ∈ X∗ and Λ, ξ satisfying (3.17) and
(3.18) then the system of orthogonality conditions

∫

B2R

H[Λ, Λ̇, ξ, ξ̇, ϕ](y, t(τ))Zi(y) dy = 0 for t ∈ [t0,∞) and i = 1, 2, 3, 4,

is equivalent to the (nonlocal) system in [t0,∞)




(1 + a[Λ̇, ξ](t))J [Λ̇](0, t) = g(t) +G[Λ, Λ̇, ξ, ξ̇, ϕ](t),
ξ̇1,i = ciµ0(t)2

(
1 + Θi[Λ, Λ̇, ξ, ϕ]

)
for i = 1, 2, 3,

(6.1)

with g,G, a as in Lemma 5.1 and Θi as in Lemma 5.2. Next, we verify that this system
is solvable for Λ, ξ satisfying (3.17),(3.18) respectively. This relies on the following
crucial proposition, proved in section 8, on the solvability of the nonlocal operator
J [Λ̇](0, t) = g(t) for g as in (5.2).

Proposition 6.1. Let h : [t0,∞) → R a function satisfying ∥h∥ ♯,c1,c2,ε < ∞ for some
constants ε > 0 and c1, c2 such that

0 < c2 ≤ c1 <
λ1 − γ

2γ . (6.2)

Then there exists a function Λ ∈ C
1
2 +ε(t0 − 1,∞) satisfying

J [Λ̇](0, t) = h(t) in (t0,∞), (6.3)

where J [Λ̇] satisfies (2.35), and there exists a constant C1 such that
∥Λ∥ ♯,c1,c2,ε+ 1

2
≤ C1∥h∥ ♯,c1,c2,ε. (6.4)
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Moreover, if ∥h∥ ♯, 1
2 +ε,c < ∞ then Λ ∈ C1,ε(t0 − 1,∞) and there exists a constant C2

such that
∥Λ̇∥ ♯,c1,c2,ε ≤ C2∥h∥ ♯,c1,c2

1
2 +ε. (6.5)

Thus, the linear operators
T1 :X♯,c1,c2,ε → X♯,c1,c2,ε+ 1

2
(6.6)

h(t) 7→ Λ[h](t),
and

T̂1 := d

dt
◦ T1 :X♯,c1,c2, 1

2 +ε → X♯,c1,c2,ε (6.7)

h(t) 7→ Λ̇[h](t),
are well-defined and continuous.

We are ready to solve the system (6.1) in Λ, ξ for fixed ϕ ∈ X∗.

Proposition 6.2. Suppose that ϕ satisfies (4.12). Then, there exist Λ = Λ[ϕ](t) and
ξ = ξ[ϕ](t) to the nonlinear nonlocal ODE system (6.1) which satisfy (3.17) and (3.18)
respectively. Moreover, they satisfy

∥Λ[ϕ1] − Λ[ϕ2]∥ ♯,l0,δ0, 1
2 +ε ≤ c∥ϕ1 − ϕ2∥ ∗, (6.8)

∥Λ̇[ϕ1] − Λ̇[ϕ2]∥ ♯,l1,δ1,ε ≤ c∥ϕ1 − ϕ2∥ ∗,

∥ξ[ϕ1] − ξ[ϕ2]∥ ♯,1+l0, 1
2 +ε ≤ c∥ϕ1 − ϕ2∥ ∗,

∥ξ̇[ϕ1] − ξ̇[ϕ2]∥ ♯,1+l0,ε ≤ c∥ϕ1 − ϕ2∥ ∗,

with constant c < 1 provided that t0 is fixed sufficiently large and bi small for i = 1, 2.

Proof. Firstly, we observe that equation (5.2) can be rewritten as
J [Λ̇](0, t) = g1(t) +G1[Λ̇,Λ, ξ̇, ξ, ϕ](t),

where
g1(t) +G1[Λ̇,Λ, ξ̇, ξ] = (1 + a[Λ̇, ξ])−1[g(t) +G[Λ̇,Λ, ξ̇, ξ(t)], (6.9)

for new functions g1, G1 satisfying the same properties of g,G in Lemma 5.1. By
Proposition 6.1 we reduce the equation for Λ to a fixed point problem

Λ̇(t) = F1[Λ̇](t), F1[Λ̇](t) = T̂
[
g1(t) +G1[Λ, Λ̇, ξ, ξ̇, ϕ]

]
,

where T̂1 is defined in (6.7). Let
Λ̇0(t) := T̂1[g1](t)

and define the operator L1[h] := T̂1[h− g1]. We use the notation
L1[h] = λ[h](t) := Λ̇[h](t) − Λ̇0(t),

for any h ∈ X♯,l1,δ1, 1
2 +ε. Observe that

|Λ̇[h]| = |Λ̇0| + |λ[h]|
≲ µl1∥g∥ ♯,l0−2α,δ1, 1

2 +ε + e−κt0µl1∥h∥ ♯,l1,δ1, 1
2 +ε
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Given hj ∈ X♯,1+l0, 1
2 +ε we consider the solution to the ODE

ξ̇1,j = cjµ0(t)1+l0 + hj(t), (6.10)
given explicitly by

ξ1,j [h](t) = cj

∫ ∞

t
µ0(s)1+l0 ds+

∫ ∞

t
h(s) ds := Υj +

∫ ∞

t
h(s) ds.

In particular
|ξ1,j(t)| ≲ µ0(t)1+l0 + µ0(t)1+l0∥h∥ 1+l0,∞, |ξ̇1,j(t)| ≲ µ0(t)1+l0∥h∥ 1+l0,∞

We define the vector
Ξ(t) := ξ̇ − Υ̇ = h(t),

where h = (h1, h2, h3) satisfies ∥hi∥ ♯,1+l0, 1
2 +ε < ∞ for i = 1, 2, 3.

∥h∥ ♯,1+l0, 1
2 +ε := max

i=1,2,3

{
∥hi∥ ♯,1+l0, 1

2 +ε

}
.

Let L2 the linear operator defined as L2[h] = Ξ by relation (6.10) for i = 1, 2, 3. We
observe that (Λ̇, ξ̇) is a solution to (6.1) if (λ,Ξ) is a fixed point

(Λ,Ξ) = A(Λ,Ξ),
where A is the operator

A(λ,Ξ) := (A1[λ,Ξ],A2(λ,Ξ)) :=
(
T̂1[Ĝ1[λ,Ξ, ϕ]],L2[Θ̂[λ,Ξ, ϕ]]

)
,

where

Ĝ1(λ,Ξ, ϕ) := G1

[
Λ0(t) +

∫ ∞

t
λ(s) ds,Υ +

∫ ∞

t
Ξ(s) ds, ϕ

]
,

Θ̂(λ,Ξ, ϕ) := Θ
[
Λ0(t) +

∫ ∞

t
λ(s) ds,Υ(t) +

∫ ∞

t
Ξ(s) ds, ϕ

]
,

with G1 and Θ defined in (6.9) and (5.5). We show that there exists a unique fixed
point λ = λ[ϕ],Ξ[ϕ] in

B = {(λ,Ξ) ∈ (L∞(t0,∞))4 : ∥λ∥ ♯,l1,δ1,ε + ∥Ξ∥ ♯,1+l0, 1
2 +ε ≤ e−κt0L}

for some L fixed large. Indeed, estimates (6.5) and (5.3) give
∥A1[λ,Ξ]∥ ♯,l1,δ1,ε ≤ C2∥Ĝ1[λ,Ξ, ϕ]∥ ♯,l1,δ1, 1

2 +ε

≤ C2e
−κt0

{
∥λ∥ ♯,l1,δ1,ε + ∥Ξ∥ ♯,1+l0, 1

2 +ε + ∥ϕ∥ ∗
}
.

Also, from (5.6)
∥A2[λ,Ξ]∥ ♯,l0,δ0, 1

2 +ε ≤ ∥Θ[λ,Ξ, ϕ]∥

≤ Ce−κt0
{

∥λ∥ ♯,l1,δ1,ε + ∥Ξ∥ ♯,1+l0, 1
2 +ε + ∥ϕ∥ ∗

}
.

Then, we have to verify that A is a contraction. For instance, we have
∥A1[λ1,Ξ] − A1[λ2,Ξ]∥ ♯,l1,δ1,ε = ∥T̂1[Ĝ1[λ1,Θ, ϕ] − Ĝ1[λ2,Θ, ϕ]]∥ ♯,l1,δ1, 1

2 +ε

≤ C2∥Ĝ1[λ1,Θ, ϕ] − Ĝ1[λ2,Θ, ϕ]∥ ♯,l0−2α,δ1, 1
2 +ε

≤ C2c∥λ1 − λ2∥ ♯,l1,δ1,ε

where C2, c is the constant appearing in (6.5) and (5.4) respectively. Since c can be
as small as required provided that t0 is fixed sufficiently large, we obtain that A1 is a
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contraction map. By means of the Lipschitz property of Θ̂ in (5.7) we can estimate
A2[λ1,Ξ1] − A2[λ2,Ξ] similarly. Finally, using the estimates on Ĝ, Θ̂ with respect to Ξ,
we get

∥A(λ1,Ξ1) − A(λ1,Ξ1)∥ ≤ c
[
∥λ1 − λ2∥ ♯,l1,δ1,ε + ∥Ξ1 − Ξ2∥ ♯,l1,δ1, 1

2 +ε

]
.

As a consequence of the Banach fixed point theorem, provided that L and t0 are fixed
large, the map A has a unique fixed point (λ,Ξ) in the space B. Observe that

Λ[h](t) = −
∫ ∞

t
T̂1[h](s) ds = T1[h],

where T1 is defined in (6.6), satisfies (3.17) thanks to (6.4). Also, the components of
vector ξ1 =

∫∞
t Ξ(s) ds satisfy (3.18). This proves the existence of a solution (Λ, ξ) to

the system (6.1) satisfying (3.17)-(3.18). With similar estimates on λ[ϕ1] − λ[ϕ2] and
Ξ[ϕ1] − Ξ[ϕ2] using (5.4),(5.7) relations (6.8) follow. □

We observe from the proof that T̂1, like an half-fractional derivative, loses 1/2-Hölder
exponent but we regain it through g,G1 as a consequence of estimates on ψ from
Proposition 4.1. This is the main reason to put all the terms of S[u3] involving directly
µ̇ in the outer error (2.25). Indeed, to get Λ̇ ∈ Cε it is crucial to allow H in (3.8) (and
hence Sin in (2.24)) to depend on Λ̇ only indirectly through ψ[Λ̇] or J1[Λ̇].

Remark 6.1. By remark 4.2 the outer solution ψ = Ψ[ψ0] is smooth as a function of
the initial datum ψ0, provided that ∥ψ0∥ ∞ + ∥∇ψ0∥ ∞ is sufficiently small. Thus, also
the parameters Λ[ψ0], ξ[ψ0] found in the previous preposition depend smoothly on ψ0,
and from the proof we also obtain

∥Λ[ψ1
0] − Λ[ψ2

0]∥ ∞ ≲ ∥ψ1
0 − ψ2

0∥ ∞,

∥ξ1[ψ1
0] − ξ1[ψ2

0]∥ ∞ ≲ ∥ψ1
0 − ψ2

0∥ ∞.

7. Final argument: solving the inner problem

This section provides the final step in the proof of Theorem 1. At this point, given ϕ
satisfying (4.12), we have a solution ψ = Ψ[Λ[ϕ], ξ[ϕ], ϕ] of the outer problem (3.4) and
parameters Λ[ϕ], ξ[ϕ] such that the orthogonality conditions (5.1) are satisfied. Thus,
to get a solution

u = u3 + ϕ̃(x, t),

where ϕ̃ is defined in (3.2), we need to prove the existence of ϕ such that ∥ϕ∥ ∗ < ∞.

Proof of Theorem 1. We make a fixed point argument using the linear estimate (3.15).
Proposition 3.1 well defines a linear operator T : h 7→ (ϕ[h], e[h]) and it is continuous
between the L∞-weighted space described in (3.15). Thus, the solution ϕ to the nonlinear
inner problem satisfies

ϕ = Ain(ϕ), where Ain(ϕ) := T (H[ϕ]). (7.1)
We claim that Ain has a unique fixed point in the space

B = {ϕ ∈ L∞(B2R) : ∥ϕ∥ ∗ ≤ B},
for some fixed constant b large. Firstly, we prove

|H[Λ, ξ, Λ̇, ξ̇](y, t)| ≲ e−κt0 µ1+l1

1 + |y| 4 .
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We recall that

H[ϕ, ψ, µ, µ̇, ξ, ξ̇](y, τ) :=5U(y)4µ

(
µ0
µ

)1/2
ψ(µy + ξ, t(τ))

+B0[ϕ+ µψ] (µy + ξ, t(τ)) + µ5/2Sin(µy + ξ, t(τ))

+ N (µ1/2u3, µ
1/2ϕ̃)(µy + ξ, t(τ)).

Using the estimate on ψ from Proposition 4.1, we have

|5U(y)4µ

(
µ0
µ

)1/2
ψ(µy + ξ, t(τ))| ≲ e−κt0 µ1+l1+δ

1 + |y| 4+α

and from (3.6) we get

|B0[ϕ+ µψ] (µy + ξ, t(τ))| ≲ 1
1 + |y| 3 |µHγ + µJ + µ−1/2ϕ3η3| (ϕ+ µψ)

≲ µ

1 + |y| 3

(
Me−κt0 µ

1+l1R3 log(R)
1 + |y| 4 + µ

µl1+δ

1 + |y| α

)

≲ e−κt0 µ1+l1

1 + |y| 4 .

Recalling the estimates on ϕ at y ∼ 0 and y ∼ R given by the norm (3.12), using that
R = µ−δ with δ satisfying (2.28) we deduce

|N (µ1/2u3, µ
1/2ϕ̃)(µy + ξ, t(τ))| ≲ 1

1 + |y| 3 (ϕ+ µψ)2

≲ 1
1 + |y| 3

(
M
µ2(1+l1)R6 log2(R)

1 + |y| 8 + µ2µ
2(l1+δ−α)

1 + |y| 2α

)

≲ e−κt0 µ1+l1

1 + |y| 4 .

By Lemma 2.5 we have the main error

|µ5/2Sin(µy + ξ, t(τ))| ≲ µ1+l1

1 + |y| 4 .

Thus, provided that t0 is large enough, we have
∥T [H]∥ ∗ ≤ C∥H∥ ν,4 < B,

for B chosen large, where C is the constant in (3.16). This proves Ain(ϕ) ∈ B. Now, we
need to prove that for ϕ(1), ϕ(2) ∈ B we have

|H[ϕ(1)] −H[ϕ(2)]| ≲ c∥ϕ(1) − ϕ(2)∥ ∗
µ1+l1

1 + |y| 4 ,

for some c < 1. This is a consequence of Propositions 4.2 and 6.2. Indeed, for instance
we get

5U(y)4µ0
∣∣∣eΛ[ϕ(1)]ψ[ϕ(1)] − eΛ[ϕ(2)]ψ[ϕ(2)]

∣∣∣

= 5U(y)4µ0
∣∣∣
[
eΛ[ϕ(1)] − eΛ[ϕ(2)]

]
ψ[ϕ(1)] + eΛ[ϕ(2)]

[
ψ[ϕ(1)] − ψ[ϕ(2)]

]∣∣∣

≲ c∥ϕ(1) − ϕ(2)∥ ∗
µ1+l1

1 + |y| 4 ,
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and similarly we get the same control on the other terms of H[ϕ(1)] −H[ϕ(2)]. Finally,
since the operator T : Xν,4 → X∗ is continuous, where Xν,4 is defined in (3.11) for
a = 2, by composition with H : X∗ → Xν,4 we obtain for B1

∥Ain[ϕ(1)] − Ain[ϕ(2)]∥ ∗ ≤ c∥ϕ(1) − ϕ(2)∥ ∗,

provided that t0 is fixed sufficiently large. Thus, Ain : B → B is a contraction map and
by Banach fixed point theorem we obtain the existence and uniqueness of ϕ ∈ X∗ such
that (7.1) holds. Finally, we recall that the constant e0 = e0[H] in the initial condition
ϕ(y, t0) = e0Z0(y) is a linear operator of H. The existence of ϕ immediately defines
e0. This completes the proof of the existence of u = u3 + ϕ̃ in Theorem 1, with the
bubbling profile centered in x = 0 ∈ Ω and parameters satisfying (1.7). □

Remark 7.1 (continuity of (ϕ, e0) with respect to ψ0). We found the inner perturbation
ϕ and its initial datum ϕ(y, t0) = e0Z0(y) based on the existence of the outer solution
Ψ[ϕ] given by Proposition 4.1, which in fact can be found for any initial condition
ψ0 ∈ C1(Ω̄). Furthermore, as a consequence of the continuity of Ψ[ψ0] and Λ[ψ0], ξ[ψ0]
found in remark 4.2 and 6.1 we obtain

|e0[ψ1
0] − e0[ψ2

0]| ≲
[
∥ψ1

0 − ψ2
0∥ L∞(Ω) − ∥∇ψ1

0 − ∇ψ2
0∥
]
.

Since we know that Λ, Λ̇, ξ, ξ̇, ψ depends smoothly on ψ0, by the implicit function theorem,
we deduced that map ψ0 7→ (ϕ[ψ0], e0[ψ0]) is C1 with respect to ψ0 ∈ C1(Ω̄). This allows
to prove the 1-codimensional stability of Corollary 1.1. We omit the proof since it is
identical to that one of [5].

8. Invertibility theory for the nonlocal linear problem

In this section we prove Proposition 6.1. We deduce the result by Laplace transform
method combined with asymptotic estimates of the heat kernel pΩ

t associated to Ω.
It turns out that the operator J [Λ̇] in (2.35) is similar to a half-fractional integral of
Λ̇. Thus, roughly speaking, we expect the inverse operator to behave as a fractional
derivative of order 1/2. In fact, the Proposition 6.1 can be seen as a precise statement
of this idea.

For later purpose we recall some facts about the Dirichlet heat kernel. For the
definition and properties we follow [12,18]. A function pΩ

t (x, y) continuous on Ω̄×Ω̄×R+,
C2 in x and C1 in t is called Dirichlet heat kernel for the problem

∂tu(x, t) = ∆u(x, t) in Ω × R+,

u(x, t) = 0 on ∂Ω × [0,∞),
u(x, 0) = u0(x) in Ω,

if, for any y ∈ Ω, satisfies
∂tp

Ω
t (x, y) = ∆xp

Ω
t (x, y) in Ω × R+,

pΩ
t (x, y) = 0 in Ω,

and

lim
t→0+

∫

Ω
pΩ

t (x, y)u0(y) dy = u0(x),

uniformly for every function u0 ∈ C0(Ω̄). The existence of the Dirichlet heat kernel is a
classical result by Levi [24]. It has the following basic properties:
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• pΩ
t (x, y) ≥ 0, pΩ

t (x, y) = pΩ
t (y, x) and pΩ

t (x, y, t) = 0 if x ∈ ∂Ω;
• for any y ∈ Ω the function pΩ

t (x, y) ∈ C∞(R+ × Ω);
• it satisfies ∂tp

Ω
t (x, y) = ∆xp

Ω
t (x, y) for (x, y, t) ∈ Ω × Ω × R+ and ;

• pΩ
t (x, y) = 0 for x ∈ ∂Ω or y ∈ ∂Ω;

Also, from [18, Theorem 10.13] and its proof, the heat kernel pΩ
t (x, y) admits the

expansion
pΩ

t (x, y) =
∑

k≥1
e−λktϕk(x)ϕk(y), (8.1)

where λk is the k-th Dirichlet eigenvalue of −∆ on Ω and ϕk the corresponding eigen-
function and also for t ≥ 1 and n ≥ 1 (see [18, Remark 10.15])

∞∑

k=n

sup
x,y∈Ω

|ϕk(x)ϕk(y)| < ∞ (8.2)

The series (8.1) converges absolutely and uniformly in [ε,∞] × Ω × Ω for any ε > 0, as
well as in the topology of C∞(R+ × Ω × Ω).

Before starting the proof of Proposition 6.1, we recall an estimate on the short time
behaviour of the heat kernel pΩ

τ (x, y) due to Varadhan [33, Theorem 4.9]. We will use it
in the following form as in Hsu [22, Corollary 1.6].

Lemma 8.1. Let ε > 0 fixed such that Bε(0) ⊂ Ω. Then for y ∈ Bε(0) we have

pR
3

τ (0, y)(1 − e− δ2
4τ ) ≤ pΩ

τ (0, y), (8.3)
where δ < δ0 is independent of y and

δ0 := d(∂Ω, ∂Bε) = min
a∈∂Ω,b∈∂Bε(0)

|a− b| > 0.

Proof. Recall the useful identities in [33, p. 675]

lim sup
τ→0

4τ log
(
pR

3
τ (x, y) − pΩ

τ (x, y)
)

≤ −d∂Ω(x, y)2, (8.4)

lim
τ→0

4τ log
(
pR

3
t (x, y)

)
= −d(x, y)2, (8.5)

where
d∂Ω(x, y) := inf

z∈∂Ω
{d(x, z) + d(z, y)}.

From (8.4) there exists τ0 such that for τ < τ0 we have

pR
3

τ (x, y) − e− d∂Ω(x,y)2
4τ ≤ pΩ

τ (x, y),
for all x, y ∈ Ω. In particular, fix x = 0 and consider y ∈ Bε(0) ⊂ Ω for a small ε > 0.
Then we have

d∂Ω(0, y) ≥ ε+ δ0.

Thus for y ∈ Bε(0)

e− d2
∂Ω(0,y)

4τ ≤ e− ε2+δ2
0

4τ ≤ e− d(0,y)2
4τ e− δ2

0
4τ ,

and (8.5) says

pR
3

τ (0, y) = e− d2(0,y)
4τ

(1+o(1)) as τ → 0+.
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Thus, we have for τ < τ0 small and y ∈ Bε(0)

pR
3

τ (0, y)(1 − e− δ2
4τ ) ≤ pΩ

τ (0, y), (8.6)
for any δ < δ0 independent of y. □

We mention that the uniform bound (8.6) holds for y ranging in any convex subset
of the domain, see [22, p.374-375]. Also, for any τ > 0 and x, y ∈ Ω we have the upper
bound

pΩ
τ (x, y) ≤ pR

3
τ (x, y), (8.7)

as a consequence of the maximum principle. Thus, Varadhan’s estimate (8.3) is a
precise statement about the idea that for small times the heat kernel ”does not feel the
boundary”. We refer to Kac [23] and Dodziuk [12] for statements of the same flavor. In
the proof of Proposition 6.1 we need the following lemma.

Lemma 8.2. Define the function

I(τ) :=
∫

Ω
pΩ

τ (0, y)Gγ(y, 0) dy,

where pΩ
τ (x, y) denotes the Dirichlet heat kernel associated to Ω and Gγ(x, y) the Green

function of the operator −∆ −γ on Ω. Then I(τ) has the following asymptotic behavior:

I(τ) =




O
(
e−λ1τ

)
for τ → ∞,

c1,∗
√
τ + c2,∗

√
τ + c3,∗τ +O(τ3/2) for τ → 0+,

(8.8)

for some constant ci,∗ for i = 1, 2, 3.

Proof. Step 1 (Asymptotic for t → ∞). We recall that the heat kernel pΩ
τ (x, y) admits

the series expansion (8.1) which converges absolutely and uniformly in the domain
[ε,∞) × Ω × Ω for any ε > 0, as well as in the topology C∞(R+ × Ω × Ω). By the
uniform convergence with respect to y ∈ Ω we obtain for τ > 0

I(τ) =
∫

Ω

∞∑

k=1
e−λkτϕk(0)ϕk(y)Gγ(y, 0) dy (8.9)

=
∞∑

k=1
e−λkτ

∫

Ω
ϕk(y)Gγ(y, 0) dy.

Multiplying equation (2.7) by ϕk and integrating by parts we get

−λk

∫

Ω
Gγ(x, 0)ϕk(x) dx =

∫

Ω
Gγ(x, 0)∆ϕk(x)

=
∫

Ω
ϕk(x)∆Gγ(x, 0) dx

= −γ
∫

Ω
Gγ(x, 0)ϕk(x) dx− c3

∫

Ω
ϕk(x)δ0(x) dx

= −γ
∫

Ω
Gγ(x, 0)ϕk(x) dx− c3ϕk(0),

that gives
∫

Ω
Gγ(x, 0)ϕk(x) dx = c3

ϕk(0)2

λk − γ
. (8.10)
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We plug (8.10) into (8.9). Finally, from (8.2) we obtain the asymptotic behaviour (8.8)
for τ → ∞.
Step 2 (Asymptotic for t → 0+). Firstly, we split

I(τ) =
∫

Ω
pΩ

τ (0, y) α3
|y| dy +

∫

Ω
pΩ

τ (0, y)Hγ(y, 0) dy

= : I1(τ) + I2(τ).
We analyze I1(τ). For the region Bε(0) we invoke Varadhan’s estimate (8.6) and we
obtain

∫

Bε(0)

pΩ
τ (0, y)
|y| dy ≥

∫

Bε

e− |y|2
4τ

[4πτ ]3/2
1

|y| dy(1 − e− ε2
τ )

= 4π
∫ ε

0

e− ρ2
4τ

[4πτ ]3/2 ρ dρ(1 − e− ε2
τ )

= 1√
4πτ

∫ ε
2

√
τ

0
e−r2

r dr(1 − e− ε2
τ )

= 1√
4πτ


1 − e− ε2

4τ

2



(

1 − e− ε2
τ

)

= 1
4
√
πτ

+O

(
e− c

τ√
τ

)

for some c > 0, and using (8.7)
∫

Bε(0)

pΩ
τ (0, y)
|y| dy ≤

∫

Bε(0)

pR
3

τ (0, y)
|y| dy

≤ 1
4
√
πτ

+O

(
e− c

τ√
τ

)
.

From these bounds we conclude
∫

Bε(0)

pΩ
τ (0, y)
|y| dy = 1

4
√
πτ

+O

(
e− c

τ√
τ

)
.

In the region Ω \Bε(0) by (8.7) we get
∫

Ω\Bε(0)

pΩ
τ (0, y)
|y| dy ≤ τ−3/2

∫ 1

ε
e− ρ2

cs ρ dρ

= τ−1/2
∫ 1√

s

ε√
s

e−r2
r dr = O

(
e− c

τ√
τ

)
.

We conclude that

I1(τ) = α3

∫

Ω\Bε(0)

pΩ
τ (0, y)
|y| dy + α3

∫

Bε(0)

pΩ
τ (0, y)
|y| dy

= c1,∗√
τ

+O

(
e− c

τ√
τ

)
as τ → 0+, c1,∗ = α3

4
√
πτ
.

Now, we estimate the term I2(τ). We treat it similarly to I1(τ) but we get a lower order
term in the expansion since Hγ(y, 0) is not singular. We use decomposition (2.10) for
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Hγ(y, 0) and we consider the integral over Bε(0). Using the cosine expansion we get

θγ(y, 0) = α3
γ

2 |y| +O(|y| 3).

Thus, we compute the integral associated to the first term with Varadhan’s estimate
(8.3) and the upper bound (8.7):

∫

Bε(0)
pΩ

τ (y, 0)
1 − cos

(√
γ|y| )

|y| dy = α3
γ

2

∫

Bε(0)

e− |y|2
4τ

[4πτ ]3/2 |y| dy
(
1 + o

(
e− c

τ

))
(8.11)

= 4πα3
γ

2

∫ ε

0

e− ρ2
4τ

[4πτ ]3/2 ρ
3 dρ

(
1 + o

(
e− c

τ

))

= 4πα3
√
τ
γ

2

∫ ε
2

√
τ

0
e−r2

r3 dr
(
1 + o

(
e− c

τ

))

= c2,∗
√
τ
(
1 + o

(
e− c

τ

))
,

for an explicit constant c2,∗. The same computation on the remainder O
(
|y| 3

)
gives a

term of order O
(
τ3/2

)
. Another Taylor expansion at y = 0 gives

hγ(y, 0) = ∇yhγ(0, 0) · y + 1
2y ·Dyyhγ(0, 0) · y +O(|y| 3),

where Dyyhγ(0, 0) denotes the Hessian of hγ(·, 0) evaluated in y = 0. Integrating the
first term on Bε(0) against pΩ

t (0, y) and using (8.3)-(8.7) wee see by symmetry of the
integrand pR3

t (0, y)∇yhγ(0, 0) · y that the integral gives an exponentially decaying term.
The second term in (8.12) can be treated similarly to (8.11) and gives a term of order
c3,∗τ(1 + o(1)) for some explicit constant c3,∗. The integral of pΩ

τ (y, 0)Hγ(y, 0) on the
complement can be treated as before and gives an exponentially decay term for τ → 0.
Thus we conclude that

I2(τ) = c2,∗
√
τ + c3,∗τ +O

(
τ3/2

)
as τ → 0+.

We conclude that I(τ) = I1(τ) + I2(τ) has the asymptotic (8.8) for τ → 0+. □
We start here the main proof of Proposition 6.1.

Proof of Proposition 6.1. Firstly, we observe that J(0, t0) = h(t0) is in general
not compatible with a null initial condition. For this reason it is natural to solve the
problem for J starting from t = t0 − 1. We look for Λ(t) for t ∈ (t0 − 1,∞). The
function J is a solution to the problem

∂tJ = ∆xJ + γJ − Λ̇(t)Gγ(x, 0) in Ω × (t0 − 1,∞),
J (x, t) ≡ 0 on ∂Ω × (t0 − 1,∞),

such that
J (0, t) = h∗(t) in (t0,∞),

where

h∗(t) =
{
h(t) t ∈ [t0,∞),
hext(t) t ∈ [t0 − 1, t0),

(8.12)
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and
hext(t) = η(t)h(t0),

where η is a smooth such that η(t0 − 1) = 0, η(t0) = 1 and
|η(t0 − ν)h(t0) − h(t0 + ν)| ≤ [h]ε,[t0,t0+1]ν

ε,

for any ν ≤ 1. This choice gives an extension h∗(t) ∈ Cε with
∥h∗∥ ♯,c1,c2,(t0−1,∞) ≲ ∥h∥ ♯,c1,c2,(t0,∞). (8.13)

Let s := t− (t0 − 1) and for s ∈ (0,∞) define
J0(x, s) := e−γsJ (x, s+ (t0 − 1)), (8.14)
β(s) := −Λ(s+ (t0 − 1)),
h∗

0(s) := h∗(s+ (t0 − 1)).
The function J0 is a solution to

∂sJ0(x, s) = ∆xJ0 + e−γsβ̇(s)Gγ(x, 0) in Ω × (0,∞)
J0(x, s) = 0 on ∂Ω × (0,∞),

such that
J0[β̇](0, s) = h∗

0(s)e−γs in (0,∞). (8.15)
Imposing the initial condition J (x, t0) ≡ 0 in Ω, that is J0(x, 0) ≡ 0, by Duhamel’s
formula we have

J0[β̇](0, s) =
∫ s

0
e−γ(s−τ)β̇(s− τ)I(τ) dτ, (8.16)

where

I(τ) :=
∫

Ω
pΩ

τ (0, y)Gγ(y, 0) dy,

and pΩ
τ (x, y) denotes the heat kernel associated to Ω. The asymptotic behaviour of I(τ)

is given by Lemma 8.2. We denote the Laplace transform of a function f as

f̃(ξ) :=
∫ ∞

0
e−ξsf(s) ds.

We refer to the book [13] by Doetsch for classic properties of the Laplace transform.
Applying the Laplace transform to (8.16) and using (8.15) we obtain

h̃∗
0(ξ + γ) = ˜̇β(ξ + γ)Ĩ(ξ)

=
[
(ξ + γ)β̃(ξ + γ) − β(0)

]
Ĩ(ξ),

and hence

β̃(ξ + γ) = β(0)
ξ + γ

+ h̃∗
0(ξ + γ)σ̃(ξ), (8.17)

where

σ̃(ξ) := 1
(ξ + γ)Ĩ(ξ)

.
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By definition we have

Ĩ(ξ) =
∫ ∞

0
e−ξsI(s) ds,

that is well defined and analytic in the right-half plane Re ξ > −λ1 thanks to Lemma
8.2. By expansion (8.8) we have

|e−ξsI(s)| ≲ g(s), g(s) =





1√
s

for s → 0+,

e−(λ1+Re ξ)s for s → +∞,

and g is integrable in R+ if Re{ξ} > −λ1. Thus, using (8.9), in any half plane Re ξ ≥ c

where c > −λ1 the dominated convergence theorem applies to get

Ĩ(ξ) =
∫ ∞

0
e−ξsI(s) ds

=
∫ ∞

0
e−ξs

∞∑

k=1

ϕk(0)2

λk − γ
e−λks ds

=
∞∑

k=1

ϕk(0)2

λk − γ

∫ ∞

0
e−ξse−λks ds

=
∞∑

k=1

ϕk(0)2

λk − γ

1
λk + ξ

At this point we can extend Ĩ(ξ) analytically from {ξ ∈ C : ξ > −λ1} to C \ {−λk}∞
k=1.

Let ξ = a+ ib and rewrite the series as

Ĩ(ξ) =
∞∑

k=1

ϕk(0)2

λk − γ

1
λk + a+ ib

=
∞∑

k=1

ϕk(0)2

λk − γ

λk + a

(λk + a)2 + b2 − ib
∞∑

k=1

ϕk(0)2

λk − γ

1
(λk + a)2 + b2 .

Since the coefficients of the series are positive, Ĩ(ξ) = 0 implies b = 0. Plugging b = 0
into the first series we obtain that a root ξ = a of Ĩ satisfies

∞∑

k=1

ϕk(0)2

λk − γ

1
λk + a

= 0.

Hence, we deduce that the set of zeros of Ĩ is given by a sequence {−ak}∞
k=1 where

ak ∈ (λk, λk+1). In particular,
Ĩ(ξ) ̸= 0 for Re ξ > −λ1. (8.18)

By standard argument [13, Theorem 33.7] on the Laplace transform, using (8.8), we
have

Ĩ(ξ) = c1,∗
√
πξ−1/2 + c2,∗

√
π

2 ξ−3/2 + c3,∗ξ−2 +O(ξ−5/2) as |ξ| → ∞,

in the half-plane Re ξ > −λ1. Thus, in the same half-plane we have

σ̃(ξ) = 1
(ξ + γ)Ĩ(ξ)

(8.19)

=d1,∗ξ−1/2 + d2,∗ξ−3/2 + d3,∗ξ−2 +O(ξ−5/2) as |ξ| → ∞.
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Figure 1. Contour integral CR.

As a consequence of (8.18), σ̃(ξ) has a unique singularity at ξ = −γ in the half-plane of
convergence. By [13, Theorem 28.3] the function σ̃(ξ) can be represented as a Laplace
transform of a function.1 Finally, we compute the inverse Laplace transform by means
of the Residue theorem defining the rectangular contour integral CR in Figure 1 as
suggested in the proof of [13, Theorem 35.1]. For later purpose we observe that, looking
at the contour integral CR, the constant a ∈ (γ, λ1) can be taken arbitrarily close to λ1.
An application of the Riemann-Lebesgue Lemma (as in [13, p.237]) implies

lim
R→∞

∫

L2,R

eξτF (ξ) dξ = 0,

lim
R→∞

∫

L4,R

eξτF (ξ) dξ = 0.

Since

σ(τ) = lim
R→∞

1
2πi

∫

L1,R

eξτF (ξ) dξ

we obtain

σ(t) = Res
(
eξtσ̃(ξ),−γ

)
e−γt + lim

R→∞
1

2πi

∫ −a+iR

−a−iR
eξtσ̃(ξ) dξ. (8.20)

We easily compute

Res
(
eξτ σ̃(ξ),−γ

)
= lim

ξ→−γ
(ξ + γ) 1

(ξ + γ)Ĩ(ξ)
=: c∞.

1We cannot have an estimate directly on β̇ at this point. Indeed, (Ĩ(ξ))−1 is not a Laplace transform
of a function since diverges as |ξ| → ∞. However, it still can be represented as the Laplace transform
of a distribution, see [13, Theorem 29.3].
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Now, we analyze the integral (8.20). We decompose

lim
R→∞

∫ −a+iR

−a−iR
eξτ σ̃(ξ) dξ = ie−aτ

∫ R

−R
eiyτ

[
σ̃(−a + iy) − d1,∗√−a + iy

− d2,∗
(−a + iy)3/2

− d3,∗
(−a + iy)2

]
dy

+ ie−aτ
∫ iR

−iR
eξt d1,∗√−a + iy

dy

+ ie−aτ
∫ iR

−iR

d2,∗
(−a + iy)3/2 dy

+ ie−aτ
∫ iR

−iR

d3,∗
(−a + iy)2 dy

It is easy to see (by means of another contour to avoid the standard branch) that, up
to constants, the last three integral are respectively the inverse Laplace transform of
ξ−1/2, ξ−3/2, ξ−2. The integral

R(τ) :=
∫ R

−R
eiyτ

[
σ̃(−a + iy) − d1,∗√−a + iy

− d2,∗
(−a + iy)3/2 − d3,∗

(−a + iy)2

]
dy

is absolutely convergent thanks to the second order expansion of σ̃(ξ). In fact, obtaining
the absolute convergence of R(τ) (and R′(τ)) is the main reason to use the sharp
Varadhan’s estimate on the heat kernel pΩ

t . Thus, from (8.20) we obtain

σ(τ) = c∞e−γτ + e−aτ
[
C1,∗√
τ

+ C2,∗
√
τ + C3,∗τ +R(τ)

]
,

for some constants c∞, Ci,∗ for i = 1, 2, 3, where R(τ) is bounded. This gives the
asymptotic behaviour

σ(τ) =




c∞e−γτ +O(e−aτ ) for τ → ∞,
C−1

1,∗√
τ

+ c∞ +O(
√
τ) for τ → 0+,

for any a ∈ (γ, λ1). For later purposes, we observe that σ(τ) is differentiable. Indeed,
differentiating R(τ), we still obtain an absolutely convergent integral thanks to the
full expansion (8.19), and an application of the dominated convergence theorem gives
σ ∈ C1 with

σ′(τ) =
{

−γc∞e−γτ +O(e−aτ ) for τ → ∞,

−(2C1,∗)−1τ−3/2(1 +O(τ)) for τ → 0+,

From (8.17), taking the inverse Laplace transform of both sides, we get

β(s)e−γs = β(0)e−γs +
∫ s

0
e−γ(s−τ)h∗

0(s− τ)σ(τ)d τ,

that is

β(s) = β(0) +
∫ s

0
eγτσ(τ)h∗

0(s− τ) dτ.
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Proof of (6.4). We rewrite this formula as

β(s) =β(0) + c∞
∫ s

0
h∗

0(τ) dτ +
∫ s

0
h∗

0(τ)
[
eγ(s−τ)σ(s− τ) − c∞

]
dτ

=
[
β(0) + c∞

∫ ∞

0
h∗

0(τ) dτ
]

− c∞
∫ ∞

s
h∗

0(τ) dτ

+
∫ s

0
h∗

0(τ)
[
eγ(s−τ)σ(s− τ) − c∞

]
dτ.

We choose β(0) = −c∞
∫∞

0 h∗
0(τ)dτ . We reduced the problem to estimate

β1(s) := −c∞
∫ ∞

s
h∗

0(τ) dτ,

β2(s) :=
∫ s

0
h∗

0(τ)
[
eγ(s−τ)σ(s− τ) − c∞

]
dτ.

We recall that the extension h∗
0(s) has been selected so that (8.13) holds. Here and in

what follows, without losing in generality we assume the same value c = ci for i = 1, 2.
When we estimate the L∞ norm of β we will only use the L∞ norm of h∗

0 and hence
we get the same L∞-weight constant c1. Instead, when we estimate the C1/2+ε we
need both the L∞ and Cε norms of h∗

0, thus we will get the same Cε-weight constant
c2 = min{c1, c2}. Thus, conditionally to ci < (λ1 − γ)/(2γ), the weight constant ci with
i = 1, 2 for β and h∗

0 are respectively the same. We proceed with the L∞ estimate of β.
We have

|β1(s)| ≲ ∥h∗
0∥ ♯,c,ε

∫ ∞

s
e−2γcτ dτ

≲ ∥h∗
0∥ ♯,c,εµ0(s)c,

Using hypothesis (6.2) and selecting a close enough to λ1 so that

c < a <
λ1 − γ

2γ , (8.21)

we get

|β2(s)| ≲ ∥h∗
0∥ ♯,c,ε

∫ s

0
e−2γcτe−a(s−τ) ds

≲ ∥h∗
0∥ ♯,c,εe

− min{2γc,a}s

≲ ∥h∗
0∥ ♯,c,εµ0(s)c.

Combining the bounds on β1 and β2 we obtain
|β(s)| ≲ ∥h∗

0∥ ♯,c,εµ0(s)c. (8.22)
Now we estimate the (1/2 + ε)-Hölder seminorm. In the following it is enough to assume
η ∈ (0, 1). We have

|β1(s) − β1(s− η)| ≤
∣∣∣∣
∫ s

s−η
h∗

0(τ) dτ
∣∣∣∣ (8.23)

≤ ∥h∗
0∥ ∞,cµ0(s)c|η|

≤ ∥h∗
0∥ ∞,cµ0(s)c|η| 1

2 +ε

Let
l(τ) := eγτσ(τ) − c∞.
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Following the classical fractional integral estimate of Hardy and Littlewood [21, Theorem
14], we decompose

β2(s) − β2(s− η) =
∫ s

0
h∗

0(s− τ)l(τ) dτ −
∫ s−η

0
h∗

0(s− η − τ)l(τ) dτ

=h∗
0(s)

∫ s

0
l(τ) dτ −

∫ s

0
[h∗

0(s) − h∗
0(s− τ)]l(τ) dτ

− h∗
0(s)

∫ s−η

0
l(τ) dτ −

∫ s−η

0
[h∗

0(s− η − τ) − h∗
0(s)]l(τ) dτ

=h∗
0(s)

∫ s

s−η
l(τ) dτ −

∫ η

0
[h∗

0(s) − h∗
0(s− τ)]l(τ) dτ

−
∫ s

η
[h∗

0(s) − h∗
0(s− τ)](l(τ) − l(τ − η)) dτ

=:A1(s, η) +A2(s, η) +A3(s, η).
For s− η ∈ (η, 1) we have

|A1| ≲ |h∗
0(s)|

∫ s

s−η

1√
τ
dτ

≲ |h∗
0(s)|

(
s1/2 − (s− η)1/2

)

≲ [h∗
0]0,ε,[s,s+1]s

ε− 1
2 η

≲ ∥h∗
0∥ ♯,c,εµ(s)cηε+ 1

2 .

For s− η ≥ 1 we get

|A1| ≤ |h∗
0(s)|

∫ s

s−η
l(τ) dτ

≲ |h∗
0(s)|

∫ s

s−η
e−aτ dτ

≲ |h∗
0(s)| η

≲ ∥h∗
0∥ ♯,c,εµ(s)cη

1
2 +ε.

For s− η ∈ (0, η) we obtain

|A1| ≲|h∗
0(s)|

∫ s

s−η

1√
τ
dτ

≲[h∗
0]0,ε,[s−η,s−η+1]|s− η| εη

1
2

≲∥h∗
0∥ ♯,c,εµ(s)cη

1
2 +ε.

Now we estimate A2. We have

|A2| ≤ ∥h∗
0∥ ♯,c,εµ(s)c

∫ η

0
|τ | ε|l(τ)| dτ

≲ ∥h∗
0∥ ♯,c,εµ(s)c

∫ η

0
τ ε 1√

τ
dτ

≲ ∥h∗
0∥ ♯,c,εµ(s)cη

1
2 +ε.
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Finally, we estimate A3. Using the L∞ norm of h∗
0 for τ > 1 and Cε seminorm for τ < 1

we obtain

|A3| ≲
∫ s

η
|h∗

0(s) − h∗
0(s− τ)| |l(τ) − l(τ − η)| dτ

≲∥h∗
0∥ ♯,c,ε

∫ s

η
|τ | ε|l(τ) − l(τ − η)| dτ

≲∥h∗
0∥ ♯,c,ε

∫ s

η
|τ | ε[τ−1/2 − (τ − η)−1/2] dτ

≲∥h∗
0∥ ♯,c,εη

∫ s

η
|τ | ετ−3/2 dτ

≲∥h∗
0∥ ♯,c,εη

1
2 +ε

≲∥h∗
0∥ ♯,c,εµ(s− 1)cη

1
2 +ε

≲∥h∗
0∥ ♯,c,εµ(s)cη

1
2 +ε,

Combining the bounds on A1, A2, A3 and we obtain

|β2(s) − β2(s− η)| ≲ ∥h∗
0∥ ♯,c,εµ(s)c|η| 1

2 +ε. (8.24)
Finally, from (8.22), (8.23) and (8.24) we obtain

∥β∥ ♯,c, 1
2 +ε ≲ ∥h∗

0∥ ♯,c,ε

Going back to the original variable t using (8.14), we obtain
∥Λ∥ ♯,c, 1

2 +ε ≲ ∥h∗
0∥ ♯,c,ε,

and recalling (8.13) the proof of (6.4) is complete. □
We proceed to prove the second part of Proposition 6.1: in case h ∈ X♯,c, 1

2 +ε, then Λ
is differentiable and Λ̇ ∈ X♯,c,ε.

Proof of (6.5). In the same notation of the previous lemma, we need to prove that
β1(s), β2(s) are differentiable and estimate the derivatives. Since

β1(s) := −
∫ ∞

s
h∗

0(τ) dτ,

we clearly have β1(s) ∈ C1(0,∞) and β′
1(s) = c∞h(s) ∈ X♯,c, 1

2 +ε by hypothesis. To
analyze β2, following [21, Theorem 19], we introduce for any ϵ ≥ 0 the function

β2,ϵ(s) =
∫ s−ϵ

0
h∗

0(τ)l(s− τ) dτ,

so that β2,0(s) = β2(s). Since σ(τ) ∈ C1, we can differentiate β2,ϵ(s) to obtain

β′
2,ϵ(s) =h∗

0(s− ϵ)l(ϵ) +
∫ s−ϵ

0
h∗

0(τ)l′(s− τ) dτ

= − [h∗
0(s) − h∗

0(s− ϵ)]l(ϵ) + l(s− ϵ)h∗
0(s)

+
∫ s−ϵ

0
[h∗

0(τ) − h∗
0(s)]l′(s− τ) dτ.

Observe that we can choose the extension h∗
0 such that h∗

0(s) = o(s1/2) for s → 0. Since
h∗

0 ∈ X♯,c, 1
2 +ε, when ϵ → 0 the right-hand side tends uniformly to

l(s)h∗
0(s) + g(s),
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where

g(s) :=
∫ s

0
[h∗

0(τ) − h∗
0(s)]l′(s− τ) ds.

By hypothesis and the choice of the extension we have l(s)h∗
0(s) ∈ X♯,c, 1

2 +ε. Also, the
function g(s) is continuous since h∗

0(s) ∈ C
1
2 +ε.

β2(s1) − β2(s2) = lim
ϵ→0

(β2,ϵ(s1) − β2,ϵ(s2))

= lim
ϵ→0

∫ s2

s1
β′

2,ϵ(τ) dτ

=
∫ s2

s1
l(τ)h∗

0(τ) + g(τ) dτ,

hence
l(s)h∗

0(s) + g(s) = β′
2(s).

It remains to prove that g(s) ∈ X♯,c,ε. Using the asymptotic of σ′(t) and the assumption
(6.2) with a as in (8.21) we have

|g(s)| ≲[h]0, 1
2 +ε,[s−1,s]

∫ s

s−1
l′(s− τ)|s− τ | 1

2 +ε dτ (8.25)

+ ∥h∥ ♯,c, 1
2 +ε

∫ s−1

0
l′(s− τ)µ(τ)c dτ

≲∥h∥ ♯,c, 1
2 +ε

[
µ(s)c

∫ 1

0
|w| −1+ε dw +

∫ s

0
e−2γcτe−a(s−τ)

]
dτ

≲∥h∥ ♯,c, 1
2 +εµ(s)c

We write

g(s− η) − g(s) =
∫ s

0
[h(s) − h(τ)]l′(s− τ) dτ −

∫ s−η

0
[h(s− η) − h(τ)]l′(s− η − τ) dτ

=
∫ s

0
[h(s) − h(s− u)]l′(u) du−

∫ s

η
[h(s− η) − h(s− u)]l′(u− η) du

= −
∫ s

η
[h(s− η) − h(s− u)]

[
l′(u− η) − l′(u)

]
du

+
∫ s

η
[h(s) − h(s− η)]l′(u) du+

∫ η

0
[h(s) − h(s− u)]l′(u) du

=:B1(s, η) +B2(s, η) +B3(s, η)
Using again assumption (6.2) we get

|B1| ≲∥h∗
0∥ 0, 1

2 +ε,[s−1,s]

∫ 1

η
|u− η| 1

2 +ε|(u− η)−3/2 − u−3/2| du

+ ∥h∥ ♯,c, 1
2 +ε

∫ s

1
µ(s− u)η e

−a(u−η) − e−au

η
du

≲ ∥h∗
0∥ ♯,c, 1

2 +εµ(s)cηε.

Also
|B2| ≲ |h∗

0(s) − h∗
0(s− η)| η−1/2

≲ ∥h∗
0∥ ♯,c, 1

2 +εµ(s)cηϵ,
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and

|B3| ≲ ∥h∗
0∥ ♯,c, 1

2 +εµ(s)c
∫ η

0
u−1+ε du

≲ ∥h∗
0∥ ♯,c, 1

2 +εµ(s)cηε.

This proves
|g(s) − g(s− η)| ≲ µ(s)c∥h∗

0∥ ♯,c, 1
2 +ε|η| ε.

Combining it with (8.25) we obtain
∥g∥ ♯,c,ε ≲ ∥h∗

0∥ ♯,c, 1
2 +ε.

Summing up the estimates for β′
1(s) and β′

2(s) = l(s)h∗
0(s) + g(s) we obtain

∥β′(s)∥ ♯,c,ε ≲ ∥h∗
0∥ ♯,c, 1

2 +ε.

Finally, in the original variable t, using (8.14) and (8.13), we obtain the bound (6.5). □

Remark 8.1 (the initial datum J1(x, t0)). From the proof of Proposition 6.1 we
have J (t0, x) =

∫ 1
0 h

∗(s)I(x, τ − s) ds where h∗
0 is an arbitrary smooth function with

h∗
0(t) = o(t1/2) for t → 0 and h∗

0(1) = h(t0), connecting to h(t) at t = t0 to maintain
the Cε regularity of h. We observe by estimate (2.2) that

∥J1(·, t0)∥ L∞(Ω) ≲ ∥J [Λ̇](·, t0)∥ L∞(Ω) ≲ |Λ̇(t0)| ≲ µ0(t0)l1 .

Thus, our initial datum remains positive provided that t0 is fixed sufficiently large.

Appendix A. Properties of the Robin function Hγ(x, x).

In this appendix we prove some properties of the Robin function that we use in our
construction. We recall that the Green function associated to the operator −∆ − γ

satisfies
− ∆xGγ(x, y) − γGγ(x, y) = 4πα3δ(x− y) in Ω, (A.1)
G(·, y) = 0 on ∂Ω.

As usual, we split

Gγ(x, y) = Γ(x− y) −Hγ(x, y) where Γ(x) = α3
|x| ,

where the regular part Hγ(x, y) satisfies
− ∆xHγ(x, y) − γHγ(x, y) = −γΓ(x− y) in Ω,
Hγ(·, y) = Γ(· − y) on ∂Ω,

for any fixed y ∈ Ω. We recall (from [7] and reference therein) the following properties
of Rγ(x) := Hγ(x, x):

(1) Rγ(x) ∈ C∞(Ω)
(2) ∂γRγ(x) < 0 and belongs to C∞(Ω).
(3) R0(x) satisfies

R0(x) = 1
2d(x, ∂Ω)(1 + o(1)) as d(x, ∂Ω) → 0.

(4) for each γ ∈ (0, λ1) fixed, Hγ(x, x) → +∞ as x → ∂Ω.
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Lemma A.1 (Behavior near the first eigenvalue). The function Hγ(x, y) satisfies

Hγ(x, y) ∼ − ω3α3
λ1 − γ

ϕ1(y)ϕ1(x) as γ 1 λ1,

where ϕ1(x) is the first Dirichlet eigenfunction of −∆ in Ω with ∥ϕ1∥ 2 = 1 and ϕ1(x) > 0
in Ω.

Proof. We decompose
Hγ(x, y) = α(y)ϕ1(x) +H0(x, y) + h⊥,γ(x, y) (A.2)

where

α(y) :=
∫

Ω
(Hγ(x, y) −H0(x, y))ϕ1(x) dx,

and H0 satisfies

∆xH0(x, y) = 0 in Ω, H0(x, y) = α3
|x− y| on ∂Ω.

Thus, for any fixed y ∈ Ω, h⊥,γ(x, y) is the solution to
∆xh⊥,γ(x, y) + γh⊥,γ(x, y) = γG0(x, y) + α(y)(λ1 − γ)ϕ1(x) in Ω (A.3)
h⊥,γ = 0 on ∂Ω.

By the definition of α(y) we have
∫

Ω
h⊥,γ(x, y)ϕ1(x) dx =

∫

Ω
(Hγ(x, y) −H0(x, y))ϕ1(x) dx− α(y)∥ϕ1∥ 2

2 (A.4)

= 0.
Testing (A.1) against ϕ1 we get

∫

Ω
Gγ(x, y)ϕ1(x) dx = α34πϕ(y)

λ1 − γ
.

Also, testing (A.3) against ϕ1 and using (A.4) we obtain

0 = (−λ1 + γ)
∫

Ω
h⊥,γ(x, y)ϕ1(x) dx

= γ

∫

Ω
ϕ1(x)G0(x, y) dx+ α(y)(λ1 − γ).

Thus, we have

α(y) = − γ

λ1 − γ

∫

Ω
G0(x, y)ϕ1(x) dx (A.5)

= − γ

λ1

4πα3ϕ1(y)
λ1 − γ

,

and plugging (A.5) in (A.2) we obtain

Hγ(x, y) = − γ

λ1

4πα3
λ1 − γ

ϕ1(y)ϕ1(x) +H0(x, y) + h⊥,γ(x, y). (A.6)

We notice that only the first and last term in the right-hand side depends on γ. Hence
we just need to prove that h⊥,γ(x, y) is bounded as γ → λ−

1 . This is a consequence of
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the Poincaré inequality for functions orthogonal to ϕ1. Indeed, expanding h⊥,γ in the
L2-basis made of Laplacian eigenfunctions {ϕk}∞

k=1 we get

∥∇h⊥,γ(·, y)∥ 2
2 =

∫

Ω
h⊥,γ(x, y)(−∆xh⊥,γ(x, y)) dx

=
∫

Ω


∑

k≥2
αk(y)ϕk(x)




∑

k≥2
αk(y)ϕk(x)λk


 dx

=
∑

k≥2
αk(y)2λk ≥ λ2∥h⊥,γ(·, y)∥ 2

2,

where

αk(y) =
∫

Ω
ϕk(x)h⊥,γ(x, y) dx.

In particular α1(y) = α(y). Now, testing equation (A.3) against h⊥,γ and using
Cauchy–Schwarz inequality we get

(λ2 − γ)∥h⊥,γ(·, y)∥ 2
2 ≤ ∥∇h⊥,γ(·, y)∥ 2

2 − γ∥h⊥,γ(·, y)∥ 2
2

= γ

∫

Ω
G0(x, y)h⊥,γ(x, y) dx

≤ γ∥G0(·, y)∥ 2∥h⊥,γ(·, y)∥ 2.

We conclude that
∥h⊥,γ(·, y)∥ 2 ≤ γ

λ2 − γ
∥G0(·, y)∥ 2

≤ λ1
λ2 − λ1

∥G0(·, y)∥ 2

≤ CΩ,

for some constant CΩ independent of y and γ. By standard elliptic estimates we get
∥h⊥,γ(·, y)∥ ∞ ≤ KΩ,

with K independent of y and γ. This concludes the proof. □
The following lemma gives the asymptotic of γ∗(x) as x approaches the boundary ∂Ω.

Lemma A.2. The unique number γ∗(x) ∈ (0, λ1) defined by the relation
Hγ∗(x, x) = 0

satisfies
γ∗(x) ∼ λ1 − 8π

[
∂νϕ1(x′)

]2
d(x, ∂Ω)3 as x → x′ ∈ ∂Ω, (A.7)

and d(x, ∂Ω) = |x− x′| .

Proof. We divide the proof in two steps. Given x ∈ Ω, consider the set
Dx := {x′ ∈ ∂Ω : |x− x′| = d(x, ∂Ω)}.

If Dx is not a singleton we choose the unique x′ = (x′
1, x

′
2, x

′
3) ∈ Dx with the property

x ≺ y for all y′ = (y′
1, y

′
2, y

′
3) ∈ Dx, where, by definition, x ≺ y holds if
x′

1 < y′
1, or

x′
1 = y′

1 and x′
2 < y′

2, or
x′

1 = y′
1, x′

2 = y′
2 and x′

3 ≤ y′
3.
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This defines x′ := x′(x) uniquely.
Step 1. Firstly we prove (A.7) for domains such that, for all x ∈ Ω, the reflection

point x′′(x) := 2x′(x) − x satisfies
x′′ /∈ Ω. (P)

We decompose

Hγ(x, y) = α3
|x′′ − y| + F (x, y), (A.8)

where F satisfies
∆xF + γF = γα3g1(x, y) in Ω,
F (x, y) = 0 on ∂Ω,

and

g1(x, y) = 1
|x− y| − 1

|x′′ − y|
We write

F (x, y) = α(y)ϕ1(x) + w⊥(x, y)
and select α(y) so that

∫
Ωw⊥(x, y)ϕ1(x) dx = 0. By decomposition (A.8) and (2.8) we

obtain

α(y) =
∫

Ω
(F (x, y) − w⊥(x, y))ϕ1(x) dx

=
∫

Ω

(
Hγ(x, y) − α3

|x− y′′|

)
ϕ1(x) dx

=
∫

Ω
g1(x, y)ϕ1(x) dx−

∫

Ω
Gγ(x, y)ϕ1(x) dx

=
∫

Ω
g1(x, y)ϕ1(x) dx+ 4πα3ϕ1(y)

γ − λ1
The equation for w⊥ is

∆w⊥ + γw⊥ = α(y)(λ1 − γ)ϕ1 + γα3g1(x, y).
Multiplying this equation by w⊥ and integrating by parts we get

∥∇w(·, y)∥ 2
2 − γ∥w(·, y)∥ 2

2 = −γ
∫

Ω
g1(x, y)w(x, y) dx.

Using the improved Poincaré inequality we have
(λ2 − γ)∥w⊥(·, y)∥ 2

2 ≤ ∥∇w⊥(·, y)∥ − γ∥w⊥(·, y)∥ 2
2,

and by Cauchy–Schwarz we obtain

∥w(·, y)∥ 2 ≤ γ

λ2 − γ
∥g1(·, y)∥ 2 <

λ1
λ2 − λ1

∥g1(·, y)∥ 2. (A.9)

Now, we want to estimate uniformly in y the right-hand side of

Hγ(x, y) = α3
|x′′ − y| + ϕ1(x)

∫

Ω
g1(z, y)ϕ1(z) dz − 4πα3ϕ1(y)ϕ1(x)

γ − λ1
+ w⊥(x, y).

We can suppose O ∈ Ω. Let M = 2diam(Ω) we have

0 <
∫

Ω

1
|x− y| 2 dx ≤

∫

BM(Ω)(y)

1
|x− y| 2 dx ≤ CΩ.
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Let Ω′′ =
{
x′′ ∈ R3 : x′′ = x′′(x) for some x ∈ Ω

}
. We have

0 <
∫

Ω

1
|x′′ − y| 2 dx ≤

∫

Ω′′ ∪Ω

1
|x− y| 2 ≤

∫

BM2

≤ CΩ,

where M2 = 2 diam(Ω′′ ∪ Ω) hence we get
sup
y∈Ω

∥g1(·, y)∥ 2 < CΩ.

We combine this bound with (A.9) to get
∥w⊥(·, y)∥ 2 ≤ KΩ

with K independent of y and by standard elliptic estimates we get supy∈Ω ∥w(·, y)∥ ∞ <

K. We conclude that

Hγ(x, y) = α3
|x′′ − y| + 4πα3ϕ1(y)ϕ1(x)

γ − λ1
+ ϕ1(x)B(y) + w⊥(x, y) (A.10)

where

B(y) :=
∫

Ω
g1(z, y)ϕ1(z) dz,

with w⊥(x, y) bounded in Ω × Ω. Also we notice that

0 <
∫

Ω
ϕ1(z) 1

|z − y| dz ≤ ∥ϕ1∥ ∞

∫

BM(Ω)

1
|z − y| dz ≤ CΩ,

and

0 <
∫

Ω

ϕ1(x)
|x′′(x) − y| dx ≤ ∥ϕ1∥ ∞

∫

BM′′

1
|x− y| dx ≤ CΩ.

This proves the boundedness of B(y). Now, the equation for γ∗(x) reads as

0 = α3
d(x, ∂Ω) + 4πα3ϕ1(x)2

γ∗ − λ1
+ ϕ1(x)B(x) + w⊥(x, x).

Let c := |∂νϕ1(x′)| . We expand ϕ1(x) at x′ ∈ ∂Ω to get
8πc2d(x, ∂Ω)3

λ1 − γ∗ =
[
1 + 2cd(x, ∂Ω)2B(x) + 2d(x, ∂Ω)w(x, x)

]
(1 +O(d(x, ∂Ω)))

Since B(x) and w(x, x) are bounded, we conclude that
8πc2d(x, ∂Ω)3

λ1 − γ∗ ∼ 1 as x → x′ ∈ ∂Ω. (A.11)

Step 2. Now, we modify the method in Step 1 to obtain an expansion similar to (A.10)
and conclude that (A.7) is true for general smooth bounded domains. Let y ∈ Ωϵ/4.
Now we prove (A.7) for all smooth domains Ω. Fix ϵ = ϵ(Ω) > 0 so small that the set
Ωϵ := {x ∈ Ω : d(x, ∂Ω) < ϵ} possesses the property (P) and let ηϵ be a smooth cut-off
function with supp(ηϵ) ⊂ Ωϵ and ηϵ(x) ≡ 1 for x ∈ Ωϵ/2. We write

Hγ(x, y) =ηϵ(x)ηϵ(y)Hγ(x, y) + (1 − ηϵ(x)ηϵ(y))Hγ(x, y)

= α3
|x′′ − y| ηϵ(x)ηϵ(y) + F2(x, y)

where
F2(x, y) = ηϵ(x)ηϵ(y)F (x, y) + (1 − ηϵ(x)ηϵ(y))Hγ(x, y).
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We notice that ηϵηϵF , where F is defined in Step 1, is well-defined in Ω thanks to the
cut-off functions. The problem for F2 is

∆xF2(x, y) + γF2(x, y) = α3g2(x, y) in Ω,
F2(x, y) = 0 on ∂Ω,

where
g2(x, y) := g2,1(x, y) + g2,2(x, y) + g2,3(x, y) + g2,4(x, y),

and
g2,1(x, y) := γ

|x− y| ,

g2,2(x, y) := −γ ηϵ(x)ηϵ(y)
|x′′ − y| ,

g2,3(x, y) := 2ηϵ(y) divηϵ(x)
|x′′ − y| 3 ,

g2,4(x, y) := −ηϵ(y) ∆xη(x)
|x′′ − y| .

We decompose
F2(x, y) = β(y)ϕ1(x) + w2(x, y),

where β is chosen such that
∫
w2(x, y)ϕ1(x) dx = 0, that gives

β(y) =
∫

Ω
F2(x, y)ϕ(x) dx =

∫

Ω
ϕ1(x)

[
−Gγ(x, y) − ηϵ(x)ηϵ(y)

|x′′ − y| + α3
|x− y|

]
dx

= 4πϕ1(y)
−λ1 + γ

∫

Ω

α3ϕ1(x)
|x− y| dx− ηϵ(y)

∫

Ωϵ

α3ηϵ(x)
|x′′ − y| .

Next we prove that w2(x, y) is uniformly bounded in Ω × Ω. Using the improved
Poincaré inequality and standard elliptic estimates as in Step 1, we reduce the problem
to estimate the L2-norm of g(·, y) uniformly in y ∈ Ωϵ/4. We have

∥g2,1∥ 2
2 = γ

∫

Ω

1
|x− y| 2 dx ≤

∫

BM

1
|x− y| 2 dx ≤ CΩ,

∥g2,2∥ 2
2 ≤ γ

∫

Ωϵ

1
|x′′ − y| dx ≤

∫

Ω′′

1
|x− y| dx ≤

∫

BM2

1
|x− y| 2 ≤ CΩ,

∥g2,4∥ 2
2 ≤

∫

Ωϵ\Ωϵ/2

|∆ηϵ(x)|
|x′′ − y| 2 ≤ Cϵ−2∥g2,2∥ 2

2

∥g2,3∥ 2
2 ≤ C

∫

Ωϵ\Ωϵ/2

1
|x′′ − y| 4 ≤ CΩϵ

−4|Ω| .

Since ϵ depends only on Ω we obtain
∥g2(·, y)∥ 2

2 < CΩ,ϵ.

Now we prove that Bϵ(y) ≤ CΩ. Indeed, we have

Bϵ(y) := +B2,ϵ =
∫

Ω

1
|z − y| ϕ1(z) dz

︸ ︷︷ ︸
B1

−
∫

Ω

ηϵ(z)ηϵ(y)
|z′′ − y| ϕ1(z) dz

︸ ︷︷ ︸
B2,ϵ

,

81



and

|B1| ≤
∫

Ω

ϕ1(z)
|z − y| dz ≤ ∥ϕ1∥ ∞CΩ

|B2,ϵ| ≤ ηϵ(y)
∫

Ωϵ

ϕ1(z)
|z′′ − y| dz ≤ ∥ϕ1∥ ∞

∫

BM2

1
|z − y| dz ≤ CΩ.

Finally, the equation for γ∗(x) is

0 = Hγ∗(x, x) = 1
2d(x, ∂Ω) + 4πϕ1(x)2

−λ1 + γ∗ +Bϵ(x)ϕ1(x) + w2(x, x),

and from the boundedness of Bϵ(x) and w2(x, x) we obtain (A.11). □
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2.2. Conclusions

We provided the first rigorous proof of nonradial threshold solution to the critical

heat equation. If we choose the domain to be a ball or a cube, we have examples of

infinite blow-up and the solution becomes unbounded in an arbitrarily fixed point of

an open set, relatively far from the boundary. In general, our construction is valid in

any domain such that 3µBN(Ω) < λ1(Ω). One of the most surprising feature is the non

trivial generalization of the blow-up rate from the radial to the nonradial situation.

Indeed, we discovered that the rate of blow up depends on the position of the blow-up

point inside the domain. With respect to what happens in higher dimension n ≥ 5, this

is a new phenomenon. Heuristically, it is suggested by the explicit computations on

the ball and, more in general, by the behaviour of the number γ(q) near the boundary,

that larger is the distance between the blow-up point and the boundary, slower is the

blow-up growth of the threshold solution.

Adapting the parabolic gluing method in [7] required three main ingredients. Firstly,

an educated guess was found by means of an heuristic argument. In correcting the first

ansatz we exploit the importance of the regular part of the Green function associated

to the elliptic operator −∆− γ in Ω. Secondly, we needed the solvability of a nonlocal

equation, which we proved for any domains by means of an inverse Laplace transform

argument using the asymptotic properties of the heat kernel associated to Ω. Lastly,

we realized that a loss of regularity emerges when we solve the nonlocal equation. A

first approach to a nonlocal operator in this type of problems can be found in [9],

where Ω = R3 allows an explicit computation. However, a loss of regularity needs to be

address. For this reason we argued by fixed point arguments in suitable weighted-Cα

spaces instead than the usual weighted-L∞ setting.

In the next chapter we present the first steps towards an answer to the analogue

conjecture in dimension 4.
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Chapter 3

Further work and Outlook

3.1. The nonradial construction in the 4 dimensional case

In this section we start the construction of a 4 dimensional infinite time blow-up solution

to the critical heat equation. This is a work in progress with Juan Dávila and Manuel

del Pino. Firstly, we make an educated guess, that is

u0 = µ−1U

(
x− ξ

µ

)
− µH(x, ξ),

where H is the regular part of the Green function associated to −∆. Contrary to the 3

dimensional case, we assume that µ̇/µ→ 0, as suggested by the radial analysis in [14].

It turns out that a nonlocal correction is needed to make one of the orthogonality

conditions in the inner problem satisfied. Arguing formally, we obtain the main order

equation for the nonlocal operator. At this point, arguing rigorously, we deduce that

the expected main order for µ(t) is given by

µ0(t) = e−k
√
t, where k =

(√
2H(q, q)

)1/2
.

Then, by means of an explicit computation we find k for Ω = BR(0) and q = 0, and

we deduce the blow-up rate associated to the radial solution found in Galaktionov

and King [14]. Lastly, we modify [7, Lemma 7.2] to get a coercivity estimate on the

quadratic form associated to −∆ − pUp−1, where p is the critical exponent. This is

essential to recover the linear estimate for the inner problem in dimension 4. Our

analysis suggests two fundamental features similar to the case n = 3 and in contrast

with higher dimension:

� the asymptotic behaviour of the threshold solution strongly depends on the loca-

tion of the blow-up point;

� the second order in the asymptotic expansion of the blow up is controlled by a

nonlocal operator, qualitatively different from the 3 dimensional analogue, and

similar to the nonlocal operator treated in [8].

There are two main differences between the 4D and 3D cases.

� The blow-up rate in 4D is sub-exponential, unlike the exponential blow-up ob-

served in 3D. Consequently, there is no resonance effect between µ(t) and the

Dirichlet Heat Kernel. Therefore, we conjecture that in 4D, there are no analyt-

ical constraints regarding the location of blow-up points within Ω. This leads to

the second difference.
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� In 4D, we can select a point near the boundary, unlike in 3D. This allows us to

naturally detect the multispike scenario by choosing points close to the boundary

and sufficiently far apart, following the same condition as in dimensions n ≥ 5.

3.1.1 First approximate solution

Let Ω ⊂ R4 a smooth bounded domain. We look for a positive infinite-time blow-up

solution to the problem

∂tu = ∆u+ u3 in Ω× R+, (3.1)

u(x, t) = 0 on ∂Ω× R+,

u(x, 0) = u0(x) in Ω.

Here the exponent p := (n+ 2)/(n− 2) = 3 is the critical one in dimension n = 4. For

this equation the energy

E(u) =
1

2

∫
Ω
|∇u|2 dx− 1

4

∫
Ω
|u|4 dx

is a Lyapunov functional. Indeed, integrating by parts

∂tE(u(·, t)) = 1

2

∫
Ω
2∇u · ∇ut dx−

∫
Ω
u3ut dx

= −
∫
Ω
ut
(
∆u+ u3

)
dx

= −
∫
Ω
u2t dx,

we see that E(u(·, t)) is non-increasing in time. Without loss of generality, we construct

a solution that blows up at the origin q = 0 ∈ Ω. Our building blocks are the scaled

Talenti bubble

Uµ(t),ξ(t)(x) = µ(t)−1U

(
x− ξ(t)

µ(t)

)
,

where

U(x) =
α4

1 + |x|2
, αn = [n(n− 2)]

n−2
4 .

The family of functions Uµ,ξ, for constants µ ∈ R+ and ξ ∈ R4, forms the set of positive

solution of the Yamabe equation

∆U + U3 = 0 in R4.
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Similarly to the 3 dimensional case, we look for a solution of the form

u1(x, t) ≈ Uµ(t),ξ(t)(x).

Supposing µ(t), ξ(t) → 0 as t → ∞ we have that Uµ(t),ξ(t)(x) is concentrating around

x = ξ and becomes uniformly small away from it. For this reason, we should have

∂tu1 −∆u1 = u1(x, t)
3

≈ δ0(x− ξ)

∫
R4

(
µ−1U

(
x− ξ

µ

))3

dx

= δ0(x− ξ)µα4ω4,

where ω4 = 2π2 is the area of the unit sphere S3 and α4 =
√
8. We write the parameter

µ in form

µ(t) = bµ0(t)(1 + o(1)),

for some function µ0(t). The equation for

v(x, t) = µ−1
0 u1(x, t)

becomes

vt ≈ ∆v − µ−1
0 µ̇0v + a4ω4δξ(x) in Ω× R+.

Contrary to the 3 dimensional problem, a priori we assume

µ0(t)
−1µ̇0 → 0.

Since the problem is translation invariant, if we find a solution u(x, t) starting with a

large initial time t0, then u0(x, t − t0) is a solution to the original problem (3.1). For

this reason we we will choose t0 fixed as large as needed. This assumption on µ(t) is

suggested by the radial case, where the blow-up rate is sub-exponential. Thus, we get

vt ≈ ∆v + α4ω4δ0(x− ξ) in Ω× R+,

v = 0 on ∂Ω× R+.

This means that far away from x = 0, we should have

v(x, t) ≈ G(x, ξ),

that in terms of u1 means

u1(x, t) ≈ µ
α4

|x|2
− µH(x, ξ).
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These formal arguments suggest our first ansatz

u1(x, t) = µ−1U

(
x− ξ(t)

µ

)
− µH(x, ξ)

= µ−1 α4

1 + |x−ξ
µ | 2

− µH(x, ξ),

and H(x, y) is the regular part of the Green function and for y ∈ Ω satisfies

∆xH(x, y) = 0 in Ω

H(x, y) =
α4

|x− y|2
on ∂Ω.

We compute the error associated to the ansatz u1, that is

S[u1] := −∂tu1 +∆u1 + u31.

In the following we use the scaled variable

y := y(x, t) :=
x− ξ(t)

µ(t)
.

We have

∂tu1 =− µ−2µ̇U(y)− µ−2µ̇y · ∇yU(y)

− µ−2ξ̇ · ∇yU(y)− µ̇H(x, 0)− µξ̇ · ∇x2H(x, ξ),

and, using the equations for U(x) and H we get

∆u1 =µ
−1∆xU

(
x− ξ(t)

µ

)
− µ∆xH(x, 0)

=µ−3∆yU(y)

=− µ−3U(y)3.

We conclude that

S[u1] =µ
−2µ̇Z5(y) + µ−2ξ̇ · ∇yU(y) + µξ̇ · ∇x2H(x, ξ) + µ̇H(x, ξ) (3.2)

+ µ−3
[
(U(y)− µ2H(x, ξ))3 − U(y)3

]
,

where

Z5 := α4
1− |y|2(
1 + |y|2

)2 .
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For |µy| < 1
2 we Taylor expand

H(µy + ξ, ξ) = R(ξ) + µy · ∇x1H(ξ, ξ) +
1

2
µ2y2 : Dx1x1H(x̄, ξ), (3.3)

for some x̄ ∈ [ξ, x], where R(ξ) := H(ξ, ξ) denotes the Robin function, that is the

diagonal of the regular part of the Green function. Expanding the Robin function we

have

R(ξ) = R(0) + ξ · ∇R(ξ∗),

for some ξ∗ ∈ [0, ξ]. Looking close to x = 0, say |x− ξ| < 1/2, we estimate the error

function by

S[u1] =µ
−2µ̇Z5(y)− 3µ−1U(y)2R(0) (3.4)

− 3µ−1U(y)2
[
ξ · ∇R(ξ∗) + µy · ∇x1H(ξ, ξ) +

1

2
µ2y2 : Dx1x1H(x̄, ξ)

]
+ µ−2ξ̇ ·

(
∇yU(y) + µ3∇x2H(x, ξ)

)
+ µ̇H(x, ξ)

+ µ−3
[
(U(y)− µ2H(x, ξ))3 − U(y)3 + 3µ2U(y)2H(x, ξ)

]
Our exact solution will have the profile

u = u1 + ϕ̃,

with ϕ̃ smaller compared to u1. It is natural to look for perturbation in the same scale

of the Talenti bubble

ϕ̃(x, t) = µ−1ϕ

(
x− ξ

µ
, t

)
,

the equation for ϕ(y, t) reads as

0 =µ3S(u1 + ϕ̃)

=− µ2∂tϕ+ µξ̇ · ∇yϕ+ µ̇µ(ϕ+∇yϕ · y)

+ ∆yϕ+ 3
[
U(y)− µ2H(x, 0)

]2
ϕ+ µ3S[u1] + µ3N(u1, ϕ̃)

=∆yϕ+ 3U(y)2ϕ+ µ3S[u1] +A[ϕ].

where

N(u1, ϕ̃) = (u1 + ϕ̃)3 − u31 − 3u21ϕ̃,
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and

A[ϕ] =− µ2∂tϕ+ µξ̇ · ∇yϕ+ µ̇µ(ϕ+∇yϕ · y)

+
[
3
[
U(y)− µ2H(x, 0)

]2 − 3U2
]
ϕ+ µ3N(u1, ϕ̃).

We assume that ϕ(y, t) decays in y and, for t large, the terms in A[ϕ] are small compared

to the others. Hence the function ϕ can be approximated by the solution ϕ0(y, t) to

the problem

∆yϕ0 + 3U(y)2ϕ0 = −E0(y, t) in R4,

ϕ0(y, t) → 0 as |y| → 0.

It is known that all the bounded solutions are spanned by {Zi}5i=1 where

Zi(y) = ∂yiU(y) for i = 1, 2, 3, 4, Z5(y) = U(y) +∇yU(y) · y.

The problem above can be solved if and only if∫
R4

E0(y, t)Zi(y) dx = 0 ∀t > t0 and i = 1, 2, 3, 4, 5.

In case i = 1, 2, 3, 4 the symmetry of the integrand gives the desired orthogonality.

However, since Z5 /∈ L2(R4), the condition with index i = 5 does not make sense at

this stage. Indeed, considering the first two terms in (3.4) as leading terms, we should

have

0 ≈ µµ̇

∫
R4

Z5(y)
2 dy − µ2R(0)

∫
R4

3U(y)2Z5(y) dy,

but Z5(y) /∈ L2(R4). In the next section we modify our ansatz to overcome this

difficulty. This is the ultimate reason for the condition n ≥ 5 in [7].

3.1.2 Nonlocal improvement of the approximation

As in the 3 dimensional case we can get rid of this term by adding a nonlocal term

in the approximate solution. In order to make the error associated to the ansatz u1
smaller for |y| large, we modify u1 by defining

u2(x, t) : = u1(x, t) + µ(t)J(x, t)

= µ−1U(y)− µ(t)H(x, ξ) + µ(t)J(x, t).

The idea is to remove the slowing-decay term through a linear parabolic equation

satisfied by J(x, t). We define

λ(t) := ln

(
1

µ(t)

)
,

90



so that

λ̇ = − µ̇(t)
µ(t)

, and µ(t) = e−λ(t).

We choose J(x, t) as the solution to

∂tJ = ∆xJ + λ̇(t)
α4(

µ2(t) + |x− ξ(t)|2
) in Ω× (t0,∞),

J(x, t) = 0 on ∂Ω× (t0,∞),

J(x, 0) = 0 in Ω.

We will approximate J(x, t) with the solution to the Cauchy problem J0,R4

∂tJ0,R4 = ∆xJ0,R4 + λ̇(t)
α4(

µ2(t) + |x|2
) in R4 × (t0,∞), (3.5)

J0,R4(x, t0) = 0 in R4,

which can be express by the Duhamel formula. We split

Z5(y) = α4
2− (1 + |y|)2(

1 + |y|2
)2

=
2α4(

1 + |y|2
)2

︸ ︷︷ ︸
∈L2(R4)

− α4

1 + |y|2︸ ︷︷ ︸
/∈L2(R4)

=
2

α4
U(y)2 − U(y).

We compute the error associated to u2. Using expansion (3.2) we get

S[u2] =

{
S[u1] +

µ̇

µ2
α4

1 + |y|2

}
+ µ

{
−∂tJ +∆xJ − µ̇

µ3
α4

1 + |y|2

}
+ u32 − u31

=µ−2µ̇
2α4(

1 + |y|2
)2 + µ−2ξ̇ · ∇yU(y) + µξ̇ · ∇x2H(x, ξ) + µ̇H(x, ξ)

+ µ−3
[
(U(y)− µ2H(x, ξ) + µ2J)3 − U(y)3

]
.
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Now, we look at the new error close to the blow up point x = 0. Let |x− ξ(t)| < 1/2

for t > t0 sufficiently large, then from (3.4) we have

S[u2] =µ
−2µ̇

2α4(
1 + |y|2

)2 − 3µ−1U(y)2R(0)− 3µ−1U(y)2J(x, t)

− 3µ−1U(y)2
[
ξ · ∇R(ξ∗) + µy · ∇x1H(ξ, ξ) +

1

2
µ2y2 : Dx1x1H(x̄, ξ)

]
+ µ−2ξ̇ ·

(
∇yU(y) + µ3∇x2H(x, ξ)

)
+ µ̇H(x, ξ)

+ µ−3
[
(U(y)− µ2H(x, ξ) + µ2J)3 − U(y)3 + 3µ2U(y)2(H(x, ξ) + J(x, t))

]
As in the 3 dimensional case we need to separate the main inner error. We decompose

the error as

S[u2] = Sin + Sout

where

Sin =µ−2µ̇
2α4(

1 + |y|2
)2 + µ−2ξ̇ · ∇yU(y)

− 3µ2U(y)2H(x, ξ) + 3µ2U(y)2J(x, t) +N2,

where N2 denotes the nonlinear term

N2 = µ−3
[
(U(y)− µ2H(x, ξ) + µ2J)3 − U(y)3 + 3µ2U(y)2(H(x, ξ)− J(x, t))

]
.

If we perform the same formal argument with this new error Sin we see that

0 =− 3µ−1R(0)

∫
R4

U(y)2Z5(y) dy − 3µ−1JR4(0, t)

∫
R4

U(y)2Z5(y) dy

− λ̇(t)µ−1

∫
R4

2α4

(1 + |y|2)2
Z5(y) dy

− 3µ−1

∫
R4

U(y)2Z5(y)
[
J(µy + ξ, t)− J0,R4(0, t)

]
dy

+ 3µ−1

∫
R4

U(y)2Z5(y)[H(µy + ξ, t)−R(0)] dy +

∫
R4

N2(y, t)Z5(y) dy

=− 3µ−1c1[R(0) + JR4(0, t)] + µ−1R[λ̇](t),
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where c1 :=
∫
R4 U(y)2Z5(y) dy and

R[λ̇](t) =− λ̇(t)

∫
R4

2α4

(1 + |y|2)2
Z5(y) dy

− 3

∫
R4

U(y)2Z5(y)
[
J(µy + ξ, t)− J0,R4(0, t)

]
dy

+ 3

∫
R4

U(y)2Z5(y)[H(µy + ξ, t)−R(0)] dy + µ

∫
R4

N2(y, t)Z5(y) dy

Taking into account the expansion (3.3) and the decay of λ̇, it is natural to assume

that for t > t0 large the equation at the main order is

0 = −3c1µ
−1
[
R(0) +R[λ̇](t) + J0,R4(0, t)

]
,

where R[λ̇](t) is a lower order remainder which decays in time. Hence, we should find

λ such that

J0,R4 [λ̇](0, t) = R(0) +R[λ̇](t).

This equation is a constraint on the evolution of J0,R4 [λ̇] at the origin. In the next

section we show that there is a choice of λ̇ such that this equation is satisfied at the

main order.

3.1.3 The blow-up growth of the threshold solution

As the heuristic argument suggests, we need to find λ such that

J0,R4 [λ̇](0, t) = R(0) +R[λ̇](t).

where R[λ̇](t) decays. The following lemma shows that, neglecting the remainder

term R[λ̇](t), we can approximately solve J0,R4 [λ̇](0, t) = R(0) up to an error of size

O(t−1/2 ln(t)) if we choose λ = k
√
t− t0 for some k. In this way we find the main order

term of µ(t), and since

∥u(·, t)∥L∞(Ω) = u(ξ, t) ∼ α4µ(t)
−1,

we obtain the infinite blow-up rate of the expected global solution.

Lemma 3.1.1. Let JR4,0[λ̇0](0, t) the solution to the Cauchy problem

∂tJ0,R4 = ∆xJ0,R4 + λ̇(t)
α4

µ2(t) + |x|2
in R4 × (t0,∞),

J0,R4(x, t0) = 0 in R4.

93



given by the Duhamel formula. Let

λ0(t) = k
√
t− t0, µ0(t) = e−λ0(t) k =

(√
2H(0, 0)

)1/2
. (3.6)

Then, there exists a constant C1 > 0 sufficiently large, such that for t > t0 + 1

H(0, 0)− C−1
1 t−1/2 ≤ JR4,0[λ̇0](0, t) ≤ H(0, 0) + C1t

−1/2 ln(t)

Proof. We split the proof in two steps, respectively the upper and lower bound for

J [λ̇0](0, t). After a time-translation from t to t − t0 we reduce to the problem with

initial time 0.

Step 1 (Upper bound). Firstly, we show the upper bound. Using spherical coordi-

nates we have

JR4 [λ̇0](0, t) = α4

∫ t

0

λ̇0(s)

[4π(t− s)]2

∫
R4

e
− |y|2

4(t−s)

µ0(s)2 + |y|2
dy ds

= α4
k

2

∫ t

0

s−1/2

[4π(t− s)]2

∫
R4

e
− |y|2

4(t−s)

µ0(s)2 + |y|2
dy ds

= α4
k

2
2π2

∫ t

0

s−1/2

[4π(t− s)]2

∫ ∞

0

e
− ρ2

4(t−s)

µ(s)2 + ρ2
ρ3 dρ ds

= α4
k

2
2π2

∫ t

0

s−1/2

[4π(t− s)]2

∫ ∞

0

e−r2

µ(s)2 + 4(t− s)r2
r3 dr

[
2
√
t− s

]4
ds

= α4k

∫ t

0
s−1/2

∫ ∞

0

e−r2r3

µ(s)2 + 4(t− s)r2
dr ds

= α4k

∫ t

0

s−1/2

4(t− s)

∫ ∞

0

e−r2r3

r̃(t, s)2 + r2
dr ds, r̃ := r̃(t, s) :=

µ(s)

2
√
t− s

,

where in the fourth identity we used the change of variable ρ = 2
√
t− sr. Now, we

have ∫ ∞

0

e−r2r3

r̃2 + r2
dr =

∫ r̃

0

e−r2r3

r̃2 + r2
dr +

∫ ∞

r̃

e−r2r3

r̃2 + r2
dr = A1(t, s) +A2(t, s).

We estimate

A1(t, s) =

∫ r̃

0

e−r2r3

r̃2 + r2
dr

≤
∫ r̃

0
e−r2r3 drr̃−2 =

1

2

[
1− e−r̃2(1 + r̃2)

]
r̃−2,
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and

A2(t, s) =

∫ ∞

r̃

e−r2r3

r̃2 + r2
dr ≤

∫ ∞

r̃
e−r2r dr =

1

2
e−r̃2 .

This gives

J [λ̇0](0, t) ≤α4k

∫ t

0

s−1/2

4(t− s)

1

2

[
1− e−r̃2(1 + r̃2)

]4(t− s)

µ(s)2
ds

+ α4k

∫ t

0

s−1/2

4(t− s)

1

2
e
− µ(s)2

4(t−s) ds

=α4
k

2

∫ t

0
s−1/2µ(s)−2

[
1− e−r̃2(1 + r̃2)

]
ds+ α4

k

8

∫ t

0

s−1/2

(t− s)
e
− µ(s)2

4(t−s) ds

=:B1(t) +B2(t).

We show that B1(t) = O
(
t−1/2 ln(t)

)
. By definition of r̃ we have

r̃(t, s) < 1 ⇔ µ(s)2

4
< t− s⇔ s+

µ(s)2

4
< t

Let s∗(t) such that

s∗(t) +
µ(s∗(t))2

4
= t,

which exists and is unique for t large enough. Since µ(t) is positive we have s∗(t) < t

which, combined with the decreasing monotonicity of µ(t), gives

t = s∗(t) +
µ(s∗(t))2

4
> s∗(t) +

µ(t)2

4
.

Summarizing we have

s∗(t) ∈
(
t− µ(t)2

4
, t

)
.

We observe that if s ≤ s∗(t) then we have

r̃(s, t) ≤ 1.

Indeed, if s < 1 we have

r̃(s, t) =
µ(s)2

4(t− s)
≤ µ(0)2

4(t− 1)
< 1,

for t large enough. Also, if s ∈ [1, s∗(t)] then the function s + µ(s)2

4 is increasing and
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we deduce

s+
µ(s)2

4
≤ s∗(t) +

µ(s∗(t))

4
= t,

that means r̃(t, s) ≤ 1. Also, for t large enough and s > s∗(t) the monotonicity of

s+ µ(s)2

4 gives

s+
µ(s)2

4
> s∗(t) +

µ(s∗(t))

4
= t

that means r̃(t, s) > 1. We split

B1(t) =α4
k

2

∫ s∗(t)

0
s−1/2µ(s)−2

[
1− e−r̃(t,s)2(1 + r̃(t, s)2)

]
ds

+ α4
k

2

∫ t

s∗(t)
s−1/2µ(s)−2

[
1− e−r̃(t,s)2(1 + r̃(t, s)2)

]
ds

=B1,0(t) +B1,1(t).

We estimate B1,1 as

B1,1(t) ≤ α4
k

2

∫ t

s∗(t)
s−1/2µ(s)−2 ds ≤ α4

k

2

∫ t

t−µ(t)2

4

s−1/2µ(s)−2 ds

≤ α4
k

2

(
t− µ(t)

4

)−1/2

µ

(
t− µ(t)2

4

)−2
µ(t)2

4

= α4
k

8
t−1/2(1 + o(1)).

We split B1,0 as

B1,0 =α4
k

2

∫ t−1

0
s−1/2µ(s)−2

[
1− e−r̃2(1 + r̃2)

]
ds

+ α4
k

2

∫ s∗(t)

t−1
s−1/2µ(s)−2

[
1− e−r̃2(1 + r̃2)

]
ds

= : B1,0,0(t) +B1,0,1(t).

Using the inequality

1− e−r̃2(1 + r̃2) ≤ r̃4

2
,
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we get

B1,0,0(t) ≲
∫ t−1

0
s−1/2 µ(s)2

(t− s)2
ds

=

∫ 1−t−1

0

t1/2z−1/2

t2
µ(tz)2

(1− z)2
dz

≲ t−3/2

∫ 1−t−1

0

z−1/2

(1− z)2
dz

≲ t−3/2[1 + t]

≲ t−1/2.

We estimate

B1,0,1(t) ≲
∫ s∗(t)

t−1
s−1/2µ(s)−2 µ(s)4

(t− s)2
ds

≲ µ(t− 1)2
∫ t−µ(s∗(t))

4

t−1

s−1/2

(t− s)2
ds

= µ(t− 1)2t−3/2

∫ 1−µ(s∗(t))2
4t

1−t−1

z−1/2

(1− z)2
dz

= µ(t− 1)2t−3/2

∫ 1/t

µ(s∗(t))2
4t

(1− w)−1/2

w2
dw

≲ µ(t− 1)2t−3/2
(
1− t−1

)−1/2
(
µ(s∗(t))2

t

)−1

≲ t−1/2µ(t− 1)2

µ(s∗(t))2

≲ t−1/2(1 + o(1)),

where we used the change of variables s = tz in the third line and z = 1 − w in the

fourth one. Now, we estimate B2(t). Let

B2(t) =
α4k

8

∫ t−1

0

s−1/2

(t− s)
e
− µ(s)2

4(t−s) ds+
α4k

8

∫ t

t−1

s−1/2

t− s
e
− µ(s)2

4(t−s) ds

:= B2,1(t) +B2,2(t).

We show that B2,1(t) ≲ t−1/2 ln(t). Indeed, we have

B2,1(t) =
α4k

8

∫ t/2

0

s−1/2

(t− s)
e
− µ(s)2

4(t−s) ds+
α4k

8

∫ t−1

t/2

s−1/2

(t− s)
e
− µ(s)2

4(t−s) ds

:= B2,1,1(t) +B2,1,2(t),
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where

B2,1,1(t) ≲ t−1

∫ t/2

0
s−1/2e

− µ(s)2

4(t−s) ds

≲ t−1

∫ t/2

0
s−1/2 ds ≲ t−1/2,

and

B2,1,2(t) ≲ t−1/2

∫ t−1

t/2

e
− µ(s)2

4(t−s)

t− s
ds

≲ t−1/2

∫ t−1

t/2

1

t− s
ds ≲ t−1/2 ln(t).

Next, we bound the main term B2,2(t). We have

B2,2(t) =
α4k

8
t−1/2

∫ t

1−t−1

z−1/2

(1− z)
e
− µ(tz)2

4t(1−z) dz

≤ α4k

8
t−1/2

(
1− t−1

)−1/2
∫ 1

1−t−1

e
− µ(t)2

4t(1−z)

(1− z)
dz.

Using the change of variable α(t)(1− z)−1 = w, where α(t) = µ(t)
4t we get∫ 1

1−t−1

1

1− z
e−

α(t)
1−z dz =

∫ ∞

tα(t)

e−w

w
dw,

hence we conclude that

B2,2(t) ≤
α4k

8
t−1/2 ln

(
µ−2(t)

)
+O(t−1/2)

≤ H(0, 0) +O(t−1/2).

Finally,

J0,R4 [λ̇0](0, t) ≤ B1(t) +B2(t)

= B1,0,0(t) +B1,0,1(t) +B1,1(t) +B2,1(t) +B2,2(t)

≤ B2,2(t) +O(t−1/2 ln(t))

≤ H(0, 0) +O(t−1/2 ln(t)).

as t→ ∞.
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Step 2 (Lower bound). We decompose J [λ̇0](0, t) and estimate

J [λ̇0](0, t) = α4k

∫ t

0

s−1/2

4(t− s)

∫ ∞

0

e−r2r3

r̃2 + r2
dr ds

≥ α4k

∫ t

t−1

s−1/2

4(t− s)

∫ ∞

r̃

e−r2r2

r̃2 + r2
dr.

Now, we have

α4k

∫ t

t−1

s−1/2

4(t− s)

∫ ∞

r̃

e−r2r2

r̃2 + r2
dr =α4k

∫ t

t−1

s−1/2

4(t− s)

∫ ∞

r̃
e−r2r dr ds

− α4k

∫ t

t−1

s−1/2

4(t− s)
r̃2
∫ ∞

r̃

e−r2r

(r̃2 + r2)
dr ds

=
α4k

8

∫ t

t−1

s−1/2

(t− s)
e
− µ(s)2

4(t−s) ds

− α4k

∫ t

t−1

s−1/2

4(t− s)
r̃2
∫ ∞

r̃

e−r2r

(r̃2 + r2)
dr ds

= : B22(t)−B3(t).

We prove that B3(t) ≤ Ct−1/2 for t large enough. We estimate

B3 ≤ α4k

∫ t

t−1

s−1/2

4(t− s)
r̃2
∫ ∞

r̃

e−r̃2

r
dr ds.

We use the following bounds:

∫ ∞

r̃

e−r2

r
dr ≤

ln
(
1
r̃

)
+ c1 r̃ ≤ 1, c1 =

∫∞
1

e−r̃

r dr,

(2r̃2)−1e−r̃2 r̃ > 1,

Thus, using r̃2[− ln(r̃) + c1] ≤ r̃3/2 for r̃ ∈ (0, 1] we obtain

B3(t) ≤α4k

∫ s∗(t)

t−1

s−1/2

4(t− s)
r̃2
[
ln

(
1

r̃

)
+ c1

]
ds

+ α4
k

2

∫ t

s∗(t)

s−1/2

4(t− s)
e−r̃2 ds

≤α4k

∫ s∗(t)

t−1

s−1/2

4(t− s)
r̃3/2 ds

+
α4k

2

∫ t

s∗(t)

s−1/2

4(t− s)
e
− µ(s)2

4(t−s) ds

= : B3,1(t) +B3,2(t).
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We estimate B3,2. We have

B3,1 ≲
∫ s∗(t)

t−1

s−1/2

(t− s)1+
3
4

µ(s)3/2 ds

≲ µ(t− 1)3/2(t− 1)−1/2

∫ s∗(t)

t−1

1

(t− s)1+
3
4

ds

≲ t−1/2µ(t− 1)3/2µ(s∗(t))3/2

≲ t−1/2.

This shows that B3,1(t) ≤ Ct−1/2. Now, we have

B3,2(t) ≲
∫ t

t−µ(t)2/4

s−1/2

(t− s)
e−

µ(s)2

4t ds

≲ t−1/2

∫ 1

1−α(t)

e
− α(t)

(1−z)

(1− z)
dz

≲ t−1/2

∫ ∞

1

e−w

w
dw

≲ t−1/2.

Thus, we have

J0,R4 [λ̇0](0, t) ≥ B22(t) +O(t−1/2).

We need to estimate B22(t) from below. We have

B22(t) =
α4k

8

∫ t

t−1

s−1/2

(t− s)
e
− µ(s)2

4(t−s) ds

=
α4k

8
t−1/2

∫ 1

1−t−1

z−1/2

(1− z)
e
− µ(tz)

4(t−s) ds

≥ α4k

8
t−1/2

∫ 1

1−t−1

z−1/2

1− z
e
−µ(t−1)2

4t(1−z) dz.

Now, letting

β(t) :=
µ(t− 1)2

4t
,
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we use the change of variable β(t)(1− z)−1 = w to get

α4k

8
t−1/2

∫ 1

1−t−1

z−1/2

1− z
e
−µ(t−1)2

4t(1−z) =
α4k

8
t−1/2

∫ ∞

tβ(t)

e−w

w
dw

≥ α4k

8
t−1/2[ln(tβ(t))]− Ct−1/2

≥ α4k

8
t−1/2

[
ln
(
µ(t− 1)−2

)]
+O(t−1/2)

=
α4k

8
2k
(
1− t−1

)1/2
+O(t−1/2)

=
α4k

2

4
+O(t−1/2)

= H(0, 0) +O(t−1/2).

Combining the lower and the upper bound we conclude that

H(0, 0)− C−1
1 t−1/2 ≤ JR4,0[λ̇0](0, t) ≤ H(0, 0) + C1t

−1/2 ln(t)

for a sufficiently large positive constant C1.

3.1.4 The blow-up growth in the radial case

The radial solution to

∆xH(x, 0) = 0 in BR(0)

H(x, 0) =
α4

|x|2
on ∂BR(0),

it is given by h(|x|) = H(x, 0) which solves

h′′(r) +
3

r
h′(r) = 0 in [0, R]

∂rh(0) = 0, h(R) =
α4

R2
.

The solution to this problem is the constant function

h(r) =
α4

|R|2
,

and hence H(x, 0) = α4R
−2 for all x ∈ BR(0). Thus, plugging the value H(0, 0) =

α4R
−2 in (3.6) we deduce

ln

(
1

µ(t)

)
=

2

R

√
t(1 + o(1)),

that is exactly the asymptotic behaviour found by Galaktionov and King in [14].
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3.1.5 The coercivity of the quadratic form

Here we modify [7, Lemma 7.2] to get the same result in dimension 4. This lemma

establishes a weak coercivity estimate for the quadratic form

Q : HR → R

ϕ 7→ Q(ϕ) :=

∫
B2R(0)

|∇ϕ(y)|2 − 5U(y)4|ϕ(y)|2dy

where

HR :=

{
ϕ ∈ H1

0 (B2R) : ϕ is radial,

∫
B2R(0)

Z0ϕdx = 0

}
. (3.7)

The result in dimension 3 is already present in [9]. Compared to the higher dimensions

we obtain weaker bounds for n = 3, 4 due to the unbounded growth of the L2(BR)-

norm of Zn+1 as R → ∞. Roughly speaking, the next Lemma gives an approximated

estimate from below for the second eigenvalue λ2,BR
on B2,R of the linear operator

−∆− pUp−1.

Lemma 3.1.2. There exist positive constants γn, Rn, depending only on n, such that

the estimate

Q(ϕ, ϕ) ≥



γ3
R2

∥ϕ∥2L2(BR) if n = 3,

γ4
R2 ln(R)

∥ϕ∥2L2(BR) if n = 4,

γn
Rn−2

∥ϕ∥2L2(BR) if n ≥ 5,

(3.8)

holds for all ϕ ∈ HR and R > Rn.

If we could replace Z0, that is the eigenfunction associated to the negative eigenvalue

for this operator on Rn, with the analogue eigenfunction for the operator on B2R, we

would get a lower bound on the second eigenvalue λ2,R.

Proof. We consider the subspace HR ⊂ H1
0 (BR) defined in (3.7) and let

λR := inf
ϕ∈HR

∥ϕ∥L2=1

Q(ϕ, ϕ).

Since the quadratic form Q is coercive and convex in ∇u the value λR is achieved. Let

ϕR ∈ HR with ∥ϕR∥2 = 1 such that

λR = Q(ϕR, ϕR).
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The function ϕR satisfies

L0[ϕ] := ∆ϕR + pUp−1ϕR = λRϕR − c0Z0 in BR, (3.9)

ϕR ∈ HR,

that, in terms of ψR, means

L[ψR] = ψ′′
R +

n− 2

r
ψ′
R + pUp−1ψR = hR(r),

∂rψR(0) = 0, ψR(R) = 0,

where hR(r) = −λRψR(r) + cRZ0(r) for a suitable Lagrangian multiplier cR. The

constant λR is non-negative. Indeed, Consider the radial problem

L[Φ] + λΦ = 0 Φ′(0) = 0, lim
r→∞

Φ(r) = 0,

where

L[Φ] = Φ′′ +
n− 1

r
Φ′ + pUp−1Φ.

The kernel contains Zn+1 which changes sign once. Hence, from the maximum principle

we obtain that the quadratic form associated to the operator in Rn cannot be negative.

Using the Rayleigh quotient characterization of the eigenvalues we see that λ∞ ≥ 0. If

we suppose that λR < 0, we can extend ϕR trivially outside B2R and such extension

makes the quadratic form on Rn negative, but this is not possible. Hence λR ≥ 0.

Let ηR(s) to be a cut-off function such that ηR(s) = 1 for s ≤ R/4, s = 0 for s ≥ R/2.

Testing equation (3.9) against Z0 and integrating by parts we get cR = O
(
e−σR

)
for

some σ > 0. Let Z̃(r) be a second solution to L0[Z] = 0 linearly independent of Zn+1,

such that the Wronskian is normalized as

W (Zn+1, Z̃) = Z̃ ′(r)Zn+1(r)− Z̃(r)Z ′
n+1(r)

=
1

rn−1
.

We have Z̃ ∼ c0r
2−n as r → 0 and Z̃ ∼ c∞ as r → 0 for some non-zero constants

c0, c∞. The formula of variation of parameters gives the solution

ψR(r) =Z̃(r)

∫ r

0
hR(s)Zn+1(s)s

n−1 ds (3.10)

+ Zn+1(r)

∫ 2R

r
hR(s)Z̃(s)s

n−1ds−DRZn+1(r),
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where

DR := Zn+1(2R)
−1Z̃(2R)

∫ 2R

0
hR(s)Zn+1(s)s

n−1 ds.

We want to estimate ∥ϕR∥L2(B2R) by means of (3.10) where ϕR(x) = ψR(r), however

Z̃(r)2 is not integrable in r = 0 when n ≥ 4, hence we estimate its L2-norm on the

annulus AR := B2R(0) \BR−1(0). We have∣∣∣∣∫ r

0
hR(s)Zn+1(s)s

n−1ds

∣∣∣∣ ≲ (λR + e−σR)∥Zn+1∥B2R
,

and

∥DRZn+1∥L2(AR) ≲ Rn−2(λR + e−σR)∥Zn+1∥2L2(B2R).

Also, for r ∈ (R−1, 2R) we have∣∣∣∣∫ 2R

r
Z̃(s)sn−1 ds

∣∣∣∣ ≤ ∥h∥L2(B2R)∥Z̃∥L2(AR).

We estimate

∥Z̃∥ L2(AR) ≲
(∫ 1

1
R

r2(2−n)rn−1 dr +

∫ R

1
rn−1 dr

) 1
2

≲ R
n
2 .

Since Zn+1 is given explicitly, it is easy to compute

∥Zn+1∥2L2(BR) ∼



√
3π

[
R− 5π

4
+

5

R

]
if n = 3,

16π2
[
ln(R)− 7

6
+

3

R2

]
if n = 4,

α2
nωn(n− 2)2

4

[
cn − R4−n

n− 4

]
if n ≥ 5,

for R→ ∞, where

cn :=

∫ ∞

0

(r2 − 1)2

(r2 + 1)n
rn−1 dr.
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Combining all these estimates we get

∥ϕR∥L2(AR) ≲∥hR∥L2(BR)

(
∥Z̃∥ L2(AR)∥Zn+1∥L2(B2R)

+ ∥Z̃∥ L2(AR)∥Zn+1∥L2(B2R) +Rn−2∥Zn+1∥2L2(B2R)

)
≲
(
λR + e−σR

)(
Rn/2∥Zn+1∥L2(B2R)2 + ∥Zn+1∥2L2(B2R)2R

n−2
)

≲
(
λR + e−σR

)
∥Zn+1∥2L2(B2R)2R

n−2

Now, from standard elliptic estimates (see [17]) using the equation for ϕ and the L2-

estimate we deduce the L∞-bound ∥ϕR∥L∞(B1)
≤ c for some constant c independent of

R and ∥ϕR∥L2(B2R) = 1 we get

(
1− c2

Rn

)1/2

≤ ∥ϕR∥L2(AR)

≤ ∥Zn+1∥2L2(B2R)(λR + e−σR)Rmax{n
2
,n−2}.

This implies that, in dimension n ≥ 5, n = 4 and n = 3, λR cannot be o
(
R2−n

)
,

o
(
R−2 ln(R)

)
and o

(
R−2

)
as R → +∞ respectively. This proves the existence of

constants γn such that the estimates (3.8) hold for all R sufficiently large.

Thus, defining

θ∗R,n =


R2−n if n ≥ 5,

R2 log(R) if n = 4,

R2 if n = 3,

the linear estimate for the inner problem in [7], also recalled in chapter 2, generalizes

to any dimension in

|ϕ(y, τ)|+ (1 + |y|)|∇yϕ(y, τ)| ≲ τ−ν

[
θ∗R,nθ0(R, a)

1 + |y|3
∥h0∥ν,2+a

+
R3θ1(R, a)

1 + |y|4
∥h1∥ν,2+a +

1

1 + |y|a
∥h⊥∥ ν,2+a

]
,

where ν > 0 and

θ0R(R, a) :=


1 if a > 2,

logR if a = 2,

R2−a if a < 2,

, θ1R(R, a) :=


1 if a > 1,

logR if a = 1,

R1−a if a < 1.

In particular in dimension 4, we expect to use the estimate with a = 1 and n = 4, that
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gives

|ϕ(y, τ)| ≲ τ−ν

[
R4 ln(R)

1 + |y|5
∥h∥ν,2+a

]
.

3.2. Outlook

Concerning the main result in chapter 2, it would be very interesting to understand if

the analytical assumption 3µBN (Ω) < λ1(Ω) is necessary for the existence of an infinite

blow-up solution in Ω. If the result is valid without such condition then

� any domain Ω admits a positive infinite time blow-up solution with a single spike

at any fixed q ∈ Ω;

� it becomes natural to construct multi-spike threshold solutions.

For n ≥ 5 multispike solutions exist if the points are sufficiently close the boundary and

relatively far from each other. This is a natural requirement in order to successfully

treat the error terms associated to the interactions between bubbles. In contrast, the

condition 3γ(q) < λ1 implies that the blow-up point is far from the boundary. Thus,

it would be very interesting to understand if multi-spike solutions exist.

In section 3.1 we have started a program for the analogue construction in the 4

dimensional case. A natural step towards the full solution is adapting the parabolic

gluing scheme to rigorously prove the existence of the perturbation. Since in this

situation the expected blow-up rate is not exponential, we believe that the result does

not require any analytical constraint on the location of blow up points inside Ω, and

thus the multispike scenario should be naturally detected.

Finally, it would be interesting to find sign-changing solutions in low dimension. The

inspiring work [10] for n ≥ 5 presents the first example of sign-changing unbounded

global solution and suggests a suitable ansatz.
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