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As the old Chinese saying goes,
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Abstract

In sixth generation (6G) wireless networks, the severe traffic congestion in the

microwave frequencies motivates the exploration of the large available bandwidth

in the millimetre-wave (mmWave) frequencies to achieve higher network capacity

and data rate. Since large-scale antenna arrays and dense base station deployment

are required, the hybrid beamforming architecture and the recently proposed in-

tegrated access and backhaul (IAB) networks become potential candidates for

providing cost and hardware-friendly techniques for 6G wireless networks. In ad-

dition, in-band-full-duplex (IBFD) has been recently paid much more research

attention since it can make the transmission and reception occur in the same time

and frequency band, which nearly doubles the communication spectral efficiency

(SE) compared with state-of-the-art half-duplex (HD) systems. Since 6G will ex-

plore sensing as its new capability, future wireless networks can go far beyond

communications. Motivated by this, the development of integrated sensing and

communications (ISAC) systems, where radar and communication systems share

the same spectrum resources and hardware, has become one of the major goals

in 6G. This PhD thesis focuses on the design and analysis of IBFD-IAB wire-

less networks in the frequency range 2 (FR2) band (≥ 24.250 GHz) at mmWave

frequencies for the potential use in 6G.

Firstly, we develop a novel design for the single-cell FR2-IBFD-IAB networks

with subarray-based hybrid beamforming, which can enhance the SE and coverage

while reducing the latency. The radio frequency (RF) beamformers are obtained

via RF codebooks given by a modified matrix-wise Linde-Buzo-Gray (LBG) algo-

rithm. The self-interference (SI) is cancelled in three stages, where the first stage

of antenna isolation is assumed to be successfully deployed. The second stage con-

sists of the optical domain-based RF cancellation, where cancellers are connected

with the RF chain pairs. The third stage is comprised of the digital cancellation

via successive interference cancellation followed by minimum mean-squared error

(MSE) baseband receiver. Multiuser interference in the access link is cancelled

by zero-forcing at the IAB-node transmitter. The proposed codebook algorithm

avoids undesirable low-rank behaviour, while the proposed staged-SI cancellation

(SIC) shows satisfactory cancellation performance in the wideband IBFD scenario.
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Abstract

However, the system performance can be affected by the hardware impairments

(HWI) and RF effective channel estimation errors.

Secondly, we study an FR2-IBFD-ISAC-IAB network for vehicle-to-everything

communications, where the IAB-node acts as a roadside unit performing sensing

and communication simultaneously (i.e., at the same time and frequency band).

The SI due to the IBFD operation will be cancelled in the propagation, analogue,

and digital domains; only the residual SI (RSI) is reserved for performance analy-

sis. Considering the subarray-based hybrid beamforming structure, including HWI

and RF effective SI channel estimation error, the unscented Kalman filter is used

for tracking multiple vehicles in the studied scenario. The proposed system shows

an enhanced SE compared with the HD system, and the tracking MSEs averaged

across all vehicles of each state parameter are close to their posterior Cramér-Rao

lower bounds.

Thirdly, we analyse the performance of the multi-cell wideband single-hop

backhaul FR2-IBFD-IAB networks by using stochastic geometry analysis. We

model the wired-connected next generation NodeBs (gNBs) as the Matérn hard-

core point process (MHCPP) to meet the real-world deployment requirement

and reduce the cost caused by wired connection in the network. We first de-

rive association probabilities that reflect how likely the typical user-equipment

is served by a gNB or an IAB-node based on the maximum long-term averaged

biased-received-desired-signal power criteria. Further, by leveraging the composite

Gamma-Lognormal distribution, we derive results for the signal to interference plus

noise ratio coverage, capacity with outage, and ergodic capacity of the network.

In order to assess the impact of noise, we consider the sidelobe gain on inter-

cell interference links and the analogue to digital converter quantization noise.

Compared with the HD transmission, the designated system shows an enhanced

capacity when the SIC operates successfully. We also study how the power bias

and density ratio of the IAB-node to gNB, and the hard-core distance can affect

system performance.

Overall, this thesis aims to contribute to the research efforts of shaping the

6G wireless networks by designing and analysing the FR2-IBFD-IAB inspired net-

works in the FR2 band at mmWave frequencies that will be potentially used in

6G for both communication only and ISAC scenarios.
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Lay Summary

There is a significant increase in the number of wireless applications, such as mobile

phones, remote education, and daily entertainment. This causes serious congestion

among current wireless communication channels (mostly below 6 GHz). Thus, the

next generation wireless network aims to find more available bandwidth by using

millimetre-wave (mmWave) channels from 30 to 300 GHz to connect more devices,

transmit more data, and provide good connection quality. In order to exploit the

mmWave band fully and ease limitations on wireless network speed, engineers and

scientists are exploring a novel transmission strategy. The key idea is to enable

the possibility of transmitting and receiving simultaneously; therefore, doubling

the data throughput. This kind of strategy is called in-band-full-duplex.

Although mmWave frequencies provide large available bandwidth to support

the increasing number of wireless applications, these channels have some draw-

backs. These signals travel less distance in space and can easily be blocked by

objects, which needs to be compensated by deploying more base stations in the

area. However, conventional base stations all apply fibre connections, whose de-

ployment cost increases as the number of base stations increases. In order to

reduce the cost, a new base station deployment network is investigated, which is

called the integrated access and backhaul network. In this network, only a small

number of base stations have wired connections to the core network, others are

operating through wireless links.

Moreover, rather than just enabling communications, the next generation

wireless networks also try to integrate radar sensing into the communication net-

works. However, traditional radar and communication systems need separate

hardware and spectrum resources. In order to integrate both functions into one

hardware and share the same spectrum resource, the integrated sensing and com-

munications system is studied. With this novel system and the use of mmWave

frequencies, high-quality autonomous driving, earth mapping, gesture recognition,

and medical diagnosis systems can be achieved.

Accordingly, given the above techniques, in this thesis, we aim to design the

transceivers, which are suitable for those techniques: efficiently cancelling the

self-interference due to simultaneous transmission and reception; design a radar
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tracking algorithm; as well as mathematically analyse the network performance.

In general, this thesis provides basic design insights for the next generation wireless

networks.
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Chapter 1

Introduction

1.1 Introduction and Motivation

The evolution of wireless networks happens every decade, which makes wireless

networks become one of the important media for the development of our society.

As wireless networks bring more flexibility to human life, the amount of wireless

devices is rapidly increasing worldwide. The congestion of current wireless net-

works urges the exploration of large available bandwidth in the unlicensed spec-

trum. Additionally, not only simple communications rely on wireless networks, but

also multi-media, such as virtual reality, ultra high-definition videos, etc., need to

connect to the wireless networks with requirements of high speed and minimum

delay.

Therefore, in the sixth generation (6G) networks, in addition to using the

microwave frequencies and half-duplex (HD), the millimetre-wave (mmWave) fre-

quencies and in-band-full-duplex (IBFD) are explored to achieve low latency [1]

and high peak data rate on the scale of Gigabits and even Terabits per second

(Tbps) [2].

By reviewing the main capabilities of the fifth generation (5G) that are

i) ultra-reliable low-latency communications (URLLC) for realising autonomous

driving and factory automation; ii) enhanced mobile broadband (eMBB) for pro-

viding a high speed to enable virtual reality and ultra-high-definition videos; iii)

massive machine type communications (mMTC) for supporting massive internet

of things and smart city [3, 4]. 6G will upgrade and combine those fundamental

capabilities in 5G to achieve a peak data rate of 1 Tbps, air link latency at around

0.1ms, and network capacity of 10 million/km2 [5]. Moreover, the innovation of
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Network capacity: 1 million/km2
Airlink latency: 1ms

Peak data rate: 1 Gbps

+

+

+

6G
5G

Figure 1.1: Innovation from 5G to 6G.

6G will not only improve the main capabilities of 5G but also explore the diversity

of the functionality of wireless networks rather than supporting communications

only.

Sensing and artificial intelligence (AI) will be introduced as new capabilities

in 6G. Due to the large bandwidth at mmWave frequencies, position accuracy of 1-

3mm can be realised. Since intelligent nodes will be active in the 6G networks, they

can use high-accuracy sensing capability to perform detection, localisation, gesture

recognition, and feedback information to other nodes through communications [6].

Moreover, 6G will connect distributed intelligent nodes intelligently to enlarge the

scale of AI. In other words, 6G provides a platform for connecting everything

(both cyber and physical worlds) to connecting intelligence. A figure showing the

innovation from 5G to 6G is depicted in Fig. 1.1, which is inspired by [5]. The

following fundamental components support the world of connected intelligence in

6G [7].

• Native AI: As one of the new capabilities explored in 6G, both hardware

and software will be AI-based and supported with no blind spots. AI will

be a native characteristic of 6G, which is neither an add-on nor an over-

the-top feature. Native AI is achieved by techniques such as distributed AI

at the edge, truly pervasive intelligence, combined with deeply converged

information and communication technology systems, which evolves 6G from

centralised cloud AI to ubiquitous intelligence on deep edges. With native

AI, 6G can serve all kinds of AI applications with real-time edge inference,

large-scale distributed training, and native data desensitisation. However,
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challenges such as reducing computational and communication costs must

be considered.

• Extreme connectivity: High data rate and low latency for wireless connec-

tions are still rigid demands to provide exceptional reliability and experience

for the large number of devices that will make use of wireless networks in 6G.

With the extensive band provided by mmWave, THz, and the visible light

spectrum, extreme connectivity can be realised with a similar speed as that

in optical fibre wired networks. However, visible light and THz communica-

tions in 6G face challenges in finding suitable transceiver design, hardware,

channel models, etc. [8, 9].

• Integrated terrestrial networks (TNs) and non terrestrial networks (NTNs):

Integrating TNs and NTNs becomes another breakthrough, connecting peo-

ple and devices not served by existing 5G wireless networks. As for the

NTNs, the very low-earth orbit satellite system will be introduced since it

reduces the latency, increases the coverage, and improves localisation ac-

curacy compared with current satellite systems. Mobile terminals such as

drones and unmanned aerial vehicles will be introduced to augment terres-

trial networks. However, new business and operating models are desired as

a result of the big differences between the deployment, maintenance, and

energy source of current TNs and NTNs.

• Native trustworthiness and sustainability: Since 6G capabilities will go far

beyond communications, a more flexible and adaptive network architecture

is required for supporting a variety of tasks, where trustworthiness, such as

balanced security, permanent privacy protection, smart resilience, safety, and

reliability, should be achieved natively. Moreover, low energy consumption

is still an important goal for 6G. Compared with 5G, by leveraging native AI

and green design, energy efficiency can be further improved in 6G to achieve

sustainable development.

• Networked sensing: As another newly added capability in 6G, sensing is a

bridge between the physical and cyber worlds. In the new era, radar systems

are expected to be integrated with communication systems to achieve a sin-

gle advanced system, called integrated sensing and communications (ISAC)

system. ISAC can exploit the large swathe of available spectrum in the
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mmWave frequencies and dense base station (BS) deployment with large-

scale antenna arrays. ISAC will play a significant role in 6G, which is why

its study is one of main objectives of this thesis.

In brief, 6G aims to make future wireless networks go far beyond communi-

cations. The 6G white paper in [5] has presented what 6G will be like in 2030 in

terms of the network architecture designs, use cases and requirements, building

blocks, etc., to provide high data rate, low air-link latency, high sensing resolution,

intelligent, and autonomous wireless networks.

1.2 Objectives and Contributions

1.2.1 Objectives

The main objective of this thesis is to contribute to the research efforts of shaping

the 6G wireless networks by studying orthogonal frequency division multiplexing

(OFDM) enabled IBFD-integrated access and backhaul (IAB) wireless communi-

cations networks. It will also explore IBFD-ISAC-IAB systems design as well as

providing performance analysis for frequency range 2 (FR2) band (≥ 24.250 GHz)

at mmWave frequencies.

Unlike devices using existing microwave communications, in the mmWave

communications, high path loss and blockages become the major obstacles for

broader coverage. However, the short wavelengths at the mmWave frequencies fa-

cilitate the deployment of large-scale antenna arrays, which could compensate for

such high losses with highly directional narrow beamforming and provide reliable

transmission quality [10, 11]. Due to the use of large-scale antenna arrays, tra-

ditional full digital beamforming becomes expensive and power-consuming. This

means that more efficient hybrid beamforming with radio frequency (RF) code-

book design algorithm is therefore demanded. Moreover, the use of IBFD also

brings challenges in finding efficient self-interference cancellation (SIC) strategies

to provide its full benefits. As discussed in Section 1.1, 6G will also bring sens-

ing functionality into the picture. Thus, ISAC, where sensing and communication

functions share the same hardware and spectrum resources, has become a critical

technique for future 6G wireless networks [12].
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Since the dense deployment is required for the mmWave wireless networks,

with the aid of IAB networks, which is proposed by the third generation part-

nership project (3GPP) Release 16 [13], the 6G wireless networks can be released

efficiently and the performance can be guaranteed with a high quality IAB network

design.

1.2.2 Contributions

The main contributions of this thesis are listed below.

• The most important thing for exploring the benefits of IBFD is to efficiently

cancel the high-power self-interference (SI) signal due to transmission and

reception occurring at the same time and frequency band. Therefore, finding

efficient SIC technologies becomes the most important contribution of this

thesis. A staged-SIC strategy is proposed to cancel the SI signal through

the antenna, analogue, and digital domains. Assuming that the antenna

isolation has been successfully applied, the analogue canceller is established

between each RF chain pair and is realised by an optical fibre system to

provide efficient SIC in the FR2 band at mmWave frequencies. Finally, the

minimum mean squared error (MMSE)-baseband (BB) combiner is designed

to cancel the residual self-interference (RSI) in the digital domain.

• In real-world applications, the RF beamformers are realised by phase shifters

(PSs) and have finite resolution. Therefore, based on the popular vector

quantisation scheme, i.e., the Linde-Buzo-Gray (LBG) [14], we propose a

modified mean squared error (MSE)-based LBG algorithm for subarray-

based hybrid beamforming RF codebook design. The training set of the

RF codebook is given by the random complex Gaussian distribution since

the RF beamformers are isotropically (uniformly) distributed [15, 16, Lemma

1, 2]. Unlike the vector-wise codebook designed in [11, 17], we design the

matrix-wise codebook, which can avoid constructing the low-rank beamform-

ing matrix.

• Inspired by the new functionality added in the 6G wireless networks, we

design the IBFD-ISAC-IAB networks for vehicle-to-everything (V2X) com-

munications. Different from [18], where the extended Kalman filter (EKF)

is utilised for tracking the vehicles, we apply the unscented Kalman filter
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(UKF), instead. Compared with EKF, UKF has similar computational com-

plexity and performance but avoids calculating the Jacobians, which is ben-

eficial for systems with complex nonlinear state and measurement models.

Moreover, this work introduces the subarray-based beamforming strategy,

which is important for the mmWave FR2 band communications and is not

considered in the existing work.

• Different from prior work on IAB networks performance analysis by stochas-

tic geometry, which uses the Poisson point process (PPP) to model the lo-

cation of IAB-donors (i.e., next generation NodeBs (gNBs)) [19], we use the

Matérn hard-core point process (MHCPP) to meet the real-world deploy-

ment scenario that base stations (BSs) are deployed following a non-Poisson

model. In this way, the wired-connected gNBs, acting as anchored BSs, can

be deployed without overlapping or being too close. Additionally, MHCPP

produces fewer gNBs than PPP, which reduces the cost of deploying wired

gNBs. We also use the probability generating functional (PGFL) of PPP

to estimate the mean interference from gNBs in the backhaul link and gNB

associated access link, which makes the analysis more tractable.

1.3 Thesis Outline

The rest of this thesis is organised as follows.

• Chapter 2 reviews the fundamental technical basis for this thesis and exam-

ines pertinent issues that are important to comprehend the research topics.

We first present the modelling of the wireless channel. Next, the mmWave

systems are reviewed. Then the multiple-input-multiple-output (MIMO) sys-

tems at mmWave frequency are presented, which discuss the system model,

channel capacity, and beamforming architectures. These are followed by the

advantages and challenges, as well as the antenna configuration of the IBFD

transmission. It also discusses solutions for implementing the SIC function.

Finally, an overview of the IAB networks and ISAC systems is presented at

the end of this chapter.

• Chapter 3 designs the multiuser single-hop backhaul FR2-IBFD-IAB net-

works with subarray-based hybrid beamforming. We first present the sys-

tem and channel models for FR2-IBFD-IAB networks as well as a discussion
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on different types of hardware impairments (HWI) models. Next, we study

the optical domain (OD)-based analogue SIC for the mmWave FR2 band

communications, where the canceller is established on each RF chain pair.

Then, the modified MSE-based LBG algorithm for subarray-based hybrid

beamforming RF codebook design and RF effective channel estimation are

studied. This is followed by discussion of the digital SIC with MMSE BB

combiner at the IBFD-IAB-node receiver as well as methods for computing

the spectral efficiency (SE) expressions. Finally, the system performance is

evaluated in terms of different strengths of HWI and RF effective channel

estimation errors, number of codebook bits, etc. This chapter is partly based

on works in [14, 20, 21].

• Chapter 4 investigates the design of FR2-IBFD-ISAC-IAB networks for the

V2X mmWave communications scenario, where the IBFD-ISAC-IAB-node

acts as the roadside unit (RSU). Firstly, a brief introduction is presented

to introduce the background knowledge of IBFD-ISAC systems for V2X ap-

plications as well as the related literature review. Secondly, the transmit,

received, and RSI signal models, in the presence of HWI and RF effective

SI channel estimation error, are expressed. This is followed by the subarray-

based hybrid beamforming design, where MMSE-based BB beamformers are

applied on the RSU to mitigate the multi-vehicle interference and the RSI.

Then, the UKF algorithm for radar tracking and prediction is designed. Fi-

nally, the performance evaluation is provided for this proposed IBFD-ISAC-

IAB network. This chapter is partly based on works in [18, 22].

• Chapter 5 extends the single-cell scenario in Chapter 3 and 4 to the multi-

cell scenario to analyse the performance of the FR2-IBFD-IAB networks

with stochastic geometry for communication only case. In this chapter, we

first introduce the system model, including the IAB network topology, spa-

tial arrangement, and propagation model. Next, the antenna configuration

and subarray-based hybrid beamforming design are investigated. Then, we

express the signal to interference plus noise ratio (SINR) characteristics and

performance analysis metrics such as the association probability, SINR cov-

erage, coverage with outage, and ergodic capacity. Finally, the performance

evaluation of the proposed network is presented. In this chapter, we consider

the MHCPP model for the gNBs instead of the PPP model to fit real-world
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deployment. Moreover, to avoid the underestimation of noise and interfer-

ence, we consider the sidelobe gain for the inter-cell interference links and

the analogue-to-digital converter (ADC) quantisation noise. This chapter is

partly based on works in [19, 23, 24].

• Chapter 6 summarises the contributions of this thesis and provides directions

for future works.
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Chapter 2

Background

This thesis will provide design insights for the next generation wireless networks,

including beamforming design, interference mitigation, novel network design, in-

tegrating radar and communication systems, etc. With these insights, we aim

to shape a 6G wireless network providing high capacity, low cost, and multiple

functionalities.

In this chapter, the technical foundation for this thesis is reviewed, and rel-

evant issues that are crucial to understanding the study subjects are also looked

at. We begin by outlining the modelling of the wireless channel in Section 2.1.

The mmWave systems are then discussed along with their advantages and chal-

lenges in Section 2.2. Thereafter, in Section 2.3, MIMO systems operating at

mmWave frequency are described, including the system model, channel capacity,

and beamforming architectures. The benefits and difficulties of IBFD transmis-

sion, corresponding antenna configuration, and the SIC solution are then discussed

in Section 2.4. Followed by an overview of the IAB networks and ISAC systems is

provided in Section 2.5 and Section 2.6, respectively. Finally, a summary of this

chapter is given in Section 2.7.

2.1 Modelling of the Wireless Channel

This section describes the modelling of the wireless channel, which reflects the

variations of the wireless channel strength over time and frequency. The variations

have two categories, i.e., large-scale fading and small-scale fading, where large-scale

fading distorts the signal strength over a long distance (e.g., 10-100 wavelengths),

whereas small-scale fading attenuates the signal strength over a short distance
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(e.g., half wavelength). Path loss and shadowing effects collectively describe the

large-scale fading, whereas flat fading, frequency selective fading, fast fading, and

slow fading belong to small-scale fading [25]. We will review all of them below.

2.1.1 Large-Scale Fading

Large-scale fading is often assumed to be frequency independent and is caused due

to the attenuation introduced by path loss and shadowing because of the blockage

effect of large obstacles [25].

Path loss describes the attenuation of signal power due to the distinct dis-

tance that exists between transmitters and receivers [26]. There are two potential

multi-frequency path loss models for the next generation wireless networks, i.e.,

close-in (CI) and alpha-beta-gamma (ABG) path loss models [27]. The CI path

loss model is a simple model, which only has one parameter, the equation in deci-

bels (dB) is given as [26]

PLCI(fc, d)[dB] = FSPL(fc, d0)[dB] + 10α log10

(
d

d0

)
, (2.1)

where

FSPL(fc, d0)[dB] = 20 log10

(
4πfcd0
c

)
(2.2)

represents the free space path loss (FSPL) in dB. fc, c, d, d0, and α are the carrier

frequency in GHz, light speed, Euclidean distance between transmitter and receiver

in meters, reference distance in meters, and path loss exponent, respectively. Note

that the path loss exponent provides information about path loss based on the

environment.

A more complex path loss model, the ABG path loss model, which has three

parameters, is formulated in dB as [26]

PLABG(fc, d)[dB] = 10n log10

(
d

d0

)
+ β + 10m log10

(
fc

1GHz

)
, (2.3)

where n and m represent coefficients reflecting the path loss dependency on dis-

tance and frequency, respectively. β is the optimised offset in path loss. The

derivation of coefficients n, m, and β is based on the MMSE principle to min-

imise the standard deviation of the shadow fading. The ABG model becomes

the CI model when n in (2.3) and α in (2.1) are the same, β in (2.3) equals to

20 log10

(
4πd0
c

)
, and m in (2.3) with the free space path loss exponent of 2.

10



2.1 Modelling of the Wireless Channel

From (2.1) and (2.3), it is evident that the strength of path loss is propor-

tional to the transceiver distance d and the carrier frequency fc. In addition, the

ABG model requires three parameters, whereas the CI model just needs one. The

extra two parameters introduced by the ABG model, however, do not significantly

increase accuracy and have minimal impact on propagation physics [28]. There-

fore, in this thesis, the CI path loss model is utilised. It is also noteworthy that

wireless signals experience additional attenuation due to atmospheric absorption

in addition to the FSPL when travelling across open space, where the attenuation

depends on frequency and distance [29].

Shadowing is the signal attenuation brought by obstructions between the

transmitter and receiver due to large obstacles, which is summarised as one of the

categories of large-scale fading [25]. The shadowing effect in dB is modelled by a

zero-mean Gaussian random variable Υ with variance ζ2 in dB [28]. By adding

Υ to the CI path loss in (2.1), we can get a general CI path loss model with

shadowing, which will be used in Chapter 5, as

P̄LCI(fc, d)[dB] = FSPL(fc, d0)[dB] + 10α log10

(
d

d0

)
+ Υ. (2.4)

Consequently, the above CI path loss model in line scale is a Lognormal distributed

random variable, whose probability density function (PDF) is given as

fP̄L(x) =
10/ ln 10√

2xζ
exp

(
−(10 log10 x− PLCI(fc, d)[dB])2

2ζ2

)
, (2.5)

where ζ is the standard deviation of shadowing effect in dB, PLCI(fc, d)[dB] de-

notes the path loss derived by the CI model in (2.1). In the urban macro-cellular

scenario, the standard deviation ζ and the path loss exponent α for the CI model

are typically set to be 3.9 dB and 2.1 dB for line-of-sight (LoS) environment, 6.7 dB

and 3.0 dB for non-line-of-sight (NLoS) environment, respectively, as summarised

in [26].

2.1.2 Small-Scale Fading

The physical environment around transmitters and receivers is not smooth, which

causes scattering and reflection of the transmit signal, and thus results in multi-

ple propagation paths between transceivers, see Fig. 2.1. At the receiver, these

multiple paths will be combined either constructively or destructively, resulting in

11



2.1 Modelling of the Wireless Channel

Figure 2.1: Multipath propagation.

changes in the received signal strength in terms of amplitude, phase and angle of

arrival (AoA). This kind of signal strength fluctuation is called as small-scale fad-

ing, which is frequency dependent [25]. Based on the Doppler spread1 effect which

leads to frequency dispersion, we can have fast fading or slow fading, whereas

multipath delay spread2 leads to time dispersion, we can have flat fading and

frequency selective fading.

Fast fading is observed when the coherence time3 is smaller than the symbol

time, i.e., the channel is not constant within a symbol time. This kind of fading is

due to the existence of relative motion between the transceiver and the reflections

from objects. Since the coherence time is proportional to the inverse of the Doppler

spread, a high Doppler spread can be seen for a fast fading channel. However, fast

fading would make the channel harder to track with time and lead to significant

fluctuations of the signal. In order to reduce the effect taken by fast fading,

advanced equalisation can be adopted [25, 30].

Slow fading is opposite to the fast fading. The coherence time in slow

fading is larger than the symbol time, where a symbol does not undergo significant

channel changes during its existence, and low Doppler spread is observed. The

main problem caused by the slow fading channel is the loss of signal to noise

ratio (SNR), which can be overcome by receiver diversity techniques, and error

correction coding [25, 30].

1Doppler spread is the range of frequency shifts because of the relative motion between the
transmitter and receiver [25].

2Delay spread is the time difference between the propagation delays of the fist and last path
[25].

3Coherence time is the time interval over which the channel impulse response keeps relatively
constant [25].
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Flat fading is a type of fading when the coherence bandwidth4 is larger

than the signal bandwidth, i.e., the frequency response of the flat fading channel

is almost constant over the signal bandwidth. As the coherence bandwidth is

inversely proportional to the delay spread, a small delay spread, compared to the

symbol time, can be observed. The effect taken by flat fading is the same as that

in slow fading, and similar methods can be adopted to mitigate it [25, 30].

Frequency selective fading brings different errors and attenuation on dif-

ferent frequency components. The properties of this type of fading are opposite to

those in flat fading, i.e., the coherence bandwidth is smaller than the signal band-

width and the delay spread is larger than the symbol time. Significant fluctuations

can be seen on the frequency response within the signal bandwidth. Data loss and

inter symbol interference (ISI) are introduced by frequency selective fading. The

OFDM modulation and cyclic prefix (CP)5 can be adopted to reduce the effects

[25, 30].

There are several statistical small-scale fading channel models to represent the

probability distribution of the amplitude of the received signal. In the following

content, we will introduce three commonly used statistical models, viz. Rayleigh

fading, Rician fading, and Nakagami-M fading [25, 31]. These three models are

used throughout this thesis.

The Rayleigh fading model is the simplest statistical model, which is com-

monly used in multipath propagation scenario where the NLoS path is significant.

This model assumes that each channel filter tap l is made up of a large number of

independent small paths caused by reflection and scattering, where each path has

a random amplitude and uniformly distributed phase. Consequently, each channel

tap l can be modelled as a circular symmetric complex Gaussian distributed ran-

dom variable with zero-mean and variance σ2
l , represented as CN (0, σ2

l ), according

to the central limit theorem [25]. Therefore, the amplitude of the lth channel tap

has the PDF of

f(x) =
x

σ2
l

e
− x2

2σ2
l , x ≥ 0. (2.6)

The Rician fading model is usually used when the LoS path is distinct

with a known magnitude but is affected by the presence of multiple independent

4Coherence bandwidth is a range of frequencies over which the channel frequency response
keeps relatively flat [25].

5CP is a guard interval that prefixing a portion of the end of the symbol to the front of the
symbol before transmitting [25].
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2.2 Millimetre-Wave Band Systems

small paths with different time delays [25]. The lth channel tap h(l) corresponding

to the LoS path, i.e., the shortest delay path, represented by the Rician fading

model is given by

h(l) =

√
κ

κ+ 1
σle

jθ +

√
1

κ+ 1
CN (0, σ2

l ), (2.7)

where the first term is the LoS path arriving with uniform phase θ, and the second

term, which is Rayleigh distributed, is the summation of a large number of reflected

and scattered paths. The constant κ is the ratio of the energy in the LoS path to

the energy in the scattered paths, so the value of κ represents how deterministic

is the channel. The magnitude of h(l) has a Rician distribution [25].

The Nakagami-M fading model is a more general fading model that

matches empirical data better than Rayleigh and Rician fading models [31]. This

type of fading model reflects the aggregation of a large number of correlated paths

with different means and variances, whose PDF is cast as [32, 33]

f(x) =
2mm

Γ(m)Ωm
x2m−1e−

m
Ω
x2u(x), m ≥ 0.5, Ω ≥ 0, (2.8)

where m controls the shape of the distribution, Ω controls the spread, Γ(m) is the

Gamma function, and u(x) is the Heaviside unit step function. m indicates the

severity of fading, the larger the m is, the more distinct the LoS path is. When

m = 1, the Nakagami model is identical to the Rayleigh model. Moreover, in order

to simplify analysis and facilitate manipulation, the Nakagami model is frequently

utilised as an approximation to the Rician model [34].

2.2 Millimetre-Wave Systems

The mmWave systems are characterised by high carrier frequencies, i.e., 30-300

GHz, which results in small wavelengths (1-10 mm). Such a large bandwidth pro-

vided by mmWave systems can be exploited for wideband transmissions to increase

data rate, which are orders of magnitude more than that of the current microwave

(sub-6 GHz) systems [29]. Currently, the mmWave band is experiencing a very

low utilisation, except for the bandwidth used in radar and satellite communi-

cations. The 28 GHz, 38 GHz, 60 GHz, and E-band (i.e., 71-76 GHz and 81-86

GHz) become available and provide potential channels for applications in 5G and
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2.2 Millimetre-Wave Band Systems

beyond, such as wireless personal area networks, internet of things networks, V2X

communications, etc. [35, 36].

Especially, the large mmWave band brings great advantages to V2X communi-

cations for realising applications, such as autonomous driving, traffic management,

etc. Therefore, mmWave for V2X communications becomes one of the research

topics of this thesis in Chapter 4. Thanks to the high data rate provided by the

large mmWave band, timing high-definition 3D map download and sensing data

upload for accurate localisation in autonomous driving, which needs the support

of high SE, becomes feasible. In addition, a lower delay can also be observed,

which allows sharing radar information between vehicles and infrastructures to re-

duce the radar sensing blind spots for efficient collision detection [36]. Moreover,

large bandwidth offers improved range, velocity, and angular resolution in terms

of radar sensing performance [37]. A high-resolution radar is very important for

safe autonomous driving.

Except for the large available bandwidth provided by mmWave spectrum,

the following lists advantages that mmWave systems offer over current wireless

systems operating at microwave frequencies [29, 38].

• Small physical size: Due to the high path loss of mmWave signals, large

antenna arrays are required to mitigate these effects. However, since the

mmWave wavelength is smaller than for lower frequency microwave systems,

the large antenna arrays can be packed into a smaller physical space, com-

pared with that in microwave systems with the same number of antenna

elements.

• Narrow beams: Since the physical size of mmWave antenna arrays is small,

the same space used for packing the microwave antenna arrays can accommo-

date more antenna elements in mmWave systems, which results in a narrow

beam enabling highly directional beamforming.

• High SE and low latency: Larger bandwidth allocation is possible at mmWave

frequencies, which immediately increases the SE and thus, reduces the trans-

mission latency of the network, which will be able to support applications

require high data rate and minimal latency.

• Large capacity and low cost: Due to the above advantages, a larger capacity

can be achieved in locations with a large population. Moreover, the coverage

area can be further reduced by mmWave frequencies to take advantage of
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spatial reuse, cooperative MIMO and relays. On the other hand, since BSs

are more numerous and dense in urban areas, it becomes necessary to equip

the wireless backhaul. As a result, the cost per BS can be reduced.

• Homogeneity: The spectral allocations in the mmWave spectrum could

be relatively close together, enabling homogeneous propagation properties

among various mmWave bands. It is better than the currently used disjoint

spectrum, i.e., the spectrum between 700 MHz and 2.6 GHz is divided into

many non-adjacent segments, which causes large variation on the coverage

distances of cell sites.

However, there are still some challenges for mmWave systems that need to be

overcome, which are stated as follows [39].

• High path loss and shadowing effects: One of the major disadvantages of

mmWave communications is reduced range due to the path loss being pro-

portional to the carrier frequencies according to the path loss equations (2.1)

and (2.3). Another drawback of mmWave communications is the extremely

high shadowing effects, compared to that in microwave communications. For

instance, bricks and human bodies can attenuate signals by more than 15-25

dB and 20-35 dB [40, 41], corresponding to approximately 10-20 dB and

10-20 dB in microwave communications [42, 43], respectively.

• Directional transmission delay: This high path loss can be compensated

by fixing the physical antenna array size as same as in microwave systems

and applying highly directional transmission. However, the design of the

synchronisation and broadcast signals employed in the initial cell search

is the major obstacle achieving highly directional transmission for cellular

networks. Before detecting these signals, a beam-sweeping process is required

on both BSs and user-equipments (UEs), which delays the BS detection in

handovers. Furthermore, a delay can be observed in the detection of initial

random access signals from the UE after the UE has acquired a BS due to

the beam alignment process of the BS.

• Fast channel changes and intermittent connectivity: In the mobile scenario,

since the coherence time is inversely proportional to the carrier frequency

[25], resulting in a shorter coherence time in mmWave communications than

in microwave communications, and the channel can change very fast at the

scale of hundreds of microseconds. Moreover, the relative path losses and
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cell association change very fast due to the small cell size in mmWave com-

munications; therefore, the communications can be highly intermittent con-

nectivity, where communications need to be adapted at a fast speed.

• High power consumption: The power consumption of the ADCs in mmWave

communications becomes much higher than that in microwave communica-

tions. Since power consumption depends on the number of bits per sample

and sampling rate; therefore, in the wideband system with large-scale an-

tenna array, the high-resolution quantisation becomes hard to realise with

current low-power consumption devices. A mmWave system with 16 anten-

nas, for instance, consumes more than 250mW using 12-bit ADCs [44].

Note that in this thesis, the frequency range 1 (FR1) band (410 MHz-7.125

GHz) and FR2 band (24.250 GHz-52.600 GHz) mean the specific microwave and

mmWave frequency bands, respectively, defined in 3GPP technical specification

TS 38.101-1 [45], where 3GPP equipment can operate in these frequencies.

2.3 MIMO Systems at Millimetre-Wave Frequen-

cies

2.3.1 System Model

For mmWave communications, the high path loss and blockages become the major

obstacles for broader coverage. However, the short wavelengths at the mmWave

frequencies facilitate the deployment of MIMO systems with large-scale antenna

arrays, which could compensate for such high losses with highly directional narrow

beamforming and provide reliable transmission quality [10, 11]. An illustration of

a basic Nr × Nt mmWave MIMO system is depicted in Fig. 2.2. The received

signal of this MIMO system is given as

y = Hs + z, (2.9)

where y = [y1, y2, . . . , yNr ]
T ∈ CNr×1 represents the received signal vector, s =

[s1, s2, . . . , sNt ]
T ∈ CNt×1 denotes the transmit signal vector, H ∈ CNr×Nt is the

mmWave MIMO channel matrix, and z = [z1, z2, . . . , zNr ]
T ∈ CNr×1 is the additive

white Gaussian noise (AWGN) vector.
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Figure 2.2: An illustration of a basic Nr ×Nt mmWave MIMO system.

The mmWave channel differs from conventional microwave channel in many

aspects, including spatial selectivity, high path loss, and an increased antenna cor-

relation as a result of densely collocated antenna arrays, which result in the statis-

tical fading distributions introduced in Section 2.1 become unsuitable. Therefore,

the extended Saleh-Valenzuela model is utilised for modelling the mmWave chan-

nel [46, 47]. Due to the scattering effect, the mmWave signals are likely to arrive

in NC clusters, with NL paths reflected by different obstacles in each cluster. Ac-

cordingly, the narrow band mmWave channel can be modelled as

H =

√
NrNt

NCNLPL

NC∑
c=1

NL∑
l=1

ιc,laNr(θr,c,l, ϕr,c,l)a
H
Nt

(θt,c,l, ϕt,c,l), (2.10)

where PL denotes the average path loss. ιc,l is the complex gain of the lth path

in the cth cluster. aNt(θt,c,l, ϕt,c,l) and aNr(θr,c,l, ϕr,c,l) are the transmit and receive

steering vectors for uniform planar arrays (UPAs) (see Fig 2.3 for a simple UPA

model), respectively, where the azimuth θt,c,l/θr,c,l and elevation ϕt,c,l/ϕr,c,l angles

correspond to the angle of departures (AoDs)/AoAs for each path in their clusters.

Furthermore, assuming half-wavelength spaced elements are utilised, the steering

vector is defined as

aV (θ, ϕ) = 1√
V

[1, a1(θ, ϕ), . . . , aV−1(θ, ϕ)]T , (2.11)

where av(θ, ϕ) = ej
2π
λ
rTv u(θ,ϕ); V is the number of antennas on the UPA; rv =

[xv, yv, zv]
T is the coordinate of the vth antenna element and u(θ, ϕ) = [cos θ cosϕ,

sin θ cosϕ, sinϕ]T is the unit-norm direction vector. In this thesis, the z-axis indi-

cates the antenna element height measured from the UPA plane, which is assumed

to be negligible, i.e., zv ≈ 0. The channel model in (2.10) refers to a narrow band

channel because the delay spread is smaller than the symbol time.
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Figure 2.3: A simple model of UPA.

Alternatively, if each path arrives with a distinct delay, the wideband delay-d

channel is adopted, which is modelled as [48]

Hd =

√
NrNt

NCNLPL

NC∑
c=1

NL∑
l=1

ιc,lp(dTsym − τc,l)aNr(θr,c,l, ϕr,c,l)a
H
Nt

(θt,c,l, ϕt,c,l), (2.12)

where p(dTsym − τc,l) is the raised-cosine pulse shaping filter with Tsym-spaced

symbols, τc,l is defined for the lth path in the cth cluster.

2.3.2 Channel Capacity

In this subsection, we review different kinds of capacities of a narrow band Nr×Nt

MIMO channel.

We first express the Shannon capacity (i.e., instantaneous capacity), which

is the maximum data rate that can be achieved in a noisy channel while main-

taining arbitrarily low error rate [25], for channel state information (CSI) at the

receiver. With CSI at the receiver, distributing the transmit power Pt evenly

among the Nt streams is the optimal power allocation approach, and we have the

Shannon capacity as [25]

R = log2 det

{
INr +

Pt

Ntσ2
HHH

}
bit/s/Hz, (2.13)

where INr is the identity matrix with size Nr. σ
2 is the AWGN noise power.
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By applying the singular value decomposition (SVD) to the channel matrix

H, we have the ordered singular values λ1 ≥ λ1 ≥ . . . ≥ λnmin
with nmin =

min(Nt, Nr). Thus the above capacity expression can be simplified as

R =

nmin∑
i=1

log2

(
1 +

Pt

Ntσ2
λ2i

)
bit/s/Hz. (2.14)

Under the Rayleigh fading channel assumption, in the high SNR = Pt

σ2 region,

the capacity can be approximated as

R ≈ nmin log2

Pt

Ntσ2
+

nmin∑
i=1

log2 λ
2
i bit/s/Hz. (2.15)

Conversely, in the low SNR region, we approximate the capacity as

R ≈ PtNr

σ2
log2 e bit/s/Hz. (2.16)

In the low SNR region, since CSI is not available at the transmitter, the signals

from various antennas cannot be combined by using transmit beamforming [25].

Therefore, the performance of an Nr × Nt MIMO system is similar to that of an

Nr×1 single-input-multiple-output system, whose capacity in the low SNR region

can be also approximated by (2.16).

With CSI at the receiver, another capacity defines the maximum data rate

that can be transmitted over a channel given a fixed minimum transmission rate

Rmin at the transmitter and its corresponding outage probability, which is the

probability that the signals fail to be decoded correctly [30], is called the capacity

with outage. The transmitter fixes a minimum transmission rate because it

knows neither the channel realisation nor the capacity. Therefore, the average

rate received over many transmission bursts without errors is given as [30]

Rout = Rmin

(
1− P

(
log2 det

{
INr +

Pt

Ntσ2
HHH

}
< Rmin

))
, (2.17)

where P
(

log2 det
{
INr + Pt

Ntσ2HHH
}
< Rmin

)
is the outage probability.

Next, we discuss the Shannon capacity of a narrow band Nr × Nt MIMO

channel with full CSI. With CSI at the transmitter, the optimal power allocation

approach is to allocate power to the sub-channels based on their strength according

to the waterfilling policy [25]. Given the first nmin singular values λ1 ≥ λ1 ≥ . . . ≥
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λnmin
of H, representing the strength of the nmin eigenchannels, the transmit power

of the ith eigenchannel after waterfilling is [25]

Pt,i = max

(
0,
µ∗ − σ2

λ2i

)
, (2.18)

where µ∗ is chosen so that the total power constraint Pt =
∑nmin

i=1 Pt,i is met.

Therefore, the Shannon capacity is cast as [25]

R =

nmin∑
i=1

log2

(
1 +

Pt,iλ
2
i

σ2

)
bit/s/Hz. (2.19)

For the high SNR region, the waterfilling strategy allocates equal power to

all nmin eigenchannel channels, i.e., Pt

nmin
[25]. Therefore, the capacity at high SNR

region with full CSI can be approximated as

R ≈
nmin∑
i=1

log2

(
1 +

Pt

nminσ2
λ2i

)
bit/s/Hz. (2.20)

Comparing (2.14) and (2.20), it is evident that with full CSI, there is a Nt

nmin
-fold

power gain compared to that with CSI at the receiver only. In this thesis, the

waterfilling power allocation will be considered as further work.

For the time-varying channel, by taking the expectation on the Shannon ca-

pacity equations, we can have the ergodic capacity , which takes into account

the statistical behaviour of the channel over a long time period [25].

Apart from these, an alternate capacity definition is called outage capacity,

which is the maximum data rate such that the outage probability is less than ϵ

[25]. Given the outage probability when the data rate is R, which is written as

pout = P
{

log2 det

{
INr +

Pt

Ntσ2
HHH

}
< R

}
, (2.21)

then we have outage capacity as the largest data rate R such that pout ≤ ϵ. In

Fig. 2.4, we plot the empirical cumulative distribution function (CDF) (i.e., outage

probability pout v.s. channel capacity R) of the 16 × 16 mmWave narrow band

MIMO channel by using the channel model in (2.10) for the centre frequency at 28

GHz in terms of SNR = 0, 5, 10 dB respectively. Given that the outage probability

pout ≤ 0.3, we get the outage capacity of approximately 26 bits/s/Hz, 36 bits/s/Hz,

and 48 bits/s/Hz for SNR at 0 dB, 5 dB, and 10 dB, respectively.
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Figure 2.4: Outage probability v.s. channel capacity at SNR = 0, 5, 10 dB
for 16× 16 mmWave narrow band MIMO channel.

2.3.3 Beamforming Architectures

2.3.3.1 Full Digital Beamforming

The conventional MIMO beamforming architecture is the full digital beamforming,

as shown in Fig. 2.5(a), where each antenna element connects with a single RF

chain, and signals are processed only in the BB by the digital beamformers. Given

the narrow band Nr × Nt MIMO channel H ∈ CNr×Nt and the Ns transmit data

stream s ∈ CNs×1, the received signal with full digital beamforming is written as

y = WHHFs + WHz, (2.22)

where y ∈ CNs×1 and z ∈ CNr×1 are the received signal and the AWGN vectors,

respectively. W ∈ CNr×Ns and F ∈ CNt×Ns denote the BB combiner and precoder

matrices, respectively. The design of full digital beamformers is based on the SVD

of the MIMO channel H [49].

However, conventional full digital beamforming is only a practical beamform-

ing architecture for microwave MIMO communications, where a small number of

antenna elements (usually up to eight elements) is required on an antenna array.

For mmWave MIMO communications with a large number of antenna elements

(commonly 32-256 elements), the full digital beamforming architecture becomes
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(a) (b)

(c) (d)

Figure 2.5: Different transmit/receive beamforming architectures: a) full
digital beamforming; b) analogue beamforming; c) fully-connected hybrid
beamforming; d) subarray hybrid beamforming.

very power-consuming and expensive due to the element-wise RF connections and

hardware constraints [50]. Therefore, in order to reduce the costs of full digi-

tal beamforming architecture, analogue and hybrid beamforming architectures are

proposed for the mmWave MIMO communications, which are reviewed as follows.

2.3.3.2 Analogue Beamforming

In order to reduce power consumption and hardware cost, analogue beamforming

is adopted for mmWave MIMO communications, which is realised by digitally

controlled PSs [50]. As shown in Fig. 2.5(b), antenna elements are connected to a

single RF chain through PSs. Given the narrow band Nr×Nt MIMO channel H ∈
CNr×Nt and the single transmit data stream s, the received signal with analogue

beamforming is written as

y = wHHfs+ wHz, (2.23)
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where y and z ∈ CNr×1 are the received signal scalar and the AWGN vector, respec-

tively. The notations w ∈ CNr×1 and f ∈ CNt×1 denote the analogue combiner

and precoder vectors, respectively. The design of the analogue beamformers is

equivalent to adjusting the weights of PSs by digital signal processing strategies,

such as beam alignment and beamspace MIMO [51, 52] to steer the beam and

thus, maximising the SE. An advanced design strategy is also explored in [53],

where deep learning is added to design the beamformers by offline training.

Nevertheless, there are still some disadvantages that limit the performance

of the analogue beamforming architecture. For instance, the lack of amplitude

adjustment, the number of quantisation bits, the insertion loss and non-linearity

of the PSs, the quality of channel estimation, and the proportionally increased

power consumption in terms of the quantisation bits [50, 54]. Moreover, a dis-

tinct limitation given by this beamforming architecture is obvious from (2.23),

that is, it can only support single-stream or single-user scenarios. Therefore, the

hybrid beamforming architecture, which can support multi-stream or multi-user

transmissions with a reduced number of RF chains is proposed.

2.3.3.3 Hybrid Beamforming

Hybrid beamforming architecture separates the signal processing in the RF and

BB domains with a reduced number of RF chains, which increases the diversity

and multiplexing gains for the MIMO systems. The RF beamformers can be

realised by PSs, lenses, and switches. In this thesis, we focus on the PS-based

RF beamformers. With hybrid beamforming architecture, MIMO multi-stream or

multi-user transmissions as well as interference mitigation can be realised. There

are two commonly used types of hybrid beamforming architectures, namely [11,

20]:

• Fully connected structure, where each RF chain connects to each antenna

(i.e., all the antennas are connected to each of the RF chains), see Fig. 2.5(c);

• Subarray structure, where each RF chain only connects to a disjoint subset

of antennas, see Fig. 2.5(d).

Assume that the transmitter and receiver have NRF
t and NRF

r RF chains,

respectively. Given the narrow band Nr×Nt MIMO channel H ∈ CNr×Nt and the

Ns transmit data stream s ∈ CNs×1, we have the received signal after the hybrid
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beamforming architecture as

y = WH
BBW

H
RFHFRFFBBs + WH

BBW
H
RFz, (2.24)

where y ∈ CNs×1 and z ∈ CNr×1 are the received signal and the AWGN vectors,

respectively. WRF ∈ CNr×NRF
r and WBB ∈ CNRF

r ×Ns denote the RF and BB

combiner matrices, respectively. FRF ∈ CNt×NRF
t and FBB ∈ CNRF

t ×Ns represent

the RF and BB precoder matrices, respectively. Note that the number of RF

chains should satisfy the constraints of Ns ≤ NRF
t ≤ Nt and Ns ≤ NRF

r ≤ Nr.

Based on the extension of the standard orthogonal matching pursuit algo-

rithm, a novel hybrid beamforming design is proposed in [55]. In addition, an

effective alternating minimisation algorithm is studied in [56] for hybrid beam-

forming design, which shows a better performance than the existing design al-

gorithms. Although the fully connected structure can provide better SE than

the subarray one, the latter one has a better energy efficiency and is less power-

consuming [57]. Therefore, in this thesis, the subarray-based hybrid beamforming

is adopted. However, both structures can provide low hardware cost solutions for

the mmWave MIMO system.

2.4 In-Band-Full-Duplex Transmission

Currently, bi-directional communications are enabled by HD transmission tech-

niques, such as time-division-duplexing (TDD) and frequency-division-duplexing

(FDD), to avoid SI [58]. In TDD mode (see Fig. 2.6(a)), uplink (UL) and down-

link (DL) transmissions are orthogonal in the time domain with a guard band

between them to ensure the normal operation of UL and DL circuits, whereas in

FDD mode (see Fig. 2.6(b)), the orthogonality between UL and DL transmissions

moves to the frequency domain, where a guard band is needed as well to reduce

the interference leakage [58]. However, HD transmission insufficiently uses the

radio spectrum due to the orthogonality in the time/frequency domain and also

brings handshaking overhead for bi-directional point-to-point communication and

protocol overhead for applying for multiple access in TDD mode.

Moreover, there is a trade-off between SE and delay by using HD transmission.

For TDD, even if the full spectrum is utilised for both DL and UL to provide good

SE, additional delay is introduced due to switching time slots for DL and UL

communications. On the contrary, although FDD avoids the delay for alternating
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(a) (b)

(c)

Figure 2.6: Time-frequency usage between UL and DL communications of:
a) TDD; b) FDD; c) IBFD.

the time slots, it uses different radio spectra for DL and UL communications,

which degrades the SE. Therefore, to remove the guard band and efficiently use

the time slot and radio spectrum, IBFD transmission (see Fig. 2.6(c)), where UL

and DL communications can occur in the same time and frequency band, has been

proposed as another breakthrough for 6G wireless networks [59].

The most distinct benefit taken by IBFD is the nearly doubled SE compared

to HD due to the simultaneous transmission of UL and DL signals in the same

time and frequency band [60, 61]. Besides, in the end-to-end (E2E) relay system6

(see Fig. 2.7 for a simple system diagram), as the relay node can receive the

signal from one node and transmit the data to the other node simultaneously in

the IBFD mode, the E2E delay can be significantly reduced [62]. In addition,

in the IBFD mode, the feedback information is received while transmitting the

data signals, which can provide a shorter air interface latency [63]. Moreover,

introducing the IBFD mode to the transceiver and enabling the option of choosing

HD or IBFD depending on the demand increases the spectrum usage flexibility [64].

6E2E communication is the direct communication between the source and the destination
without considering any intermediaries between them. When one or more relays are added as
intermediaries, they form an E2E relay system.
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Source Destination

Relay

Figure 2.7: An illustration of an E2E relay system.

In terms of network secrecy7, IBFD increases the interference that an eavesdropper

receives since the eavesdropper will receive a mixed signal from the target node

that contains both DL and UL information due to the node operating in IBFD

mode [66].

However, the IBFD also faces a big challenge that need to be overcome.

Since in an IBFD node, the DL and UL communications occur at the same time-

frequency resource, it naturally gives rise to SI at the node. Typically, the mag-

nitude of the SI can be more than 100 dB stronger than the signal of interest, as

discussed in [67]. Such a high SI power can significantly exceed the hardware dy-

namic range and distort the benefits of IBFD transmission. Thus, it is important

to reduce SI power before down-conversion by efficient SIC techniques. Unfor-

tunately, as mentioned in [68], the difficulties of SIC arise due to its inability to

cancel the NLoS component of the SI signal. It is due to the fact that the present

SI channel estimation methods have proved to be inaccurate due to the strong

antenna correlation in the near-field region. Moreover, in general, the channel

estimation for microwave communications assumes steady oscillator phase noise

(PN); however, for mmWave communications, this assumption can cause large es-

timation error, since the PN changes rapidly and cannot be ignored. In [68], with

the Rician SI channel model, a joint SI channel and PN estimation algorithm for

mmWave communications using the Kalman filter is proposed, which is shown to

achieve its MSE lower bound successfully. With an efficient estimator, the RSI

can be decreased to an acceptable amount. Moreover, the power consumption and

transceiver complexity are both increased since additional components are needed

for interference cancellation [69].

Note that the knowledge of the impact of IBFD operations in the 3GPP FR2

band is limited, since the wideband channel model for IBFD operations still needs

thorough investigation.

7The network secrecy is one of properties of communication networks, which ensures that
data sent to authorised receivers cannot be obtained by eavesdroppers [65].
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(a) (b)

Figure 2.8: IBFD antenna configurations with a) separate antenna; b)
shared antenna.

2.4.1 Antenna Configuration

In mmWave frequencies, there are two potential antenna configurations [70, 71],

as shown in Fig. 2.8. The first one is the separate antenna configuration ,

where the transmitter and receiver have their own antenna arrays. The second

one is the shared antenna configuration , where a circulator is used to let the

transmitter and receiver share the same antenna array. The circulator separates

the transmit signals from the received signals as well as ensuring communications

through the same antenna array.

In IBFD mode, the SIC for the separate antenna configuration can be realised

by isolating the transmitter and receiver and/or blocking the signals between them

[72]. For the shared antenna configuration, the SI signal is mitigated by the circu-

lator, whose cancellation ability depends on the quality of the circulator. However,

only a small degree of SIC can be achieved by circulator for mmWave frequencies,

e.g., only 18 dB isolation is provided [73], which is worse than for the microwave

frequencies [59]. Although the separate antenna configuration needs more area and

additional antenna arrays than the other configuration, it is more flexible in terms

of SIC as the locations of the transmitter and receiver can be changed individually.

And also, the SI signal at one antenna element from the adjacent antenna element

can also be mitigated in the separate antenna configuration, while it can not be

handled in the shared one [59].

2.4.2 Self-Interference Cancellation

As aforementioned, the SI signal power due to IBFD transmission can be more

than 100 dB higher than the desired signal. We use a femto cell cellular system

28



2.4 In-Band-Full-Duplex Transmission

as an example [74]. Given that the BS has a transmit power of 21 dBm and the

receiver noise floor has a power of -100 dBm, the BS can experience about 106

dB SI by assuming approximately 15 dB isolation on the IBFD node. Therefore,

cancelling such an amount of SI signal is necessary for maintaining the benefit of

IBFD transmission. Typically, the SI can be cancelled in three domains, i.e., in

propagation, analogue, and digital domains [59], which are introduced as follows.

• Propagation domain SIC: Propagation domain cancellation is a passive SIC

technique, which electromagnetically isolates the transmit signals from the

received signals before they appear in the receiver chain circuitry [74]. Differ-

ent from the propagation domain SIC for the shared antenna configuration,

which is realised by a circulator, for the separate antenna configuration, the

propagation domain cancellation is achieved by using a combination of direc-

tional isolation, absorptive shielding, and reduced cross-polarisation mixing

[72]. However, the quality of propagation SIC depends on the characteristic

of the SI signal. For instance, 74 dB cancellation can be provided in the

anechoic chamber, where less reflection is observed for the SI signal; how-

ever, only 46 dB suppression is achieved in the indoor office, where severe

reflections occur [72]. Moreover, the propagation domain SIC has good abil-

ity of cancelling the direct path SI, but it can not distinguish reflected path

SI from the desired signal [74].

• Analogue domain SIC: Analogue domain cancellation is an active SIC pro-

cess based on a subtraction idea, where a replica of the received SI signal

generated by the analogue canceller is inserted into the receiver chain to sub-

tract the received SI. Analogue domain SIC is adopted before the ADC and

may be adopted before/after the down-converter and the low-noise amplifier

[74, 75]. It is an important process to avoid ADC saturation due to the high-

power SI signal. The analogue canceller is made up of a limited number of

tunable delay lines, constructed by electrical attenuators and micro-strips or

cables, to capture the multipath nature of the SI channel. However, these

electrical components experience high insertion loss, propagation loss, and

coupling loss that distort the analogue cancellation performance, especially

for the wideband mmWave channel [61, 75]. Therefore, for the wideband

channel, the OD-based analogue canceller has been proposed in [21] to re-

duce the distortions.
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• Digital domain SIC: The digital domain cancellation is applied after the

ADC and is realised by conventional beamforming design and digital signal

processing strategies [61]. However, due to the limitation of ADC dynamic

range, the SI signal must be reduced sufficiently in the propagation and ana-

logue domain before entering into the ADC. Therefore, digital cancellation

is typically adopted in the final stage of SIC to cancel the RSI. Additionally,

the performance of digital cancellation can also be limited by the quality of

SI channel estimation and the non-linearity of the hardware.

In Chapter 3, we will introduce a three-staged SIC strategy for the FR2-

IBFD-IAB networks operating at the mmWave frequencies.

2.5 Integrated Access and Backhaul Networks

In the technical specification TR 38.874 of 3GPP Release 16, IAB architectures,

radio protocols, and physical layer aspects related to relaying of access traffic by

sharing radio resources between access and backhaul links are investigated [13].

These initial studies show the benefits of in-band backhauling over out-of-band

backhauling for access links. However, fundamental results for IBFD operations

are still in their infancy.

Motivated by the 3GPP Release 16, plug-and-play deployment [13], multi-hop

networks [76], and IAB network performance analysis [77] have been studied in

recent research. Although the authors in [78] conclude that all-wired networks (i.e.,

all BSs connect to the core network by fibre directly) give better performance than

IAB networks, IAB networks provide a good solution for reducing the deployment

cost in FR2 band dense wireless networks.

According to the 3GPP specification [13], IAB networks are typically deployed

in two modes, namely standalone (SA) mode and non-standalone (NSA) mode, as

shown in Fig. 2.9. In the SA mode shown in Fig. 2.9(a), the IAB node connects

to the next-generation core (NGC) network via the IAB donor (i.e., gNB), and

the UE also operates in the SA mode to communicate with the IAB-node. For

both of the links, only new radio (NR) radio interface (i.e., NR Uu8) is used. In

Fig. 2.9(b), the UE is connected in the NSA manner, while the IAB-node is in the

SA mode. In this scenario, both long term evolution (LTE) Uu and NR Uu can be

used for the UE, and NR Uu is utilised for backhauling. Further, if the IAB-node

8Uu is a term used in 3GPP documents for the radio interface between the UE and the BS.
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Figure 2.9: Examples of IBFD-IAB network architectures operating in SA
mode and NSA mode: a) UE: SA with NGC, IAB node: SA with NGC; b)
UE: NSA with evolved packet core (EPC), IAB node: SA with NGC; c) UE:
NSA with EPC, IAB node: NSA with EPC.

works in the NSA mode, it is also connected to the evolved NodeBs (eNBs) (i.e.,

the fourth generation BSs), as shown in Fig. 2.9(c). Thus, a UE in the NSA mode

can choose to connect the IAB-connected eNB or a different one. In the third

scenario, the IAB-node can utilised the LTE Uu for initial access, route selection,

and so on.
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A multi-hop FR2-IAB network in SA mode is shown in Fig. 2.10(a). In this

figure, there are three kinds of nodes listed as follows,

• A single logical IAB donor, which is the source node, is also known as the

gNB. It takes responsibility for functionality and splits according to the

3GPP next generation radio access network architecture [79]. Usually, the

gNB has a wired connection to the NGC and wireless connections to other

nodes.

• IAB-nodes, which wirelessly communicate with both backhaul and access

links, provide IBFD/HD operations and perform IAB-specific tasks such as

resource allocation, route selection, and optimisation. The IAB-nodes can

be connected to other HD-IAB-nodes or IBFD-IAB-nodes.

• UE nodes, which request and receive the contents via IBFD or HD operation

from IAB-nodes.

The wireless links between the gNB and/or IAB-node to IAB-node are called

backhaul links; those between the gNB and/or IAB-node to UE are named as

access links. In the SA architecture illustrated in Fig 2.10(a), IAB-nodes forward

their own backhaul traffic to the core network in different spectrum, whereas, with

this general star topology, the authors in [80] consider a central station delivering

the backhaul traffic from multiple nodes, which may require efficient interference

management schemes.

There are two kinds of topology models to characterise such multi-hop net-

works. The first one is the spanning tree (ST) model, where one IAB-node con-

nects to only one parent node (i.e., the gNB or another IAB-node). The second

model uses directed acyclic graphs (DAGs), where one IAB-node has multiple par-

ent nodes, or has multiple routes to one parent node, or a combination of these

two cases [13, 78]. For the multi-hop IAB networks, a simple and low-complexity

architecture, the central unit (CU)/distributed unit (DU) split architecture, is

preferred in the studies [78, 81], and is shown in Fig. 2.10(b), where the CU and

DU represent external interfaces of the node. In this architecture, the IAB-node

has two NR functional units: the mobile termination (MT) unit, which controls

the upstream link connection with the gNB or the IAB-node; and the DU, which

provides connections to UEs or MTs on other IAB-nodes of the downstream link.

The gNB has two functional units as well: the CU is responsible for serving the

DUs on all IAB-nodes and the gNB itself, while the DU provides support to the
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Figure 2.10: a) Illustration of multi-hop FR2-IAB network architecture
diagram in SA mode; b) CU/DU split architecture for multi-hop IAB network.

UEs and MTs of downstream IAB-nodes. The F1* function connects the interface

of the IAB-node to the interface of the gNB. It runs on the radio link control

(RLC) channels, representing the connections between the DU and the downlink

MT or UEs.

2.6 Integrated Sensing and Communications

According to Chapter 1, 6G will explore sensing as a new capability so that future

wireless networks can go far beyond communications [7]. Motivated by this new

opportunity, with the large available bandwidth in the FR2 band and the use of

large-scale antenna arrays, the development of ISAC systems has become one of

the major goals in 6G [12]. ISAC systems make radar and communication systems

share the same spectrum resources and hardware. This allows cooperation between
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high-resolution/accuracy sensing and rate-enhanced communications, reducing the

cost and power consumption, and increasing the efficiency. Moreover, the latency

of transferring information from one system to another in conventional radar and

communication systems can be reduced. With ISAC systems, new 6G applications

such as V2X communications, earth mapping, gesture recognition, and medical

diagnosis become possible [6]. By leveraging ISAC, two gains can be obtained,

one is the integration gain, and the other is the coordination gain [82].

The integration gain is straightforward since hardware, energy, and spectral

sources now can be shared by both radar and communication systems, which

improves corresponding efficiencies and reduces hardware and signalling costs.

The coordination gain is given by the cooperation between sensing and com-

munications. On the one hand, communications can assist sensing, where the

wireless communication network acts as a sensor. With device-based sensing,

communications-assisted sensing will enable the perceptive cellular network in 6G

to perform channel knowledge map construction, human counting, cooperative

localisation, imaging, etc. On the other hand, sensing can assist communica-

tions to achieve high-accuracy beamforming, advanced V2X communications, etc.

Moreover, sensing-assisted communications can make everywhere visible by the

networks in the mmWave communications.

Additionally, IBFD can be embedded into ISAC systems to explore extra

gains. For instance, operating radar and communication tasks at the same time

and frequency band can reduce the network latency and increase the sensing reso-

lution/accuracy as well as communication rates, compared with sensing and com-

munications under different time, frequency, or spatial (i.e., HD). However, new

challenges will emerge, which will need solutions from engineers and scientists to

enable the feasibility of the IBFD-ISAC in 6G. Some of the critical challenges are

listed below.

• Joint sensing and communication waveform design: The waveform design

for individual radar and communication systems is nearly mature. How-

ever, for the ISAC, applying sensing/communication waveform design to

support two functionalities simultaneously is not optimal, as the perfor-

mance is only guaranteed for sensing/communications [82]. Therefore, joint

sensing and communication waveform design, which considers the trade-off

between radar and communication performance, is desired for ISAC systems.
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Unfortunately, the joint waveform design faces challenges that delay its de-

velopment, for instance [82, 83], i) the high computational complexity of

implementing optimisation, which makes it hard to be applied in practical

devices; ii) lacking fundamental waveforms for joint design to achieve accept-

able communication SE and satisfactory sensing accuracy; iii) most of the

fundamental limits should be considered for joint design in ISAC systems

are still unclear.

• Trade-off in hardware integration: ISAC systems integrate the hardware of

radar and communication systems, which reduces the hardware cost of the

system and avoid the additional latency introduced by transferring infor-

mation from one system to another. However, there is still a trade-off that

needs to be considered when integrating the hardware. Thanks to the IBFD

transmission, antenna isolation is one of the essential strategies for efficient

SIC; however, for IBFD-ISAC systems, high-level antenna isolation can dis-

tort the accuracy of static target detection [84]. Therefore, the antenna

isolation level should be selected considering both radar and communication

performance. The active SIC performance should be improved by advanced

techniques to compensate for the SIC ability loss in the passive stage.

• Trade-off between secrecy and network performance: The physical layer se-

crecy performance of 6G communications becomes more important than in

previous generations. This is because 6G networks will be used by more

high-privacy institutions and wireless networks, such as the national defence

department, hospital, and V2X communications. However, secrecy solutions

for communication only networks, such as sending jamming signals or re-

ducing the signal power in the direction of the eavesdropper, result in a

trade-off between the secrecy and the IBFD ISAC network performance [85].

The former can contribute additional SI to the RSU caused by transmitting

jamming signals due to the IBFD transmission, which will distort the sensing

performance. Also, if the UE is located in the same direction as the eaves-

dropper, reducing the signal power can effect the received SNR of the UE as

well as the sensing performance. Therefore, designing a robust high-secrecy

strategy for IBFD ISAC networks is an urgent requirement.
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2.7 Summary

This chapter introduces the basic techniques used in this thesis. Firstly, we review

the modelling of the wireless channel, which includes the path loss model, shadow-

ing effects, and statistical small-scale fading channel models used throughout the

thesis. Secondly, we discuss the advantages and challenges of mmWave systems,

as well as introduce different channel models, capacity expressions, and beam-

forming architectures of mmWave MIMO systems. Thirdly, an overview of IBFD

transmission is presented, including its potentials and challenges, antenna con-

figurations, and SIC strategies. Fourthly, the fundamentals of IAB networks are

reviewed. The FR2-IBFD-IAB networks at mmWave frequencies are the dominant

systems designed and analysed in this thesis. Finally, the benefits and limitations

of ISAC are summarised. The design of FR2-IBFD-IAB-ISAC systems is the main

objective of Chapter 4.

In the era of 6G, it is obvious that wireless networks will experience a higher

demand for data rate and new functionalities to support the significant growth of

wireless devices and applications. In order to achieve these goals, exploring the

large available bandwidth in mmWave frequencies and adopting IBFD transmis-

sion are necessary. Moreover, the complexity of wireless systems also increases

as the number of devices and functionalities increases, which facilitates the need

for low-cost BS deployments and beamforming architectures. Therefore, in this

thesis, the IAB networks with hybrid beamforming, which only require fewer wired-

connection BSs and a reduced number of RF chains, become the pillar of the design

of next generation wireless networks. Furthermore, since 6G wireless networks

will add sensing as one of its new functions, the investigation of ISAC systems

will provide benefits for high-resolution, high-data-rate V2X communications. In

a nutshell, the core of this thesis is to design and analyse low-cost, high-efficiency

wireless networks with the help of mmWave frequencies and IBFD transmission.

In Chapter 3, we focus on the communication only scenario to study the

efficient RF codebook design and three-staged SIC strategy for the single-cell FR2-

IBFD-IAB networks. By moving to the ISAC scenario, Chapter 4 designs an FR2-

IBFD-IAB-ISAC system, where a sub-optimal solution is provided to maximise the

SE by transceiver design and minimise the radar tracking MSE by UKF. Finally,

in Chapter 5 we study the performance of multi-cell FR2-IBFD-IAB networks by
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stochastic geometry analysis 9. Some important assumptions used in this thesis

on the networks are highlighted as follows.

• For the IAB networks, we assume both backhaul and access links are in SA

mode. According to Section 2.5, the reason why SA structure is considered is

that the NSA architecture permits IAB-nodes and UEs to communicate with

both eNBs as well as gNBs; however, SA only allows connections with gNBs,

which is considered for future wireless communication network environments

[13]. With minor modifications, the present design and analysis in this thesis

can be used for NSA as well.

• In this thesis, we adopt separate antenna arrays on the IBFD nodes for

system design and analysis. Since antenna domain SIC for separate antenna

arrays using antenna isolation can provide better performance than using

the circulator on the shared antenna array.

• In Chapter 5, the MHCPP point process is utilised for modelling the deploy-

ment of gNBs. In the real world, the BSs are not entirely deployed randomly

or regularly, which results in the deterministic or PPP model becoming insuf-

ficient. Therefore, MHCPP is applied, where a hard-core distance (i.e., the

minimum distance that two gNBs are separated in the network) is utilised.

The MHCPP model reflects the repulsion among gNBs. Since gNBs act as

wired-anchored BSs, two gNBs should not be spaced too close together or

have too much of an overlap in their coverage areas.

9Note that for presenting the thesis in a good logic, the chapter order is changed after the
viva.
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Chapter 3

Design and Analysis of

In-Band-Full-Duplex

Millimetre-Wave Integrated

Access and Backhaul Networks

3.1 Introduction

As studied in Chapter 2, FR2 band communications at mmWave frequencies have

been identified as the key technology for the 6G wireless communications to pro-

vide much larger bandwidth, highly directional beamforming, and high data rate

services. In addition, adopting the IAB networks enables cheap and dense de-

ployment while extending the coverage in mmWave frequency band. Despite the

visible advantages of this architecture, the study of IAB networks is still in its

infancy.

In this chapter, we study the communication only scenario for the FR2-IBFD-

IAB networks at mmWave frequencies. Compared with the HD mode, thanks

to simultaneous transmissions, the IBFD mode can almost double the SE [59,

88]. However, as mentioned in the previous chapter, the major obstacle of IBFD

Work in this chapter has been published in IEEEWireless Communications Magazine, Febru-
ary 2021 [86] and IEEE Transactions on Wireless Communications, June 2022 [61], with a pre-
liminary version presented at IEEE ICC 2021 [87].
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communications is the existence of strong SI, which can easily be more than 100 dB

stronger than the signal of interest [89]. Therefore, finding efficient SIC techniques

is important for IBFD operation and has recently been a popular research topic.

Through hardware prototype measurements in 28 GHz, the authors in [90] evaluate

the framework’s link-level SI reduction in the propagation domain and system-level

performance to verify the feasibility of IBFD-IAB systems; however, the large-

scale antenna array and hybrid beamforming, which are important for mmWave

communications, were not considered.

For the wideband mmWave IBFD communications, we leverage a three-stage

SIC, which consists of (i) the antenna isolation stage (i.e., by isolating the transceiver

antennas electromagnetically for passive cancellation) [72], (ii) the analogue can-

cellation stage (i.e., by establishing a circuit canceller between each transceiver

pair to replicate the SI channel as accurately as possible) [91], and (iii) the digital

cancellation stage (i.e., handling of the RSI left by previous stages by designing

efficient beamformers) [89, 92, 93]. In the analogue cancellation, the conventional

micro-strip analogue canceller requires a huge number of taps for wideband SIC.

However, due to the large insertion losses and realisation of hundreds of taps,

wideband SIC becomes infeasible in practice. Besides, it is challenging for the

micro-strip analogue canceller to be directly extended to mmWave scenarios due

to the hardware limitation (i.e., RF components usually do not have such process-

ing properties at the mmWave frequencies). Thus, a hardware efficient OD-based

analogue canceller has been investigated in [21] for the single antenna system.

However, the OD-based analogue cancellation for multi-antenna systems and IAB

networks is lacking in the literature.

The hybrid beamforming design algorithms in [10, 11, 20, 55, 94] need to

access the large and sparse mmWave channel matrix, which is hard to acquire due

to the use of large antenna arrays, the complex transceiver architecture, and the

large bandwidth at mmWave frequencies [95]. Although the compressed sensing-

based channel estimation approaches are presented in [96], it is difficult to realise in

practical scenarios because of the high computational complexity. Instead, the RF

effective channel is estimated using standard estimation methods in practice, where

the RF beamformer matrices are selected from the pre-defined codebooks. In [11],

the RF codebook is designed by the Lloyd type algorithm. A K-means-based

beam codebook is proposed in [17], whose codewords are defined by maximising

the beamforming gain. Unfortunately, their vector-wise codebooks may lead to a

low-rank beamforming matrix, which directly amounts to a loss in the degrees of
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freedom for transmit and received beamforming, especially when the number of

RF chains is more than one.

Further, the HWI, which take into account the imperfection in the hardware,

have not been considered in most of the studies to date. However, the authors

in [97] have mentioned that the independent complex Gaussian noise model can

optimally capture those combined non-ideal hardware effects.

Based on the above motivations, in this chapter, we investigate the design

and analysis of single-cell single-hop backhaul FR2-IBFD-IAB multiuser networks

with subarray-based hybrid beamforming. The contributions of this chapter are

given as follows:

• For the subarray hybrid beamforming scheme, the RF beamformers are se-

lected by scanning from the matrix-wise codebooks, designed with our mod-

ified MSE-based LBG algorithm, and the RF effective channel can be then

estimated with standard estimation methods.

• We adopt a staged SIC scheme in this chapter, where the antenna domain

cancellation is assumed to be successfully applied. We handle the SI in the

analogue and digital domains, where the analogue cancellation is realised by

the OD-based canceller connected with the RF chain pairs on the IAB-node

to reduce the space and cost. Compared with the conventional micro-strip

analogue canceller, the OD-based canceller can provide a significant num-

ber of true delay lines for wideband operations. The digital cancellation is

realised by successive interference cancellation and the MMSE BB combiner.

• In order to explore how the RSI caused by the HWI and RF effective channel

uncertainties can affect the performance of the networks, we analyse the SE

of the backhaul link by varying the HWI factors and SI RF effective channel

estimation errors.

The rest of the chapter is organised as follows. In Section 3.2, the system

and channel models are identified, where a discussion on different types of HWI

models is presented, followed by introducing the OD-based analogue canceller

design in Section 3.3. Then, the modified LBG algorithm for the RF codebook

design is proposed in Section 3.4, where RF effective channels are estimated with

selected RF beamformer pairs. Next, digital SIC is processed in Section 3.5.

In Section 3.6, the SE expressions are evaluated, followed by the design of BB
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Figure 3.1: Illustration of a single-cell single-hop IBFD-IAB multiuser
network under the SA deployment.

beamformers for both backhaul and access links. Finally, some numerical results

and a brief conclusion are shown in Section 3.7 and Section 3.8, respectively.

3.2 System and Channel Models

3.2.1 System Model

In this chapter, we consider the downlink of a single-cell single-hop backhaul FR2-

IBFD-IAB multiuser network with SA deployment and ST topology, which consists

of the IAB donor (i.e., gNB), IBFD-IAB-node and Q downlink UEs. Note that, in

this chapter, the gNB only provides backhaul link service. An illustration of this

IBFD-IAB multiuser network used in this chapter is depicted in Fig. 3.1.

The gNB and IAB-node are equipped with the subarray-based hybrid beam-

forming structure to provide a power and cost-efficient solution for connecting RF

chains to the antenna arrays [20]. The number of subarrays/RF chains at the

gNB and IAB-node is assumed to be the same as the number of UEs, i.e., Q.

Meanwhile, the number of data streams transmitted from the gNB and IAB-node

is assumed to be Q as well. For the FR2 band communications at mmWave fre-

quencies, the OFDM system is adopted, where we assume the RF beamformers

are frequency-flat and the same for all subcarriers. In contrast, the BB beamform-

ers are different for different subcarriers [11]. Since each user is assumed to have

one RF chain receiving one data stream, only analogue beamforming is required

[51]. The structure for this FR2-IBFD-IAB multiuser network is shown in Fig. 3.2.

We assume the antenna isolation has been achieved, and the analogue cancellers
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Figure 3.2: Illustration of an FR2-IBFD-IAB multiuser network with
subarray hybrid beamforming.
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3.2 System and Channel Models

are established between each RF chain pair instead of antenna pair to provide

successful analogue cancellation and reduce the hardware cost [72, 98].

Given that the length of the data block is the same as the number of sub-

carriers, i.e., K, since all subcarriers are assumed to be used [11]. At the gNB,

Q data streams are transmitted through Q RF chains and Nm
t transmit antenna

arrays. The total number of antenna arrays are equally divided into Q subarrays,

each with one RF chain. Hence, the transmitted signal at the k = 1, 2, . . . , Kth

subcarrier from the gNB is given by

xD[k] = FRFD

FBBD[k]sD[k]︸ ︷︷ ︸
x̃D[k]

+gD[k]

 , (3.1)

where FRFD = blkdiag [fRFD,1, fRFD,2, . . . , fRFD,Q] ∈ CNm
t ×Q is the block diagonal

RF precoder matrix with fRFD,q ∈ C
Nm
t
Q

×1, ∀q ∈ {1, 2, . . . , Q} representing the RF

precoder vector of the qth subarray. FBBD[k] ∈ CQ×Q represents the BB precoder

matrix. The transmit data vector sD[k] ∈ CQ×1 at the subcarrier k has the co-

variance matrix of E
{
sD[k]sHD [k]

}
= Pt

KQ
IQ, where Pt is the average total transmit

power across all subcarriers. By applying the transmit power constraint with equal

power allocation, we get the constraint on the precoder as ∥FRFDFBBD[k]∥2F = Q

for all subcarriers. The vector gD[k] ∈ CQ×1 ∼ CN (0, ϖdiag [Cov [x̃D[k]]]) cap-

tures the transmitter HWI at the gNB with ϖ << 1, where the transmitter HWI

is uncorrelated with the desired signals.

At the IBFD-IAB-node, separate antennas are configured for transmission

and reception (i.e., there are N s
t transmit antenna arrays and Q RF chains for

transmitting to UEs; and N s
r antenna arrays with Q RF chains for receiving data

from the gNB). Similarly, the subarray structure divides those antenna arrays into

Q equal panels, each with one RF chain. Without SIC, the decoded signal at the

IAB-node for subcarrier k is expressed as

yN[k] = WH
BBN[k]

WH
RFN (HND[k]xD[k] + HSI[k]xN[k] + zN[k])︸ ︷︷ ︸

ỹN[k]

+eN[k]

 , (3.2)

where WRFN = blkdiag [wRFN,1,wRFN,2, . . . ,wRFN,Q] ∈ CNs
r×Q represents the RF

combiner matrix with wRFN,q ∈ C
Ns
r

Q
×1, ∀q ∈ {1, 2, . . . , Q} denoting the RF com-

biner vector of subarray q. WBBN[k] ∈ CQ×Q is the BB combiner matrix. HND[k] ∈
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3.2 System and Channel Models

CNs
r×Nm

t and HSI[k] ∈ CNs
r×Ns

t are the ideal backhaul channel matrix and SI chan-

nel matrix at the subcarrier k, respectively. zN[k] ∈ CNs
r×1 ∼ CN (0, σ2INs

r
) is the

AWGN vector. eN[k] ∈ CQ×1 ∼ CN (0, ςdiag[Cov[ỹN[k]]]) accounts for the receiver

HWI at the IAB-node, which is uncorrelated with the desired signals, with ς << 1.

The vector xN[k] in (3.2) denotes the signal transmitted from the IAB-node

at the kth subcarrier, given as

xN[k] = FRFN

FBBN[k]sN[k]︸ ︷︷ ︸
x̃N[k]

+gN[k]

 , (3.3)

where FRFN = blkdiag [fRFN,1, fRFN,2, . . . , fRFN,Q] ∈ CNs
t×Q is the RF precoder ma-

trix with fRFN,q ∈ C
Ns
t

Q
×1,∀q ∈ {1, 2, . . . , Q} denoting the RF precoder vector of

the qth subarray. FBBN[k] = [fBBN,1[k], fBBN,2[k], . . . , fBBN,Q[k]] ∈ CQ×Q represents

the BB precoder matrix with fBBN,q[k] ∈ CQ×1,∀q ∈ {1, 2, . . . , Q}. sN[k] ∈ CQ×1 is

the transmit data vector with covariance matrix of E
{
sN[k]sHN [k]

}
= Pt

KQ
IQ and is

uncorrelated with sD[k]. The vector gN[k] ∈ CQ×1 ∼ CN (0, ϖdiag [Cov [x̃N[k]]])

denotes the transmitter HWI at the IAB node, which is uncorrelated with the

desired signals. In addition, for all subcarriers, the precoder per subarray has to

satisfy the constraint of ∥FRFNfBBN,q[k]∥2F = 1,∀q ∈ {1, 2, . . . , Q} for sending data

stream to the qth UE.

For the Q UEs, each is equipped with Nu
r receive antennas and a single RF

chain. Thus, the received signal at all UEs can be jointly written as

yU[k] = WH
RFU (HUN[k]xN[k] + zU[k])︸ ︷︷ ︸

ỹU[k]

+eU[k], (3.4)

where yU[k] = [yU,1[k], yU,2[k], . . . , yU,Q[k]]T ∈ CQ×1 with yU,q[k],∀q ∈ {1, 2, . . . , Q}
denoting the decoded signal at the qth UE. WRFU = blkdiag [wRFu,1,wRFU,2, . . . ,

wRFU,Q] ∈ CQNu
r ×Q is the RF combiner matrix with wRFU,q ∈ CNu

r ×1,∀q ∈
{1, 2, . . . , Q} being the RF combiner vector of the qth UE. HUN[k] =

[
HT

UN,1[k],

HT
UN,2[k], . . . ,HT

UN,Q[k]
]T ∈ CQNu

r ×Ns
t is the ideal access link channel matrix, where

HUN,q[k] ∈ CNu
r ×Ns

t represents the access link channel matrix from the IAB-node

to the qth UE. zU[k] =
[
zTU,1[k], zTU,2[k], . . . , zTU,Q[k]

]T ∈ CQNu
r ×1 ∼ CN (0, σ2IQNu

r
)

with zU,q[k] ∈ CNu
r ×1,∀q ∈ {1, 2, . . . , Q} being the AWGN vector at the qth

UE. The receiver HWI vector eU[k] = [eU,1[k], eU,2[k], . . . , eU,Q[k]]T ∈ CQ×1 ∼
CN (0, ςdiag[Cov[ỹU[k]]]) with eU,q[k],∀q ∈ {1, 2, . . . , Q} denoting the receiver
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3.2 System and Channel Models

HWI at the qth UE, which is uncorrelated with the desired signals.

3.2.2 Hardware Impairment Models

In the real system, since the RF and digital components on the transceiver are im-

perfect, the transceiver HWI, which can distort the system performance, cannot be

ignored. In general, the HWI take into account the imperfection in the hardware,

such as oscillator phase noise, power amplifier noise and nonlinearity, digital-to-

analogue converters (DACs) and ADCs quantisation noise, etc. The HWI can be

modelled statistically by either the additive model or the multiplicative model.

The additive model is the one we use in this thesis due to its mathematical

and analytical tractability, where HWI are modelled by the additive independent

complex Gaussian noise [97, 99]. This model is motivated by the central limit the-

orem, i.e., when adding up the impairments from different independent hardware,

the overall HWI converge to the complex Gaussian distribution. The additive

feature can be described by the Bussgang theorem, i.e., when a Gaussian input is

passing through the non-ideal hardware, the output consists of a scaled version of

the input adding with an uncorrelated HWI noise [100].

However, even if the additive model is easy to implement, the accuracy of

this model is imperfect, since most HWI are amplitude dependent. Thus, the

multiplicative model is introduced by [101], where the HWI are modelled as mul-

tiplicative amplitude and phase errors. Since these distortions affect the RF chains,

we model the HWI of this stochastic model as an additional diagonal matrix term

onto the transmitter/receiver RF precoder/combiner. For example, the RF beam-

formers of the IAB-node considering HWI is given by [101, 102]

W̃RFN = WRFNERFN, (3.5a)

F̃RFN = FRFNCRFN, (3.5b)

where ERFN = diag [(1 + βe,1)e
−jφe,1 , (1 + βe,2)e

−jφe,2 , . . . , (1 + βe,Q)e−jφe,Q ] is the

receiver multiplicative HWI matrix, CRFN = diag [(1 + βc,1)e
−jφc,1 , (1 + βc,2)e

−jφc,2 ,

. . . , (1 + βc,Q)e−jφc,Q ] is the transmitter multiplicative HWI matrix. {βe,i}Qi=1 and

{βc,i}Qi=1 denote the zero mean Gaussian distributed amplitude error with variance

σ2
βe

and σ2
βc

, respectively.{φe,i}Qi=1 and {φc,i}Qi=1 represent the zero mean Gaussian

distributed phase error with variance σ2
φe

and σ2
φc

, respectively.
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3.2 System and Channel Models

The comparison performed in [103] concluded that both the additive model

and multiplicative model bring similar effects to the system. Thus, for simplicity,

we use the additive model to describe the HWI in this thesis.

3.2.3 General Channel

For the wideband mmWave communications with the OFDM system, a CP of

length D is added to each OFDM symbol, which is equal to the number of de-

lay taps for the wideband channel. Due to the scattering effect, the mmWave

signals are likely to arrive in NC clusters, with NL paths reflected by different

obstacles in each cluster [47]. A raised-cosine pulse shaping filter p(dTsym − τc,l),
for d = 0, 1, . . . , D − 1, with Tsym-spaced symbols is utilised, where the delay

τc,l is defined for the lth path in the cth cluster [48]. Assuming UPAs with

half-wavelength spaced elements, the transmit and receive steering vectors can

be written as aNt(θt,c,l, ϕt,c,l) and aNr(θr,c,l, ϕr,c,l), respectively, where the azimuth

θr,c,l/θt,c,l and elevation ϕr,c,l/ϕt,c,l angles correspond to the AoAs/AoDs for the

lth path in the cth cluster. The steering vector uses the same equation as that

in (2.11). Nt and Nr denote the number of transmit and receive antennas, re-

spectively. Hence, at subcarrier k, a typical wideband mmWave channel model

between two nodes can be expressed as

H[k] = ArΠ[k]AH
t , (3.6)

where

Ar = [aNr(θr,1,1, ϕr,1,1), . . . , aNr(θr,c,l, ϕr,c,l), . . . , aNr(θr,NC,NL
, ϕr,NC,NL

)], (3.7)

At = [aNt(θt,1,1, ϕt,1,1), . . . , aNt(θt,c,lϕt,c,l), . . . , aNt(θt,NC,NL
, ϕt,NC,NL

)], (3.8)

Π[k] =
√

NrNt

NCNLPL


ι1,1χ1,1[k] ... 0

...
...

...
0 ... ιc,lχc,l[k] ... 0

...
...

...
0 ... ιNC,NL

χNC,NL
[k]

 , (3.9)

and χc,l[k] =
∑D−1

d=0 p(dTsym − τc,l)e
−j 2πkd

K . ιc,l is the Rayleigh fading gain. PL

denotes the average path loss due to the high attenuation of wireless channel. A
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3.2 System and Channel Models

simple path loss model, i.e., the CI path loss model, is adopted [26], given as

PL =

(
4πd0
λ

)2(
d̄

d0

)α
, (3.10)

where d0, d̄, λ, and α represent the reference distance, distance between transceiver,

wavelength, and path loss exponent, respectively. Moreover, since for arbitrary

transmission networks, the LoS component has a high probability of being blocked

by obstacles. Therefore, an NLoS path loss exponent is preferred.

3.2.4 Self-Interference Channel

The most important issue in the IBFD transmission is the introduction of the

SI on the IAB-node. Due to the proximity of the transceiver on the IAB-node,

the attenuation of the SI channel is significantly less than that of the typical

communication channels, which contributes high-power SI to the backhaul link

and degrades its SE. In order to reduce the effect of the SI, a staged SIC scheme

will be introduced in later sections.

Since the distinct wideband SI channel model is still unknown, most of the

works have considered the hypothetical SI channel for narrow band channel [59,

104]. Fortunately, a hypothetical model is proposed for the wideband SI channel in

[105]. After some minor modifications, we use a hypothesised Rician-like channel

model with Rician factor κ to described the SI channel. The LoS part, HSI,LoS,

is adopted to a near-field model with spherical waveform and is assumed to be

frequency flat. The frequency response of the LoS component is given as

HSI,LoS =
[
aNs

r
(θr, ϕr)a

H
Ns

t
(θt, ϕt)

]
⊙B, (3.11)

where only one AoA/AoD is assumed for the LoS link. The entries of B is [B]p,q =√
Ns

rN
s
t

dpq
e−j2π

dpq
λ with dpq denoting the distance between the pth element of the

receive antenna and the qth element of the transmit antenna at the IAB-node.√
N s

rN
s
t is the normalisation factor ensuring that the norm of HSI,LoS remains the

same before and after multiplying with the steering vectors.

The NLoS part, HSI,NLoS, is expressed similar to the general channel model

in (3.6), but with a few clusters and rays. Consequently, the entire SI channel for
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3.3 Analogue Self-Interference Cancellation

subcarrier k can be expressed as

HSI[k] =

√
κ

κ+ 1
HSI,LoS +

√
1

κ+ 1
HSI,NLoS[k]. (3.12)

3.3 Analogue Self-Interference Cancellation1

3.3.1 Working Principle and Limitations

Analogue SIC is essential to avoid receiver saturation. Otherwise, the signal-of-

interest cannot be quantised precisely [91, 106]. Active analogue SIC is based

on a subtraction idea, i.e., a replica of the received SI signal generated by the

analogue canceller is inserted into the receiver chain to subtract the received SI.

The canceller is made up of limited number of tunable delay lines to capture

the multipath nature of the SI channel, where passive components are utilised to

construct tunable delay lines to minimise the non-linearity effects. With a multi-

tap RF canceller, one can cancel the SI from reflection paths in addition to the

direct path. By considering the hardware insertion losses, the frequency response

of a single multi-tap RF canceller can be given as

hcan[ω] = υ̂
M∑
m=1

υmϱm (wI,m + jwQ,m) e−jωτm , (3.13)

where υ̂ is the attenuation introduced by coupling the RF signal into the canceller;

υm is the propagation loss of each delay line; ϱm denotes the tap coupling factor

[21, (4)]; wI,m and wQ,m are tunable weights; and τm is the delay. The optimal

weights are tuned to minimise the difference between the frequency components of

the canceller and the SI channel within the band of interest [91]. Equation (3.13)

suggests that the number of taps M decides the available degrees of freedom for

this optimisation. The key factor for efficient wideband analogue SIC is the reali-

sation of a sufficient number of taps (i.e., delay lines) [75]. For wider operational

bandwidth, more frequency components need to be optimised and more taps are

required.

1This section is a collaboration with Haifeng Luo, based on his work published in IEEE
Access, December 2021 [4] and a preliminary version presented at 54th Asilomar Conference on
Signals, Systems and Computers [75].
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3.3 Analogue Self-Interference Cancellation

3.3.2 OD-Based Analogue Self-Interference Cancellation

For the conventional canceller, the insertion losses are increased as the number of

taps increases (i.e., υm and ϱm are small for large m in (3.13)), which results in a

large difference between the signal power at the first and the later taps. Therefore,

the signals coupled into the later taps cannot replicate the desired signal level

and degrade the cancellation performance. Moreover, electrical attenuators and

micro-strips or cables are conventionally used for constructing the tunable delay

lines. However, it is demonstrated that these electrical components have significant

propagation loss and coupling loss that limit the number of effective taps [21],

thus limiting the operational bandwidth and cancellation performance. Therefore,

to overcome these drawbacks, an OD-based analogue canceller has recently been

investigated in [21], whose structure is illustrated in Fig. 3.3. Compared with

conventional canceller, OD-based canceller has smaller insertion losses, i.e., υm

and ϱm are almost constant with increasing m, which allows hundreds of effective

taps to be implemented to enlarge the operational bandwidth, theoretically. This

improvement owes to the use of fibre-Bragg-grating (FBG) instead of the micro-

strip on the analogue canceller.

A fibre grating is an optical fibre whose refractive index of the core throughout

a certain length of the fibre varies periodically. In the FBG, only the wavelength

that satisfies the Bragg wavelength λB will be reflected. Other wavelengths that

are different from the Bragg wavelength will continue to propagate along the fibre

[21]. The Bragg wavelength is defined as

λB = 2neffΛ, (3.14)

where neff is the modal index, Λ is the period between the changes [107]. From

Fig. 3.3, we can see that an FBG can have lots of gratings, each corresponding to

a Bragg wavelength and reflecting a unique wavelength back to the input.

In the OD-based canceller, the RF reference signal is first converted to the

optical domain by modulating onto optical carriers through the Mach-Zehnder

modulator (MZM). These optical carriers are generated by tunable lasers accord-

ing to the grating wavelengths, and the power of these carriers is adjusted by

variable optical attenuators (VOAs). Then, M optical carriers are combined by a

multiplexer for propagating into a single fibre according to the obtained weights.

The reference signal modulated on the optical carrier at wavelength λB,m will be

reflected at the mth grating while propagating through the FBG. This reflection
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Figure 3.3: Illustration of the OD-based analogue canceller.

happens at different gratings causes different time delays to the coupled reference

signal. Next, the reflected signals are detected by photo-diodes to remove the opti-

cal carriers. Finally, the canceller yields an accumulation of multiple weighted and

delayed versions of the input reference signal as the canceller output [21]. Since

the weights are achieved by attenuators, which can only be real and non-negative;

however, the SI channel is complex. Thus, four FBGs are needed to realise the

complex response of the canceller.

Traditionally, for the MIMO system, N s
r ×N s

t cancellers are required to match

the N s
r ×N s

t SI channel matrix, where each canceller is constructed and tuned as

described above. However, such a canceller deployment will be extremely costly

for mmWave communications, especially for the OD-based canceller. In order to

reduce the cost, we tap off the SI signal from the RF chains before the RF precoder

at the IAB-node transmitter and insert the outputs of these analogue cancellers

back to the RF chains at the IAB-node receiver after the RF combiner (see Fig 3.2)

[98]. With this architecture, the required number of analogue cancellers can be

reduced from N s
r ×N s

t to Q×Q. Since a single canceller can be tuned by adjusting

the weights to imitate the estimated RF SI channel ĥSI,pq[ω] between the pth

transmitter’s RF chain to the qth receiver’s RF chain, where p, q = 1, 2, . . . , Q, the

following optimisation problem will need to be run for each canceller established

between the pqth RF chain pair over the bandwidth of interest, which is cast as
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3.3 Analogue Self-Interference Cancellation

[4]

arg min
{wpq

I,m, w
pq
Q,m}

M

m=1

Q∑
p=1

Q∑
q=1

∫ ω1

ω0

∣∣∣ĥSI,pq[ω]− hcan,pq[ω]
∣∣∣2 dω

s.t. − 1 ≤ wpqI,m ≤ 1, −1 ≤ wpqQ,m ≤ 1,

(3.15)

where [ω0, ω1] spans the bandwidth of interest, i.e., [27.8 GHz, 28.2 GHz] in this

work. hcan,pq[ω] is the canceller response for mitigating the SI between the pqth

transceiver RF chain pair, which is represents by (3.13). The constraints come from

passive VOAs. With the CSI of the estimated RF SI channel and the frequency

response of the canceller without VOA effects being known as a prior, the optimal

weights can be obtained by the least squares (LS) method [4]. The performance

comparison between the micro-strips and the OD-based canceller is shown below.

Since the analogue SIC performance mainly depends on the frequency selec-

tivity of the SI channel and the number of taps in the canceller, and due to the fact

that the RF beamformers do not affect the frequency selectivity of the SI channel,

we assume the amount of cancellation for the RF SI channel to be the same as

that for the SI channel. Thus, we obtain the analogue SIC performance through

simulating with the SI channel instead of the RF SI channel and reflect the ana-

logue cancellation effect by simply scaling the SI signal with a power attenuation

factor.

Assume the propagation loss of the FBG (coiled into 2 cm) is 0.461 dB/m,

and that of the micro-strip is 2.967 dB/m [21]. The OD-based design uses a 20 dB

hybrid coupler to couple the RF reference signal into the OD-based canceller, while

the conventional electrical canceller uses a 0 dB coupler. Besides, to explore the

best performance, the tap delay varies according to the number of taps to cover the

delay spread. Fig. 3.4 shows the analogue SIC abilities (in dB) of the traditional

micro-strip canceller and the OD-based canceller for different bandwidths and

numbers of taps6. Simulations are run with 200 ns of significant delay spread for

the SI channel, which reflects a bad channel condition. Although a measurement

for the SI channel delay spread is done in [67], a general delay spread value is still

lacking in the literature. Fig. 3.4(a) shows that creating a large number of taps

with conventional electrical components (e.g., cables or micro-strips) degrades the

performance rather than improving it due to significant insertion losses. It can be

seen that less than 15 dB of cancellation is achieved under 200 MHz bandwidth.

Fig. 3.4(b) shows that under 400 MHz bandwidth, OD-based canceller can achieve

6Fig. 3.4 was generated by Haifeng Luo.
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Figure 3.4: Comparison between the performance of (a) traditional
micro-strip analogue canceller for bandwidth 50-200 MHz with 0-60 delay
taps; (b) OD-based analogue canceller for bandwidth 50-400 MHz with 0-160
delay taps.

around 25 dB of cancellation in mmWave frequencies with 100 taps, which is also

proved in [21]. Note that this result shows the cancellation ability that can be

achieved between a single RF chain pair.

We assume antenna isolation also attenuates the SI signal in a frequency-flat

manner [108]. Thus, after analogue SIC, the term HSI[k]xN[k] in (3.2) is scaled by
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3.4 RF Codebook Design and RF Effective Channel Estimation

√
η with the scalar η being the amount of SI signal strength attenuated by both

the antenna isolation and analogue SIC.

3.4 RF Codebook Design and RF Effective Chan-

nel Estimation

In practice, the RF beamformers are usually implemented using finite resolution

PSs, i.e., they are selected from the pre-defined RF codebooks. Besides, the esti-

mation of the large and sparse mmWave channel is difficult in reality. Motivated

by these, in this section, a modified LBG algorithm will be introduced for design-

ing the RF codebook, followed by the estimation of the RF effective channels after

analogue cancellation.

3.4.1 Modified MSE-Based LBG Algorithm for RF Code-

book Design

The LBG algorithm is a popular vector quantisation scheme and is treated as an

extension of the Lloyd-Max scalar quantisation algorithm [14]. Conventionally,

for a matrix quantisation, the existing codebooks work by vector-wise comparison

can lead to a low-rank behaviour on the quantised matrix. Suppose each subarray

has multiple RF chains. With a vector-wise codebook, likely, the columns for

the RF beamforming matrix of a certain subarray may be assigned to the same

vector codeword, which can result in a low-rank matrix and the loss of degrees

of freedom. Therefore, to avoid that, we modify the LBG algorithm to yield the

B bits codebook with matrix codewords directly, whose steps are described as

follows.

• Step 1 (Initialisation):

Given the training set F =
{
FRF,n|n = 1, 2, . . . , N,

∣∣∣[FRF,n]p,q

∣∣∣ = 1 for

[FRF,n]p,q ̸= 0
}

with N entries, whose each entry is a block diagonal matrix

with each block denoted by the angle of complex Gaussian random numbers
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3.4 RF Codebook Design and RF Effective Channel Estimation

with zero mean and unit variance3. The codebook C is initialised with an

entry C1(0), obtained by the angle of the mean value of the training set as

C1(0) = e
j arg

(∑N
n=1 FRF,n

N

)
. (3.16)

• Step 2 (Splitting):

This step splits each entry of the b bits codebook C into two new ones to

initialise the b+ 1 bits codebook, where b = 0, 1, . . . , B− 1. To achieve that,

we perturb each entry Ci(b) as,

C
(0)

i+2b
(b+ 1) = ej arg(

√
1−ε2Ci(b)+εPi(b)),

C
(0)
i (b+ 1) = ej arg(

√
1−ε2Ci(b)−εPi(b)), (3.17)

where i = 1, 2, . . . , 2b, ε is a small positive value (e.g., 10−3), Pi(b) is a

block diagonal matrix, whose each block is drawn from the angle of CN (0, 1)

random numbers.

• Step 3 (Cluster Assignment):

In this step, using the nearest neighbour routine based on MSE, the training

set is divided into 2b+1 (i.e., |C|) clusters, the centroid of cluster j is given by

C
(u)
j (b+ 1), where u = 0, 1, . . . , U −1 with U being the maximum number of

iterations of Step 5. E.g., FRF,n is in the cluster 1 if d
(
FRF,n,C

(u)
1 (b+ 1)

)
≤

d
(
FRF,n,C

(u)
j (b+ 1)

)
, ∀j = 1, 2, . . . , |C|, where d (X,Y) = 1

Z
∥X−Y∥2F ,

and Z denotes the size of X−Y.

• Step 4 (Centroid Update):

Each entry of the codebook is updated with the centroid of the corresponding

cluster. The centroid is computed via the solution of the following optimi-

sation problem, that is

C
(u)
j (b+ 1) = arg min

C
(u)
j (b+1)

∑
FRF,n∈j

d
(
FRF,n,C

(u)
j (b+ 1)

)
. (3.18)

3Optimally, the training set should have consisted of the optimal RF beamformers, which
are derived by the angle of the dominant eigenvector(s) corresponding to the eigenvalue decom-
position of the channel correlation matrix (i.e., the sample covariance matrix) [20]. However,
as aforementioned, the mmWave channel is hard to be estimated. Therefore, by exploring the
distribution of the RF beamformers, i.e., the values in the RF beamformer matrices are isotrop-
ically (uniformly) distributed [15, 16, Lemma 1, 2], we construct the entries of the training set
by the angle of CN (0, 1) random numbers.
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Thus, the new centroid C
(u)
j (b + 1) is given by the angle of the mean value

of all FRF,n in the jth cluster.

• Step 5 (Inner loop):

Go to step 3 until the maximum number of iterations U is reached (e.g.,

U = 50).

• Step 6 (Outer loop):

Go to step 2 until the length of the codebook (b+ 1) is equal to the desired

codebook length B.

3.4.2 RF Effective Channel Estimation

Given the RF codebooks, we can estimate the RF effective channels for designing

the BB beamformers. Note that the RF effective channels estimated in this section

are those after analogue cancellation by assuming BB beamformers to be identity

matrices [93]. There are two phases in the RF effective channel estimation: i)

RF precoder-combiner pair selection; ii) RF effective channel estimation. The RF

beamformers are designed to maximise the desired signal in their corresponding

links. We treat the whole OFDM symbols as pilots and assume only the gNB

or the IAB-node can transmit data in a time slot. Moreover, the identity BB

beamformer matrices are omitted here.

3.4.2.1 Phase 1 (RF precoder-combiner pair selection)

The received backhaul link signal of the kth pilot subcarrier at the IAB-node,

which uses the pth codeword of the codebook FD as the RF precoder and the qth

codeword of the codebook WN as the RF combiner, is given by

YN[k](p, q) = WH
RFN,q[HND[k]FRFD,p (SD[k] + GD[k]) + ZN[k]] + EN[k], (3.19)

where SD[k] ∈ CQ×Q is the matrix of orthogonal pilot signal with SD[k]SHD [k] =
Pt

KQ
IQ. GD[k] ∈ CQ×Q, ED[k] ∈ CQ×Q, and ZN[k] ∈ CQ×Q are the noise matrices

caused by the transmitter HWI, receiver HWI, and AWGN, respectively, following

the same statistics in (3.1) and (3.2).

Similarly, the jointly received access link signal of the kth pilot subcarrier

across all UEs, which uses the pth codeword of the codebook FN as the RF precoder
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3.4 RF Codebook Design and RF Effective Channel Estimation

and the qth codeword of the codebook WU as the RF combiner, is cast as

YU[k](p, q) = WH
RFU,q[HUN[k]FRFN,p (SN[k] + GN[k]) + ZU[k]] + EU[k], (3.20)

where the matrix of orthogonal pilot signal SN[k] ∈ CQ×Q has SN[k]SHN [k] = Pt

KQ
IQ.

GN[k] ∈ CQ×Q, EU[k] ∈ CQ×Q, and ZU[k] ∈ CQ×Q are the transmitter HWI,

receiver HWI, and AWGN matrix, respectively, with the same statistics in (3.3)

and (3.4).

According to the beam management [109], each time, a codeword is chosen

from their corresponding codebook and the RF precoder and combiner pairs that

can maximise the received power among all pilot subcarriers are selected, given as

{FRFD,WRFN} = arg max
p,q

K∑
k=1

∥YN[k](p, q)∥2F (3.21a)

subject to FRFD,p ∈ FD, WRFN,q ∈ WN. (3.21b)

{FRFN,WRFU} = arg max
p,q

K∑
k=1

∥YU[k](p, q)∥2F (3.22a)

subject to FRFN,p ∈ FN, WRFU,q ∈ WU. (3.22b)

The RF beamformers for all nodes can be selected from the same isotropic RF

codebook derived from the last subsection.

3.4.2.2 Phase 2 (RF effective channel estimation)

Given the RF beamformer, one can estimate the RF effective channel with the help

of pilot signal by standard estimation methods, such as, the LS (see Appendix 3.A).

Consequently, after estimation, we can write the ideal RF effective channel

matrix as the sum of the estimated RF effective channel matrix Ĥ(·)[k] and the

estimation error matrix ∆(·)[k], given as

WH
RFNHND[k]FRFD = ĤND[k] + ∆ND[k], (3.23)

√
ηWH

RFNHSI[k]FRFN = ĤSI[k] + ∆SI[k], (3.24)
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WH
RFUHUN[k]FRFN = ĤUN[k] + ∆UN[k], (3.25)

where we assume the channel estimation errors ∆ND[k], ∆SI[k], and ∆UN[k] have

the covariance matrices of Cov [∆ND[k]] = σ2
e,NDIQ, Cov [∆SI[k]] = σ2

e,SIIQ, and

Cov [∆UN[k]] = σ2
e,UNIQ [110, 111].

3.5 Digital Self-Interference Cancellation

After analogue cancellation, the RSI left by previous stages will be processed in

the digital domain of the IAB-node receiver. In practice, the IAB-node knows

its transmitted codeword sN[k] and we can measure the estimated RF effective SI

channel ĤSI[k] by the process described in Section 3.4. Then, with the help of

successive interference cancellation, we can cancel out ĤSI[k]FBBN[k]sN[k].

Consequently, after subtraction, the decoded signal at the IAB-node in (3.2)

can be reconstructed as

ŷN[k] = WH
BBN[k]

(˜̂yN[k] + eN[k]
)
, (3.26a)˜̂yN[k] = WH

RFN (HND[k]xD[k] +
√
ηHSI[k]FRFNgN[k] + zN[k])

+ ∆SI[k]FBBN[k]sN[k]. (3.26b)

where WBBN[k] is designed to act as the MMSE BB combiner, which will be

described in the next section.

3.6 Spectral Efficiency and Baseband Beamform-

ers Design

3.6.1 Spectral Efficiency

Substitute (3.1), (3.23), and (3.24) into (3.26), the SE of the backhaul link is

expressed according to (3.26), given as

Rb =
1

K

K∑
k=1

log2 det
{
IQ + WH

BBN[k]Φb[k]WBBN[k]
(
WH

BBN[k]Ωb[k]WBBN[k]
)−1
}
,

(3.27)
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where Φb[k] is the covariance matrix for the known part of the desired signal;

Ωb[k] represents the covariance matrix consisting of the noise given by the channel

estimation error, transceiver HWI, and AWGN, which are expressed as

Φb[k] =
Pt

KQ
ĤND[k]FBBD[k]FH

BBD[k]ĤH
ND[k], (3.28)

Ωb[k] = Ω
(1)
b [k] + Ω

(2)
b [k] + Ω

(3)
b [k] + σ2WH

RFNWRFN︸ ︷︷ ︸
AWGN

(a)
= Ω

(1)
b [k] + Ω

(2)
b [k] + Ω

(3)
b [k] + σ2N

s
r

Q
IQ, (3.29)

where (a) is derived according to the property of RF beamformers, i.e., WH
RFNWRFN =

Ns
r

Q
IQ.

Ω
(1)
b [k] = Cov

[
ĤND[k]gD[k] + ∆ND[k]gD[k]︸ ︷︷ ︸
backhaul channel transmitter HWI

+ ∆ND[k]FBBD[k]sD[k]︸ ︷︷ ︸
backhaul channel estimation error

]
(b)
=

Pt

KQ
ϖĤND[k]diag

[
FBBD[k]FH

BBD[k]
]
ĤH

ND[k]

+
Pt

KQ
σ2
e,ND(ϖ + 1)tr

[
FBBD[k]FH

BBD[k]
]
IQ, (3.30a)

where (b) is obtained by following simplifications:

[Cov [∆ND[k]gD[k]]]m,n =
∑
p

[
E
{

[∆ND[k]]m,p
[
∆H

ND[k]
]
p,n

[
∥gD[k]∥2

]
p

}]
m,n

= σ2
e,ND

∑
p

[
E
{[
∥gD[k]∥2

]
p

}]
m,n

δm,n

= σ2
e,NDδm,ntr

[
E
{
gD[k]gHD [k]

}]
=

Pt

KQ
σ2
e,NDϖtr

[
diag

[
FBBD[k]FH

BBD[k]
]]
δm,n

=
Pt

KQ
σ2
e,NDϖtr

[
FBBD[k]FH

BBD[k]
]
δm,n, (3.30b)

[Cov [∆ND[k]FBBD[k]sD[k]]]m,n =
Pt

KQ

∑
p,q

[
E
{

[∆ND[k]]m,p
[
FBBD[k]FH

BBD[k]
]
p,q

×
[
∆H

ND[k]
]
q,n

}]
m,n

=
Pt

KQ
σ2
e,ND

∑
p,q

[
FBBD[k]FH

BBD[k]
]
p,q
δm,nδp,q
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=
Pt

KQ
σ2
e,NDtr

[
FBBD[k]FH

BBD[k]
]
δm,n. (3.30c)

Ω
(2)
b [n] = Cov

[
ĤSI[k]gN[k] + ∆SI[k]gN[k]︸ ︷︷ ︸

SI channel transmitter HWI

+ ∆SI[k]FBBN[k]sN[k]︸ ︷︷ ︸
SI channel estimation error

]
(c)
=

Pt

KQ
ϖĤSI[k]diag

[
FBBN[k]FH

BBN[k]
]
ĤH

SI[k]

+
Pt

KQ
σ2
e,SI(ϖ + 1)tr

[
FBBN[k]FH

BBN[k]
]
IQ, (3.31)

where (c) is derived by using the similar simplification processes shown in (3.30b)

and (3.30c).

Ω
(3)
b [k] = ςdiag

[
Cov

[˜̂yN[k]
]]

︸ ︷︷ ︸
receiver HWI

= ςdiag

[
Φb[k] + Ω

(1)
b [k] + Ω

(2)
b [k] + σ2N

s
r

Q
IQ

]
. (3.32)

Next, we will derive the sum SE expression of the access link across all users.

The decoded signal at the qth user is given as

yU,q[k] = wH
RFU,q (HUN,q[k]xN[k] + zU,q[k])︸ ︷︷ ︸

ỹU,q [k]

+gU,q[k]. (3.33)

By substituting (3.3) and (3.25) into (3.33), we can have the sum SE expression

of the access link as follows, that is

Ra =

Q∑
q=1

1

K

K∑
k=1

log2

(
1 +

Φa,q[k]

Ωa,q[k]

)
, (3.34)

where Φa,q[k] denotes the covariance for the known part of the qth user’s desired

signal and Ωa,q[k] represents the covariance of the noise given by the multiuser

interference, channel estimation error, transceiver HWI, and AWGN at the qth

user, which are expressed as

Φa,q[k] =
Pt

KQ
ĥUN,q[k]fBBN,q[k]fHBBN,q[k]ĥHUN,q[k], (3.35)
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where ĤUN[k] =
[
ĥTUN,1[k], ĥTUN,2[k], . . . , ĥTUN,Q[k]

]T
with

{
ĥUN,q[k]

}Q
q=1
∈ C1×Q.

Ωa,q[k] = Ω(1)
a,q[k] + Ω(2)

a,q[k] + Ω(3)
a,q[k] + σ2wH

RFU,qwRFU,q︸ ︷︷ ︸
AWGN

(d)
= Ω(1)

a,q[k] + Ω(2)
a,q[k] + Ω(3)

a,q[k] + σ2Nu
r , (3.36)

where (d) comes from the property of RF beamformers, i.e., wH
RFU,qwRFU,q = Nu

r .

Ω(1)
a,q[k] = Cov

[ Q∑
v=1,v ̸=q

ĥUN,q[k]fBBN,v[k]sN,v[k]︸ ︷︷ ︸
multiuser interference

+ ĥUN,q[k]gN[k]︸ ︷︷ ︸
transmitter HWI

]

=
Pt

KQ

Q∑
v=1,v ̸=q

ĥUN,u[k]fBBN,v[k]fHBBN,v[k]ĥHUN,q[k]

+
Pt

KQ
ϖĥUN,q[k]diag

[
FBBN[k]FH

BBN[k]
]
ĥHUN,q[k], (3.37)

where sN[k] = [sN,1[k], sN,2[k], . . . , sN,Q[k]]T .

Ω(2)
a,q[k] = Cov

[
∆UN,q[k]gN[k]︸ ︷︷ ︸
transmitter HWI

+∆UN,g[k]FBBN[k]sN[k]︸ ︷︷ ︸
channel estimation error

]
(e)
=

Pt

KQ
σ2
e,UN(ϖ + 1)tr

[
FBBN[k]FH

BBN[k]
]
, (3.38)

where ∆UN[k] =
[
∆T

UN,1[k],∆T
UN,2[k], . . . ,∆T

UN,Q[k]
]T

with {∆UN,q[k]}Qq=1 ∈ C1×Q

and (e) is obtained by adopting the similar simplifications in (3.30b) and (3.30c).

Ω(3)
a,q[k] = ς ∥ỹU,q[k]∥2︸ ︷︷ ︸

receiver HWI

= ς
(
Φa,q[k] + Ω(1)

a,q[k] + Ω(2)
a,q[k] + σ2Nu

r

)
. (3.39)

3.6.2 Baseband Beamformers Design

Given the RF beamformers and RF effective channels derived from Section 3.4,

we aim to design the BB beamformers for both the backhaul and access links.

For the backhaul link, the kth BB precoder which maximises the SE is ob-

tained using the right singular vectors VND[k] of the kth estimated RF effective

backhaul link channel matrix ĤND[k], that is

FBBD[k] = VND[k]. (3.40)
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Due to the precoder constraint, the BB precoder is updated as

FBBD[k]←
√
QFBBD[k]

||FRFDFBBD[k]||F
. (3.41)

Next, the design of the BB precoder FBBN[k] at the IAB-node transmitter

aims to null the multiuser interference by the zero-forcing (ZF), which is

FBBN[k] = ĤH
UN[k]

[
ĤUN[k]ĤH

UN[k]
]−1

. (3.42)

Similarly, the BB precoder should be normalised as

fBBN,q[k]← fBBN,q[k]

||FRFNfBBN,q[k]||
, ∀q ∈ {1, 2, . . . , Q}. (3.43)

Finally, with the fact that the channel estimation error is uncorrelated with

the data vector, and we assume the strength of HWI and channel estimation error

are known as a prior. The MMSE BB combiner for the kth subcarrier WBBN[k]

is designed by solving the following optimisation problem, which is

arg min
WBBN[k]

E
{
∥sD[k]− ŷN[k]∥2

}
. (3.44)

By solving
∂E{∥sD[k]−ŷN[k]∥2}

∂WBBN[k]
= 0 (see Appendix 3.B), we have

WBBN[k] = E
{(˜̂yN[k] + eN[k]

)(˜̂yN[k] + eN[k]
)H}−1

E
{(˜̂yN[k] + eN[k]

)
sHD [k]

}
=

Pt

KQ
(Φb[k] + Ωb[k])−1 ĤND[k]FBBD[k]. (3.45)

3.7 Numerical Results

In this section, simulation results will be shown to analyse the performance of our

designed networks. Our simulations are done at the 3GPP FR2 band frequency

centred at 28 GHz with bandwidth of 400 MHz. The OFDM system has 512

subcarriers with 128 CPs according to IEEE 802.11ad [112]. Each subarray/user

has a 16×4 UPA with 1 RF chain. The roll-off factor of the pulse shaping fil-

ter is 1 [11]. According to [115], both azimuth and elevation AoAs/AoDs can be

expressed as the sum of the mean angle of each cluster and the angle shifts in
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Table 3.1: System Parameters and Default Values

Notation Physical Meaning Values
K Number of subcarriers 512 [112]
D Number of CPs 128 [112]
W Bandwidth 400 MHz
fc Carrier frequency 28 GHz
Q Number of users 4

Nm
t , N

s
t Number of transmit antennas 16× 16, 16× 16

N s
r , N

u
r Number of receive antennas 16× 16, 16× 4

NC Number of clusters 8 (2)4

NL Number of paths 10 (8)4

σ2 AWGN power
−174 dBm + 10 log10W
+10 dB

Tsym Sampling time K/W
τc,l Path delay U(0, DTsym) [11]
ιc,l Complex gain CN (0, 1) [105]
d0 Reference distance 1 m [28]
d̄ Distance between transceiver 100 m (0.1 m [113])4

α Path loss exponent 3.4 [114]
λ Wavelength 3× 108/fc
κ Rician factor 10 dB [105]

η
SI power attenuated by
antenna and analog SIC

-80 dB [61, 72]

4 NC = 8, NL = 10, and d̄ = 100 m for backhaul and access link channels; NC = 2,
NL = 8, and d̄ = 0.1 m (≈ 10λ) for SI channel.

the cluster, where the mean azimuth and elevation AoAs/AoDs of each cluster

are assumed as uniformly distributed in [−π, π], and
[
−π

2
, π
2

]
, respectively; and

in each cluster, the AoAs/AoDs have Laplacian distribution with an angle spread

of 5◦. The transceiver arrays at the IBFD-IAB-node have a separation angle of
π
6
. As for the communication channels, the path delay is assumed to be uniformly

distributed in [0, DTsym] [11]; and the small fading gain follows the Rayleigh distri-

bution [105].The Rician-like SI channel has Rician factor of 10 dB, and the NLoS

component fellows the same model as the communication channels; however the

number of clusters and paths are reduced [11]. We define SNR ≜ Pr

σ2KQ
, where

Pr = Pt

P̄L
is the ratio between transmit power and average path loss according to

Friis’ law. We let HWI factors ϖ = ς be the same for all channels. The backhaul

link SE of the HD scheme is given by removing the part relevant to the SI in

(3.27) due to non-simultaneous transmission and reception. Moreover, for both

links, the (sum) SE expressions for HD transmission need to be scaled by 0.5 since

separate time-frequency signalling channels are used for backhaul and access link.

We assume antenna isolation and analogue SIC can attenuate the SI signal power

by 55 dB [72] and 25 dB [61], respectively. Other parameters and their default
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values used in the simulations are summarised in Table 3.1.

3.7.1 Performance of the Proposed Codebook Design

The comparison on the (sum) SE of the backhaul and access links with RF beam-

formers selected from our proposed matrix-wise codebooks and vector-wise code-

books designed by conventional MSE-based LBG algorithm in [14], respectively,

for the subarray structure is plotted in Fig. 3.5. In order to get a fair comparison,

a b-bit vector codebook should be compared with an NRFb-bit matrix codebook,

where NRF is the number of RF chains5. We assume perfect CSI and hardware.

The RF beamformers with infinite resolution PSs are designed according to [20].

It can be seen that, for both kinds of codebooks, as the number of codebook size

increases, the performance becomes closer to the ideal one (i.e., infinite resolution).

Obviously, our matrix codebook can provide better performance than the vector

codebook designed by the conventional LBG algorithm, which shows the successful

applicability of our modified MSE-based LBG codebook design. However, there is

still a small gap between the ideal one and the curves derived with 8 bits matrix

codebook for both links. A large size of codebook can be used to reduce the gap.

Moreover, the HD operation yields lower (sum) SE than that of the IBFD scheme.

3.7.2 Performance of Different Beamforming Schemes

Fig. 3.6 shows the SE of the backhaul link for different beamforming schemes. The

ideal curves are plotted by assuming perfect CSI and SIC without HWI. The design

of the RF beamformers for the ideal fully connected and subarray structures follows

the process in [20], which have infinite resolution. The non-ideal curves are plotted

by our proposed design algorithm with 8 bits RF codebook and setting ϖ = ς =

−80 dB, σ2
e,ND = σ2

e,UN = σ2
e,SI = −120 dB. It can be observed that for the IBFD

scheme, these three beamforming schemes evaluated in the figure are separated by

a significant rate loss. Although the rate loss is evident, the subarray structure

can significantly reduce the hardware complexity and provide low-computationally

intensive beamformers, which is beneficial for industrial implementations. Further,

with our staged SIC, the SE of the subarray structure is very close to its ideal one;

5For vector quantisation, since each column of the RF beamformer matrix selects one code-
word from a b-bit vector codebook, we can get 2NRFb different candidate matrices, which is equal
to the number of codewords in a NRFb-bit matrix codebook.
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Figure 3.5: Comparison on the (sum) SE of 4-subarray hybrid beamforming
structure with different kinds of codebooks for (a) backhaul link; (b) access
link with 4 users. Each subarray/user is equipped with 16× 4 UPA and 1 RF
chain (perfect CSI without HWI).

however, it shows some degrees of freedom loss at high SNR due to RSI caused by

HWI and RF effective channel uncertainties. Fortunately, the losses on degrees of

freedom and SE are further reduced by increasing the number of RF chains at the
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Figure 3.6: SE of backhaul link for different beamforming schemes. Each
subarray/user has 16× 4 UPA. The gNB and IAB-node have 16× 16 UPA for
fully connected structure. (ϖ = ς = −80 dB, σ2

e,ND = σ2
e,UN = σ2

e,SI = −120
dB)

IAB-node receiver from 4 to 8 (see the green and orange curves in Fig. 3.6).

3.7.3 Effect of RSI on the SE of the Backhaul Link

In Fig. 3.7, with RF beamformers selected from 1, 4, 8 bits codebooks, respectively,

we would like to study how the RSI caused by RF effective SI channel estimation

error and HWI can affect the SE performance of the backhaul link at different

SNR values. With ϖ = ς = −80 dB and σ2
e,ND = σ2

e,UN = −120 dB, we plot the SE

performance of the backhaul link in Fig. 3.7(a) by varying the channel estimation

error of the SI RF effective channel. Interestingly, it is worth noting that as the size

of the RF codebook increases, the intersection point (i.e., the point where both the

IBFD and HD have the same performance) shifts to the right at a fixed SNR, which

means the system can tolerate more RSI caused by channel estimation error. On

the contrary, when the codebook size is fixed, as SNR increases, the intersection

point shifts to the left. By assuming all effective channels have the same estimation

error of -120 dB, Fig. 3.7(b) shows the backhaul link SE performance with varying

HWI factors. Similar to the trend in Fig. 3.7(a), with the same codebook size, as

the SNR increases, the system can tolerate less RSI caused by HWI. The tolerance

is improved at a fixed SNR when the codebook size increases. Moreover, an almost
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Figure 3.7: SE of the backhaul link at SNR = −5, 0, 5 dB with 4-subarray
hybrid beamforming structure, where RF beamformers are selected from
different size of codebooks, in the presence of different values of (a) SI RF
effective channel estimation error (ϖ = ς = −80 dB, σ2

e,ND = σ2
e,UN = −120

dB); (b) HWI (ϖ = ς, σ2
e,ND = σ2

e,UN = σ2
e,SI = −120 dB).

doubled SE can be achieved by the IBFD compared to that of the HD when HWI

factors and RF SI effective channel estimation errors are small enough, as can be

seen in Fig. 3.7.
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3.8 Conclusion

In this chapter, we have studied single-cell single-hop backhaul FR2-IBFD-IAB

multiuser networks at mmWave frequencies with subarray-based hybrid beam-

forming structures. For this network, we have proposed the RF codebook design

for the subarray structure with hybrid beamforming. Compared with the tradi-

tional vector-wise codebook, our matrix-wise codebook can avoid low-rank matrix

and loss of degrees of freedom. We also adopted the staged SIC scheme. After

OD-based analogue SIC, the RSI was handled in the digital domain by successive

interference cancellation and MMSE BB combiner. Simulations have shown that

with large HWI and RF effective SI channel uncertainties, the IBFD transmission

experiences performance limitation in the backhaul link; however, for small HWI

and uncertainties, the IBFD promises almost doubled SE compared with that of

the HD.

In the next chapter, we will move our focus from communication only sce-

nario to ISAC system design for FR2-IBFD-IAB networks operating at mmWave

frequencies for V2X communications, where the IBFD-IAB-node acts as the RSU.

In addition, the UKF is be applied for radar tracking and prediction.

Appendix 3.A LS RF Effective Channel Estima-

tion

Given the received RF training signal at subcarrier k, we have

Y[k] = Heff [k]S[k] + N[k], (3.46)

where Y[k] ∈ CQ×Q; Heff [k] ∈ CQ×Q represents the RF effective channel that is

going to be estimated; S[k] ∈ CQ×Q is the matrix of orthogonal training signal

with S[k]SH [k] = Pt

KQ
IQ. N[k] ∈ CQ×Q, denotes the noise matrix caused by the

transceiver HWI and AWGN.

The LS RF effective channel estimation method estimates the RF effective

channel Ĥeff [k] such that the following cost function is minimised, that is

arg min
Ĥeff [k]

∥∥∥Y[k]− Ĥeff [k]S[k]
∥∥∥2
F
. (3.47)
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The RF effective channel Ĥeff [k] can be obtained by setting the following derivation

to 0, that is

∂
∥∥∥Y[k]− Ĥeff [k]S[k]

∥∥∥2
F

∂Ĥeff [k]
= 0. (3.48)

By solving (3.48), we have

S[k]HS[k]Ĥeff [k] = S[k]HY[k]. (3.49)

Therefore, the RF effective channel estimated by the LS estimator is given as [116]

Ĥeff [k] =
(
S[k]HS[k]

)−1
S[k]HY[k]. (3.50)

Appendix 3.B MMSE BB Combiner

∂E
{
∥sD[k]− ŷN[k]∥2

}
∂WBBN[k]

=
∂E
{

(sD[k]− ŷN[k])(sD[k]− ŷN[k])H
}

∂WBBN[k]

=
∂E
{
sD[k]sHD [k]− sD[k]ŷHN [k]− ŷN[k]sHD [k] + ŷN[k]ŷHN [k]

}
∂WBBN[k]

. (3.51)

By substituting (3.26) into (3.51), we have

∂E
{
∥sD[k]− ŷN[k]∥2

}
∂WBBN[k]

= −
(˜̂yN[k] + eN[k]

)
sHD [k]

+
(˜̂yN[k] + eN[k]

)(˜̂yN[k] + eN[k]
)H

WBBN[k]. (3.52)

Let (3.52) equal to 0, we can have the MMSE BB combiner given in (3.45).
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Chapter 4

In-Band-Full-Duplex Integrated

Sensing and Communications for

Millimetre-Wave Integrated

Access and Backhaul Networks

4.1 Introduction

In the previous chapter, our study is based on communication only scenario. How-

ever, as stated in Chapter 1, 6G aims to make future wireless networks go far

beyond communications, where sensing has been added as one of the new func-

tionalities in 6G. Therefore, ISAC has been motivated for supporting V2X com-

munications in 6G, which enables autonomous driving, high precision localisation

and detection, and high-efficiency traffic management [118]. Thus, in this chapter,

we will design an IAB-supported ISAC systems for the potential use in the 6G

V2X FR2 band communications at mmWave frequencies.

By leveraging the IBFD technique, ISAC enables sensing and communications

occur simultaneously [119]. Unlike conventional radar and communication sys-

tems, where separate hardware and spectrum resources are required, IBFD-ISAC

reduces the hardware cost by integrating both systems on the same hardware and

Work in this chapter has been published in IEEE Transactions on Vehicular Technology,
December 2022 [12], with a preliminary version presented at IEEE ICC 2022 [117].
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spectrum and improves the communication performance due to the use of IBFD. A

design for radar and cellular systems coexistence IBFD MIMO system is proposed

in [120]. In [121], the power minimisation-based robust OFDM radar waveform

design for radar and communications coexistence systems is investigated, giving a

satisfactory performance. However, both works are not for the ISAC V2X commu-

nications at mmWave frequencies. Although the authors in [122] study the ISAC

waveform design for MIMO systems, which takes into account the range sidelobe

control, hybrid beamforming, OFDM systems, and RSI are not considered. To the

best of our knowledge, the study of wideband IBFD-ISAC-IAB networks in the

3GPP FR2 band is lacking in the literature.

Moreover, for compensating for the high path loss occurs in the mmWave

frequencies, large-scale array systems are utilised. Therefore, towards the need for

cost-friendly system design, fully connected/subarray-based hybrid beamforming

has become a powerful and economical tool in large-scale array systems, which

reduces the requirement on the number of RF chains and simplifies the system

complexity [10, 11, 20, 94, 123]. However, researchers have not yet considered the

performance of mmWave-IBFD-ISAC-IAB networks with hybrid beamforming.

Radar tracking becomes essential in V2X networks, especially for the au-

tonomous driving scenario [124]. The high mobility features of the vehicles re-

quire the precision of radar tracking as well as possible to perform tasks such as

collision prediction, obstacle detection, etc. The key performance indicator for

radar tracking is evaluated by the posterior Cramér-Rao lower bound (PCRLB)

[125], which is the lower bound for the variance of any unbiased estimators. A

recent study in [18] on mmWave-V2X communications uses the EKF for radar

tracking and proposes the power allocation optimisation algorithm for minimising

the joint PCRLB and guaranteeing the communication rate; however, IBFD and

hybrid beamforming are not considered. The vehicle location is tracked by radar

through the robust sparse Bayesian learning algorithm in [126], where the influence

of mutual coupling is eliminated through the symmetric Toeplitz structure of the

mutual coupling matrices. For tracking multiple targets with collocated MIMO

radar, a dynamic antenna selection strategy is studied in [127], where PCRLB is

utilised as the optimisation criterion. Nevertheless, these works are not based on

mmWave-IBFD transmission.

Therefore, this chapter investigates the design of FR2-IBFD-ISAC-IAB net-

works for the V2X communications scenario, where the IBFD-ISAC-IAB-node acts

as the RSU. Our contributions are summarised as follows:

72



4.2 System Model

• The subarray-based hybrid beamforming is designed for the FR2-IBFD-

ISAC-IAB networks at mmWave frequencies. The multi-vehicle/multi-RSU

interference is cancelled at the RSU/IAB donor (i.e., gNB) transmitter by

designing the MMSE BB precoder.

• For radar prediction and tracking, with nonlinear state and measurement

models, we adopt the UKF for the OFDM system, which can accurately

track the state parameters of the vehicle in the coverage area. Compared with

the EKF, UKF has similar computational complexity and performance but

avoids calculating the Jacobians, which is benefit for systems with complex

nonlinear state and measurement models.

• In order to make our design more general, we introduce the RF effective

SI channel estimation error and the HWI, to study their impact on the

performance of IBFD-ISAC-IAB networks.

The rest of the chapter is organised as follows. Section 4.2 identifies the

system model, including the transmit, received, and RSI signals, followed by the

subarray-based hybrid beamforming transceiver design and the derivation of SE

expressions in Section 4.3. Next, the UKF algorithm for radar prediction and

tracking will be introduced in Section 4.4. Finally, numerical results and a brief

conclusion are shown in Section 4.5 and Section 4.6, respectively.

4.2 System Model

By leveraging the SA single-hop backhaul IAB networks with ST topology, as

proposed in the 3GPP release 16 [13], we aim to design an FR2-IBFD-ISAC-

IAB network for the vehicular network operating at mmWave frequencies, which

consists of the gNB, IBFD-ISAC-IAB-node, and UEs (i.e., vehicles).

Assume the gNB connects to the NGC and only provides Q individual wire-

less backhaul links. The IBFD-ISAC-IAB-node acts as the RSU with separate

transmitter and receiver antenna arrays, contributes SI from its transmitter to its

receiver and uses wireless links to communicate with vehicles and the gNB. The

RSU transmits information to vehicles for communication and receives echoes for

sensing at the same time and frequency. We assume the RSU is located at a single-

way straight lane, supporting Q vehicles. The vehicle receives information from

the RSU and generates echoes for radar tracking and prediction. For simplicity,
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Figure 4.1: Illustration of an IBFD-ISAC-IAB network for FR2-V2X
communications.

all vehicles are assumed to move parallel to the RSU arrays [128] and the point

target model is considered.

Due to the single-hop backhaul and ST topology, an RSU can only establish

one backhaul link. An illustration of the network model used in this chapter is

depicted in Fig 4.1. For a good overall quality network deployment, multiple RSUs

are needed, which is considered as future work. However, the number of RSUs

required depends on the coverage area, RSU height, environmental conditions,

etc. Since the coverage area is reduced as the frequency increases and the height

of the RSU is inversely proportional to the averaged data rate [29, 129], more RSUs

are required for higher frequency and taller RSU. Moreover, since mmWave signals

experience high path loss due to atmospheric absorption and high shadowing effect

due to reach scatterers as stated in Chapter 2, more RSU are required for worse

environmental conditions.

In the downlink transmissions, the subarray-based hybrid precoding structure

is adopted at both the gNB’s and RSU’s transmitter, where Nm
t /N s

t antennas are

placed at the gNB/RSU, equally divided into Q subarrays. Each subarray is

connected to a single RF chain serving one RSU/vehicle. Each vehicle is equipped

with Nu
r antennas with analogue combining of the received signals which is then fed
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to a single RF chain in the receiver. In addition, the RSU receiver with subarray-

based hybrid combining has N s
r antennas, equally divided into Q + 1 subarrays;

each has one RF chain, one for receiving the backhaul link signal and others for

receiving RF echoes from the Q vehicles.

Assuming that the transmissions between all transceivers are highly likely to

be LoS, except for that between the RSU’s transceiver (i.e., the SI). The network

design that cooperating of the NLoS scenario on non-SI transmissions can be

realised by simply extending the model proposed in this chapter.

4.2.1 Transmit Signal

Given that the time duration of interest Td is divided into many small discrete

time intervals with duration ∆T . Therefore, we let ∆T be the time duration be-

tween two radar epochs. We assume an OFDM system has K subcarriers with

single symbol in each OFDM frame. As we model a short range vehicular com-

munications scenario, we assume that the channel does not contain significant

multipath dispersion in time, so that a very short CP is sufficient to absorb all

ISI. The OFDM symbol duration is approximated as Tsym ≈ 1
∆f

, where ∆f is the

subcarrier spacing [130, 131]. Since our design is carried out in the time domain,

we assume frequency flat beamformers for simplicity [132].

4.2.1.1 Transmit Signal at the gNB

At the nth epoch and time t ∈ [0, Td], the signal transmitted from the gNB can

be given as

xD,n(t) = FRFD,nFBBD,n

K−1∑
k=0

sD,n[k]e
j2π

kt
Tsym Π (t− Tsym)︸ ︷︷ ︸

x̃D,n(t)

, (4.1)

where FRFD,n = blkdiag[fRFD,n,1, fRFD,n,2, . . . , fRFD,n,Q] ∈ CNm
t ×Q denotes the block

diagonal RF precoder matrix; FBBD,n = [fBBD,n,1, fBBD,n,2, . . . , fBBD,n,Q] ∈ CQ×Q

represents the BB precoder matrix; sD,n[k] = [sD,n,1[k], sD,n,2[k], . . . , sD,n,Q[k]]T ∈
CQ×1 is the complex modulation transmit data stream vector at the kth subcarrier,

which has zero mean and covariance matrix E
{
sD,n[k]sHD,n[k]

}
= IQ; Π (t− Tsym)

is the rectangular pulse shaping filter, which is 1 for 0 ≤ t ≤ Tsym and 0 otherwise.
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4.2.1.2 Transmit Signal at the RSU

Similarly, at the nth epoch and time t, the transmit signal to all Q vehicles can

be given as

xN,n(t) = FRFN,nFBBN,n

K−1∑
k=0

sN,n[k]e
j2π

kt
Tsym Π (t− Tsym)︸ ︷︷ ︸

x̃N,n(t)

, (4.2)

where FRFN,n = blkdiag[fRFN,1, fRFN,2, . . . , fRFN,Q] ∈ CNs
t×Q denotes the block diag-

onal RF precoder matrix; FBBN,n = [fBBN,n,1, fBBN,n,2, . . . , fBBN,n,Q] ∈ CQ×Q repre-

sents the BB precoder matrix; sN,n[k] = [sN,n,1[k], sN,n,2[k], . . . , sN,n,Q[k]]T ∈ CQ×1

is the complex modulation transmit data stream vector at the kth subcarrier with

zero mean and covariance matrix E
{
sN,n[k]sHN,n[k]

}
= IQ, which is uncorrelated

with sD,n[k].

4.2.2 Residual Self-Interference

As we mentioned in Chapter 2, the major obstacle to realising stable IBFD trans-

mission is the existence of the SI. Due to the short distance between the transmitter

and receiver, the SI can be more than 100 dB higher than the desired signal, sig-

nificantly affecting the SE of the backhaul link and the accuracy of the radar.

In this subsection, we will model the RSI signal left by our staged-SIC technique

through the antenna, analogue, and digital domains, discussed in Chapter 3, where

OD-based analogue canceller is applied for realising efficient wideband analogue

domain SIC.

Since the distinct SI channel model for the wideband is still unknown, most of

the works have considered the hypothetical SI channel in the narrow band [59, 104].

Fortunately, a hypothetical model is proposed for the wideband SI channel in

[105]. According to [104, 105], after some minor modifications, we model the

hypothesised wideband SI channel as the Rician-like channel with Rician factor κ,

which is similar to that used in Chapter 3. At the nth epoch, the SI channel is

denoted as

HSI,n =

√
κ

κ+ 1
HSI,LoS,n +

√
1

κ+ 1
HSI,NLoS,n, (4.3)

HSI,LoS,n =
√
N s

rN
s
taNs

r
(θLoSr,n , ϕ

LoS
r,n )aHNs

t
(θLoSt,n , ϕ

LoS
t,n )⊙B; (4.4a)
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HSI,NLoS,n =
√

Ns
rN

s
t

dNLoS

NC∑
c=1

NL∑
l=1

ιn,c,laNs
r
(θNLoS

r,n,c,l, ϕ
NLoS
r,n,c,l)a

H
Ns

t
(θNLoS

t,n,c,l, ϕ
NLoS
t,n,c,l), (4.4b)

where HSI,LoS,n and HSI,NLoS,n are the near-field LoS [133] and far-field NLoS com-

ponents [134], respectively. [B]p,q = 1
dLoS,p,q

e−j2π
dLoS,p,q

λ with dLoS,p,q denoting the

distance between the pth antenna element of the receiver and the qth antenna

element of the transmitter at the RSU, and λ being the wavelength. dNLoS is the

average distance for NLoS transmission. NC and NL represent the number of clus-

ters and that of paths in each cluster. ιn,c,l ∼ CN (0, 1
NCNL

) denotes the Rayleigh

fading gain of each path. θLoSt,n /θ
NLoS
t,n,c,l(θ

LoS
r,n /θ

NLoS
r,n,c,l) and ϕLoS

t,n /ϕ
NLoS
t,n,c,l (ϕLoS

r,n /ϕ
NLoS
r,n,c,l) are

the transmit (receive) azimuth and elevation angles. Furthermore, the transmit

and received steering vectors aNt(θt, ϕt) and aNr(θr, ϕr) for UPA can be expressed

by the similar model in (2.11).

After RF combining, at the nth epoch and time t, the received SI signal at

the RSU without efficient SIC is cast as√
Pt

KQ
WH

RFN,nHSI,n (xN,n(t) + FRFN,ngN,n(t)) , (4.5)

where Pt denotes the average total transmit power; WRFN,n = [wRFN,n,1,wRFN,n,2,

. . . ,wRFN,n,Q+1] ∈ CNs
r×(Q+1) is the RF combiner matrix. gN,n(t) is a zero-mean

complex Gaussian random process that represents the transmitter HWI vector

[68, 135]. Note that the HWI vector is uncorrelated with the desired signals.

Assuming that the RSI factor η is introduced to scale the amount of SIC done

by the antenna and analogue domains cancellation. Thus, we have the RSI as√
ηPt

KQ
WH

RFN,nHSI,n (xN,n(t) + FRFN,ngN,n(t)) . (4.6)

After the RF effective channel estimation in the BB, we can write the ideal

RF effective channel as the sum of the estimated channel and estimation error,

which is

√
ηWH

RFN,nHSI,nFRFN,n = ĤSI,n + ∆SI,n, (4.7)

where ĤSI,n = [ĥSI,n,1, ĥSI,n,2, . . . , ĥSI,n,Q+1]
H ; the estimation error ∆SI,n = [δSI,n,1,

δSI,n,2, . . . , δSI,n,Q+1]
H has the covariance matrix of Cov[∆SI,n] = σ2

eIQ+1 [136];

Having obtained the estimated RF effective channel, we apply SIC in the digital
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domain. Consequently, the RSI left after the digital domain SIC is written as

zRSI,n(t) =
√

Pt

KQ
∆SI,nx̃N,n(t) +

√
ηPt

KQ
WH

RFN,nHSI,nFRFN,ngN,n(t). (4.8)

4.2.3 Received Signal

4.2.3.1 Received Signal at the Vehicle

For the qth (q = 1, 2, . . . , Q) vehicle, at the nth epoch and time t, an RF combiner

wRFU,n,q ∈ CNu
r ×1 is applied to receive the signal transmitted from the RSU. The

received signal is given as

yU,n,q(t) = wH
RFU,n,q

[√
Pt

KQ
HUN,n,q (xN,n(t) + FRFN,ngN,n(t)) + zU,n,q(t)

]
+ eU,n,q(t),

(4.9)

where HUN,n,q = ψn,q
√
Nu

r N
s
taNu

r
(θn,q, ϕn,q)a

H
Ns

t
(θn,q, ϕn,q) is the channel between

the RSU and the qth vehicle; θn,q and ϕn,q are the azimuth and elevation angles

of the qth vehicle, respectively; ψn,q = d̄−1
n,qe

j
2π
λ
d̄n,q is the fading coefficient of

the qth vehicle with d̄n,q =
√
d2n,q + h2 being the propagation distance between

the qth vehicle and the RSU, where h and dn,q denote the RSU height and the

distance between the qth vehicle and the RSU; zU,n,q(t) ∈ CNu
r ×1 is the AWGN

vector; eU,n,q(t) denotes the receiver HWI, which is a zero-mean complex Gaussian

random process. Note that the Doppler shift and delay in (4.9) are compensated

at the vehicle’s receiver [18].

4.2.3.2 Received Backhaul Signal at the RSU

At the nth epoch and time t, the received backhaul link signal is given as

yN,n(t) = wH
BBN,n,1 (ỹN,n(t) + eN,n(t)) , (4.10a)

ỹN,n(t) = WH
RFN,n

[√
Pt

KQ
HND,n(xD,n(t) + FRFD,ngD,n(t)) +

√
Pt

KQ

Q∑
q=1

ej2πγn,qtGn,q

× (xN,n(t− τn,q) + FRFN,ngN,n(t− τn,q)) + zN,n(t)

]
+ zRSI,n(t), (4.10b)

where wBBN,n,1 ∈ CQ×1 is the first column of the BB combiner WBBN,n ∈ CQ×Q for

receiving the backhaul link signal; HND,n = ψ̃n
√
N s

rN
m
t aNs

r
(θbr,n,1, ϕbr,n,1)a

H
Nm

t
(θbt,n,1,

ϕbt,n,1) represents the backhaul link channel with θbt,n,1/θbr,n,1 and ϕbt,n,1/ϕbr,n,1
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4.3 Transceiver Design and Spectral Efficiency

being the corresponding azimuth and elevation angles of departure/arrival; ψ̃n

denotes the fading coefficient defined in a similar way as ψn,q in (4.9); Gn,q =

ϵn,q
√
N s

rN
s
t aNs

r
(θn,q, ϕn,q)a

H
Ns

t
(θn,q, ϕn,q); ϵn,q, θn,q, ϕn,q, γn,q, and τn,q are the reflec-

tion coefficient, azimuth angle, elevation angle, Doppler frequency 1, and round-

trip delay of the echo reflected from the qth vehicle; zN,n(t) ∈ CNs
r×1 denotes the

AWGN vector; gD,n(t) is the zero-mean complex Gaussian random process mod-

elled transmitter HWI at the gNB; eN,n(t) = [eN,n,1(t), eN,n,2(t), . . . , eN,n,Q+1(t)]
T

denotes the receiver HWI, which is a zero-mean complex Gaussian random process.

4.2.3.3 Received Signal at the Radar

At the nth epoch and time t, the q + 1th RF chain of the RSU’s receiver receives

the echo reflected from the qth vehicle, which is expressed as

rn,q(t) = wH
RFN,n,q+1

[√
Pt

KQ

Q∑
p=1

ej2πγn,ptGn,p (xN,n(t− τn,p) + FRFN,n

×gN,n(t− τn,p)) +
√

Pt

KQ
HND,n(xD,n(t) + FRFD,n × gD,n(t)) + zN,n(t)

]
+ zRSI,n,q+1(t) + eN,n,q+1(t), (4.11)

where zRSI,n,q+1(t) =
√

Pt

KQ

[
δHSI,n,q+1x̃N,n(t) +

(
ĥHSI,n,q+1 + δHSI,n,q+1

)
gN,n(t)

]
.

4.3 Transceiver Design and Spectral Efficiency

In this section, we present the design of RF and BB beamformers, followed by the

derivation of SE expressions for both the backhaul and access links.

4.3.1 Selection of RF Beamformers

The RF beamformers are realised by phase shifters; therefore, each non-zero entry

of the RF beamformer matrix should have a modulus of 1.

Since the gNB is fixed and performs LoS transmission, we assume its AoDs

to different RSUs can be acquired perfectly; therefore, the qth block of the RF

precoder matrix at the nth epoch of the gNB’s transmitter for maximising the qth

backhaul link SE consists of a subset of the transmit steering vector to the qth

1The Doppler frequency is assumed to be the same for all subcarriers since the inter carrier
spacing is sufficiently small [137]
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RSU, given as

fRFD,n,q =
√
Nm

t

[
a
Nm

t ,(q−1)
Nm

t

Q
+1
, a

Nm
t ,(q−1)

Nm
t

Q
+2
, . . . , a

Nm
t ,
qNm

t

Q

]T
, (4.12)

where aNm
t ,i

is the ith elements of aNm
t

(θbt,n,q, ϕbt,n,q).

Given the azimuth and elevation angles (θ̂n|n−1,q, ϕ̂n|n−1,q) predicted from the

n−1th epoch, each qth block of the RF precoder matrix of the RSU’s transmitter

at the nth epoch for maximising the SE of the qth vehicle is given by a subset of

the transmit steering vector to the qth vehicle, that is

fRFN,n,q =
√
N s

t

[
a
Ns

t ,(q−1)
Ns

t

Q
+1
, a

Ns
t ,(q−1)

Ns
t

Q
+2
, . . . , a

Ns
t ,
qNs

t

Q

]T
, (4.13)

where aNs
t ,i

is the ith elements of aNs
t
(θ̂n|n−1,q, ϕ̂n|n−1,q).

We assume the RSU receiver uses its first subarray to receive its backhaul

signal. At the nth epoch, a subset of the received steering vector of its serving

backhaul link channel is used to design the first column of the RF combiner matrix

to maximise the backhaul link SE. Since both gNB and RSU are fixed with LoS

transmission, we assume θbr,n,1 and ϕbr,n,1 can be known perfectly; therefore, we

have

wRFN,n,1 =

[√
N s

r

[
aNs

r ,1, aNs
r ,2, . . . , aNs

r ,
Ns

r

Q+1

]
,0TQNs

r

Q+1

]T
, (4.14)

where aNs
r ,i is the ith elements of aNs

r
(θbr,n,1, ϕbr,n,1).

Similarly, The rest Q columns of the RF combiner matrix for the RSU receiver

at the nth epoch are given by the subset of received steering vectors of echoes with

azimuth and elevation angles (θ̂n|n−1,q, ϕ̂n|n−1,q) predicted from the n− 1th epoch,

that is

wRFN,n,q+1 =

[
0TqNs

r

Q+1

,
√
N s

r

[
ā
Ns

r ,
qNs

r

Q+1
+1
, ā

Ns
r ,
qNs

r

Q+1
+2
, . . . , ā

Ns
r ,(q+1)

Ns
r

Q+1

]
,0T(Q−q−1)Ns

r

Q+1

]T
,

(4.15)

where āNs
r ,i is the ith elements of aNs

r
(θ̂n|n−1,q, ϕ̂n|n−1,q).
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Assume the angles are perfectly estimated, the Lemma 4.1 shown below gives

us the following approximations, which are

wH
RFN,n,1Gn,q ≈ 0TNs

t
∀q = 1, 2, . . . , Q; (4.16a)

wH
RFN,n,q+1HND,n ≈ 0TNm

t
∀q = 1, 2, . . . , Q; (4.16b)

wH
RFN,n,q+1Gn,p ≈ 0TNs

t
for q ̸= p; ∀q, p = 1, 2 . . . Q. (4.16c)

Lemma 4.1. For UPA with large antenna arrays, we have aHN(θ1, ϕ1)aN(θ2, ϕ2) ≈
0 for θ1 ̸= θ2, ϕ1 ̸= ϕ2.

Proof. A proof can be found in [138, Corollary 2].

Approximations in (4.16) derived by Lemma 4.1 provide an important fact

that the reflected echoes and backhaul link signal received at their corresponding

RF chains do not interfere with each other, i.e., desired signals seen on their

corresponding RF chain at the RSU receiver are only interfered with the RSI,

which can simplify (4.10) and (4.11).

Since the RSU is fixed, we assume vehicles can acquire the AoAs accurately;

thus, the RF combiner for the qth vehicle at the nth epoch for SE maximisation

is given as

wRFU,n,q =
√
Nq

r aNq
r
(θn,q, ϕn,q). (4.17)

4.3.2 MMSE BB Precoder

The MMSE BB precoder, which can provide additional gain than the ZF BB

precoder, is applied at the RSU to mitigate multi-vehicle interference. At the nth

epoch, it is designed as

FBBN,n = fN,nF̃BBN,n (4.18)

with

F̃BBN,n =
(
ÃH

N,n|n−1ÃN,n|n−1 +ϖdiag
(
ÃH

N,n|n−1ÃN,n|n−1

)
+ σ2FH

RFR,nFRFR,n

)−1

× ÃH
N,n|n−1, (4.19)

where ÃN,n|n−1 = AH
N,n|n−1FRFN,n; AN,n|n−1 = [aNs

t
(θ̂n|n−1,1, ϕ̂n|n−1,1), aNs

t
(θ̂n|n−1,2,

ϕ̂n|n−1,2), . . . , aNs
t
(θ̂n|n−1,Q, ϕ̂n|n−1,Q)]; ϖ << 1 is the transmitter HWI factor [97];
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σ2 is the AWGN power. fN,n is the normalisation factor, controls the power of the

precoder at the transmitter, given as

fN,n =

√
Q

∥FRFN,nF̃BBN,n∥2F
. (4.20)

Similarly, the BB precoder at the gNB is designed to mitigate the multi-RSU

interference by MMSE. Therefore, at the nth epoch, the gNB’s BB precoder is

given as

FBBD,n = fD,nF̃BBD,n, (4.21)

with

F̃BBD,n =
(
ÃH

D,nÃD,n +ϖdiag
(
ÃH

D,nÃD,n

)
+ σ2FH

RFG,nFRFG,n

)−1

ÃH
D,n, (4.22)

fG,n =

√
Q

∥FRFG,nF̃BBG,n∥2F
, (4.23)

where AD,n = [aNm
t

(θbt,n,1, ϕbt,n,1), aNm
t

(θbt,n,2, ϕbt,n,2), . . . , aNm
t

(θbt,n,Q, ϕbt,n,Q)];

ÃD,n = AH
D,nFRFD,n.

The derivation of the MMSE BB precoders follows similar steps in [139, 140].

4.3.3 MMSE BB Combiner

The design of the MMSE BB combiner wBBR,n,1 aims to maximise the received

backhaul link signal while mitigating the RSI and interference.

We first do some modifications on (4.10). Due to the use of MMSE BB pre-

coder and (4.16), the received backhaul link signal in (4.10) can be approximated

and simplified as

yN,n(t) ≈ wH
BBN,n,1

√ Pt

KQ

(
∆SI,nx̃N,n(t) +

√
ηWH

RFN,nHSI,nFRFN,ngN,n(t)
)︸ ︷︷ ︸

RSI with RF effective SI channel estimation error and transmitter HWI
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+ eN,n(t)︸ ︷︷ ︸
Receiver HWI

+WH
RFN,nzN,n(t)︸ ︷︷ ︸

AWGN

+
√

Pt

KQ




wH
RFN,n,1HND,nFRFD,ngD,n(t)

wH
RFN,n,2Gn,1FRFN,ngN,n(t)

...
wH

RFN,n,Q+1Gn,QFRFN,ngN,n(t)


︸ ︷︷ ︸
Transmitter HWI from gNB and RSU

+
K−1∑
k=0

bn[k]︷ ︸︸ ︷
wH

RFN,n,1HND,nFRFD,nfBBD,n,1sD,n,1[k]

wH
RFN,n,2Gn,1FRFN,nfBBN,n,1sN,n,1[k]

...
wH

RFN,n,Q+1Gn,QFRFN,nfBBN,n,QsN,n,Q[k]

⊙


e
j2π

kt
Tsym Π(t−Tsym)

e
j2π

k(t−τn,1)

Tsym ej2πγn,1tΠ(t−τn,1−Tsym)

...

e
j2π

k(t−τn,Q)

Tsym e
j2πγn,Qt

Π(t−τn,Q−Tsym)


︸ ︷︷ ︸

Received signal from backhaul link and reflected echo.




.

(4.24)

Then, by taking the fast Fourier transform (FFT) on (4.24) at the frequency k′

Tsym

we have

yN,n[k′] = wH
BBN,n,1(ỹN,n[k′] + eN,n[k′]︸ ︷︷ ︸

ȳN,n[k′]

)

= wH
BBN,n,1

√ Pt

KQ

bn[k′]⊙


1

e
j2π

τn,1(γn,1Tsym−k′)
Tsym ejπ(γn,1Tsym)

...

e
j2π

τn,Q(γn,QTsym−k′)
Tsym e

jπ(γn,QTsym)



+


wH

RFN,n,1HND,nFRFD,ngD,n[k
′]

wH
RFN,n,2Gn,1FRFN,ngN,n[k

′]

...
wH

RFN,n,Q+1Gn,QFRFN,ngN,n[k
′]


︸ ︷︷ ︸

cn[k′]

+ WH
RFN,nzN,n[k′] +

√
Pt

KQ
(∆SI,nFBBN,n

×sN,n[k′] +
√
ηWH

RFN,nHSI,nFRFN,ngN,n[k′]
)

+ eN,n[k′]
]
, (4.25)

where gD,n[k′] has zero mean and covariance matrixϖdiag
(
FBBD,nF

H
BBD,n

)
; gN,n[k′]

has zero mean and covariance matrix ϖdiag
(
FBBN,nF

H
BBN,n

)
; eN,n[k′] has zero

mean and covariance matrix ςdiag
(
E
{
ỹN,n[k′]ỹHN,n[k′]

})
[68, 135]. ς << 1 is

receiver HWI factor [97]; zN,n[k′] has zero mean and variance σ2. A detailed

expression of (4.25) is shown in Appendix 4.A.
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The design of wBBN,n,1 is derived by minimising E{|yN,n[k′] − sD,n,1[k
′]|2},

whose solution is well known and given by [61]

E
{
ȳN,n[k′]ȳHN,n[k′]

}−1 E
{
ȳN,n[k′]sHD,n,1[k

′]
}
. (4.27)

A detailed expression for (4.27) is given in Appendix 4.B. Note that the parameters

in Gn,q use their predicted values from the n−1th epoch instead of their true values

during the BB combiner design.

4.3.4 Spectral Efficiency

We first derive the SE of the qth access link (i.e., the link between the RSU and

qth vehicle). By applying MMSE BB precoder on (4.9), the decoded signal at the

qth vehicle can be approximated and simplified as

yU,n,q(t) ≈ wH
RFU,n,q

[√
Pt

KQ
HUN,n,qFRFN,n

(
fBBN,n,q

K−1∑
k=0

sN,n,q[k]e
j2π

kt
Tsym Π (t− Tsym)

+gN,n(t)) + zU,n,q(t)] + eU,n,q(t). (4.28)

Taking the FFT of (4.28) at the frequency k′

Tsym
gives

yU,n,q[k
′] = wH

RFU,n,q

[√
Pt

KQ
HUN,n,qFRFN,n (fBBN,n,qsN,n,q[k

′] + gN,n[k′]) + zU,n,q[k
′]
]

+ eU,n,q[k
′], (4.29)

where zU,n,q[k
′] has zero mean and variance σ2; eU,n,q[k

′] has zero mean and variance

ςE
{
ỹU,n,q[k

′]ỹHU,n,q[k
′]
}

with ỹU,n,q[k
′] = yU,n,q[k

′]−eU,n,q[k′] and E{ỹU,n,q[k′]ỹHU,n,q[k′]}
= Pt

KQ
wH

RFU,n,qHUN,n,qFRFN,n

(
fBBN,n,qf

H
BBN,n,q +ϖdiag

(
FBBN,nF

H
BBN,n

))
FH

RFN,nH
H
UN,n,q

wRFU,n,q +Nu
r σ

2. A detailed derivation of (4.29) is shown in Appendix 4.C.

Thus, at the nth epoch, the SE averaged across all subcarriers for the qth

access link is given by

Ra,n,q =
1

K

K−1∑
k=0

log2 (1 + SINRa,n,q[k]) , (4.30)

84



4.4 Radar Prediction and Tracking

where

SINRa,n,q[k] =

Received desired signal power︷ ︸︸ ︷∣∣∣√ Pt

KQ
wH

RFU,n,qHUN,n,qFRFN,nfBBN,n,q

∣∣∣2
Ia,n,q[k]︸ ︷︷ ︸

Interference power

+ Nq
r σ

2︸ ︷︷ ︸
AWGN power

, (4.31a)

Ia,n,q[k] = Pt

KQ
wH

RFU,n,qHUN,n,qFRFN,nϖdiag
(
FBBN,nF

H
BBN,n

)
FH

RFN,nH
H
UN,n,qwRFU,n,q︸ ︷︷ ︸

Transmitter HWI power

+ ςE{ỹU,n,q[k]ỹHU,n,q[k]}︸ ︷︷ ︸
Receiver HWI power

. (4.31b)

According to (4.25), the backhaul link SE at the nth epoch averaged across

all subcarriers can be expressed as

Rb,n =
1

K

K−1∑
k=0

log2 (1 + SINRb,n[k]) , (4.32)

where SINRb,n[k] is defined in as

SINRb,n[k] =

wH
BBN,n,1

[
Φn[k] 0 ... 0

0 0 ... 0
...

...
...

...
0 0 ... 0

]
wBBN,n,1

wH
BBN,n,1




Ω
(1)
n [k] 0 ... 0

0 Ω
(2)
n,1[k] ... 0

...
...

...
...

0 0 ... Ω
(2)
n,Q[k]

+ Ωn[k]

wBBN,n,1

(4.33)

with Ωn[k] = Ω
(3)
n [k] + Ω

(4)
n [k] + Ns

rσ
2

Q+1
IQ+1; Φn[k], Ω

(1)
n [k], {Ω(2)

n,q[k]}Qq=1, and Ωn[k]

being derived in Appendix 4.B.

4.4 Radar Prediction and Tracking

In this section, the UKF is utilised for radar prediction and tracking. We first

present the state evaluation models based on the previous state. Then, we show

the measurement models. Finally, we give the detailed UKF algorithm for radar

prediction and tracking.
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Figure 4.2: State evaluation model for a vehicle.

4.4.1 State Evaluation Model

Based on the simple model in Fig. 4.2, assuming all vehicles within the RSU cover-

age are in uniformly accelerated rectilinear motion, where the constant acceleration

a can be known as a prior by some techniques (e.g., the traffic speed camera)2. At

the nth epoch, we define the velocity of the qth vehicle as νn,q. Assume the motion

parameters are constant within ∆T . By leveraging the knowledge of geometry and

kinematic, we can express the following equations, which are

νn,q = νn−1,q + a∆T, (4.34a)

dn,q tanϕn,q = dn−1,q tanϕn−1,q, (4.34b)

∆d

sin(θn,q − θn−1,q)
=

dn,q
sin θn−1,q

, (4.34c)

dn,q =
√
d2n−1,q + ∆d2 − 2dn−1,q∆d cos θn−1,q, (4.34d)

where ∆d = νn−1,q∆T + 1
2
a∆T 2.

Having obtained the motion parameters based on the n− 1th epoch, one can

model the reflection coefficient ϵn,q. Since ϵn,q = ϑn,q(2d̄n,q)
−1 with ϑn,q being the

radar cross-section (RCS) factor, which corresponds to a Swerling I target and is

assumed to be constant within a short period of time [141]; therefore, we have

ϵn,q = ϵn−1,q
d̄n−1,q

d̄n,q
. (4.35)

2Setting the same acceleration a for different vehicles in this chapter aims to avoid the collision,
since the vehicle in the later position may need to overtake the former one due to having a
faster speed if different accelerations are applied, which is prohibited in our single lane scenario.
Moreover, since all parameters tracked by radar have a dependence on a (see (4.36)), a perfect
knowledge of a is necessary to reduce the tracking error.
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Leveraging the approximations done in [18], we can have the following state

evaluation models, which are

νn,q = νn−1,q + a∆T + uν ,

ϕn,q = tan−1
((

1 + ∆d cos θn−1,q

dn−1,q

)
tanϕn−1,q

)
+ uϕ,

θn,q = θn−1,q + ∆d sin θn−1,q

dn−1,q
+ uθ,

dn,q = dn−1,q −∆d cos θn−1,q + ud,

ϵn,q = ϵn−1,q
d̄n−1,q

d̄n,q
+ uϵ,

(4.36)

where uν , uϕ, uθ, ud, and uϵ are process noises introduced by approximation and

systematic error, which are assumed to be complex Gaussian distribution with

zero mean and variance σ2
ν , σ

2
ϕ, σ2

θ , σ
2
d, and σ2

ϵ , respectively.

4.4.2 Measurement Model

At the nth epoch, the signal received by the q+ 1th RF chain at the RSU receiver

can be simplified and approximated by applying MMSE BB precoder and (4.16)

on (4.11), which gives

rn,q(t) ≈ wH
RFN,n,q+1

[√
Pt

KQ
ej2πγn,qtGn,q(xN,n,q(t− τn,q) + FRFN,ngN,n(t− τn,q))

+zN,n(t)] + zRSI,n,q+1(t) + eN,n,q+1(t), (4.37)

where xN,n,q(t−τn,q) = FRFN,nfBBN,n,q

∑K−1
k=0 sN,n,q[k] e

j2π
k(t−τn,q)

Tsym Π (t− τn,q − Tsym).

The estimated round-trip delay τ̂n,q and Doppler frequency γ̂n,q can be ob-

tained by employing radar matched filtering, given as [18, 120]

{τ̂n,q, γ̂n,q} = arg max
τ,γ

∫ ∆T

0

rn,q(t)x
H
N,n,q(t− τ)e−j2πγtdt. (4.38)

Consequently, by using the estimated round-trip delay τ̂n,q and Doppler fre-

quency γ̂n,q, we can have one of the measurement models as

r̃Tn,q =
√

Pt

KQ
wH

RFN,n,q+1Gn,qfN,n,qf
H
N,n,q + wT

r,n,q, (4.39)

whose derivation is shown in Appendix 4.D, where fN,n,q = FRFN,nfBBN,n,q. wr,n,q

is the zero-mean complex Gaussian measurement noise vector with variance σ2
r,n,q
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whose value is derived in Appendix 4.D.

The rest of the measurement models can be written as [18]

γn,q =
2νn,q cos θn,q cosϕn,q

λ
+ wγ, (4.40)

τn,q =
2d̄n,q
c

+ wτ , (4.41)

where wγ and wτ are zero-mean complex Gaussian measurement noise with vari-

ance σ2
γ and σ2

τ , respectively; c denotes the light speed.

4.4.3 Unscented Kalman Filter

The Kalman filter is known as a good approach for radar prediction and tracking.

However, as the state evaluation and measurement models in this work are non-

linear, the traditional linear Kalman filter can not be used. Fortunately, UKF is

utilised for such a nonlinear dynamic system to tackle this issue. The principle of

UKF for predicting and tracking the state parameters of the qth vehicle is shown

below [22].

We first rewrite the state evaluation and measurement models in vector form,

i.e., representing the state variables as xn,q = [νn,q, ϕn,q, θn,q, dn,q, ϵn,q]
T and mea-

surements as yn,q = [̃rTn,q, γn,q, τn,q]
T , then we have

xn,q = f(xn−1,q) + un,q, (4.42a)

yn,q = g(xn,q) + wn,q, (4.42b)

where f(·) is the nonlinear function defined in (4.36) with un,q = [uν , uϕ, uθ, ud, uϵ]
T ;

g(·) is the nonlinear function defined in (4.39)-(4.41) with wn,q = [wT
r,n,q, wγ, wτ ]

T .

The covariance matrices formed by noise effects are

Ru,n,q = diag[σ2
ν , σ

2
ϕ, σ

2
θ , σ

2
d, σ

2
ϵ ], (4.43a)

Rw,n,q = blkdiag[σ2
r,n,qINs

t
, σ2

γ, σ
2
τ ]. (4.43b)

• Initialisation:

We first initialise the vector composed of state values at n = 0, which is

x̂0,q = [ν0,q, ϕ0,q, θ0,q, d0,q, ϵ0,q]
T , (4.44)
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4.4 Radar Prediction and Tracking

whose values can be obtained by conventional radar signal processing or

beam training. The covariance matrix is initialised as

Rx0,q = ON , (4.45)

where N denotes the size of the column vector x̂n,q.

• For the epoch n = 1, 2, . . .,

(i) Calculate sigma points:

The sigma points are chosen based on the Cholesky factorisation of the

state covariance matrix, given as

Xn−1,q = [x1,n−1,q,x2,n−1,q, . . . ,x2N+1,n−1,q]

=
[
x̂n−1,q, x̂n−1,q ± chol

(
(N + α)Rxn−1,q

)]
, (4.46)

where α = (ζ2 − 1)N with ζ = 0.001.

(ii) Time update:

xi,n|n−1,q = f(xi+1,n−1,q), (4.47a)

yi,n|n−1,q = g(xi+1,n−1,q), (4.47b)

for i = 0, 1, . . . , 2N . Therefore, the a priori estimates are given by

x̂n|n−1,q =
2N∑
i=0

W (i)
m xi,n|n−1,q, (4.48a)

ŷn|n−1,q =
2N∑
i=0

W (i)
m yi,n|n−1,q. (4.48b)

The corresponding covariance and cross-covariance matrices are written

as

Rxn|n−1,q
=

2N∑
i=0

W (i)
c

(
xi,n|n−1,q − x̂n|n−1,q

) (
xi,n|n−1,q − x̂n|n−1,q

)H
+ Ru,n,q, (4.49a)

Ryn|n−1,q
=

2N∑
i=0

W (i)
c

(
yi,n|n−1,q − ŷn|n−1,q

) (
yi,n|n−1,q − ŷn|n−1,q

)H
+ Rw,n,q, (4.49b)
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Rxn|n−1,qyn|n−1,q
=

2N∑
i=0

W (i)
c

(
xi,n|n−1,q − x̂n|n−1,q

) (
yi,n|n−1,q − ŷn|n−1,q

)H
,

(4.49c)

where for Gaussian prior W
(0)
m = α

N+α
, W

(0)
c = α

N+α
+ (3− ζ2), W (i)

m =

W
(i)
c = 1

2(N+α)
for i ̸= 0.

(iii) Measurement update:

The Kalman gain is updated as

Kn,q = Rxn|n−1,qyn|n−1,q
R−1

yn|n−1,q
. (4.50)

The UKF estimates and covariance matrix are

x̂n,q = x̂n|n−1,q + Kn,q(yn,q − ŷn|n−1,q), (4.51a)

Rxn,q = Rxn|n−1,q
−Kn,qRyn|n−1,q

KH
n,q. (4.51b)

In the next section, we will provide detailed performance results to evaluate

the performance of the proposed FR2-IBFD-ISAC-IAB network.

4.5 Numerical Results

In this section, we evaluate the performance of the proposed FR2-IBFD-ISAC-IAB

network. Our simulations are done at the 3GPP FR2 band frequency centred at

fc = 30 GHz. The time interval is ∆T = 0.02s, which is the same as that in [18].

Since the time for running the UKF algorithm in MATLAB is proportional to the

number of subcarriers, we set the number of subcarriers as K = 512 according

to IEEE 802.11ad [112]. The RSI factor is set to be η = −60 dB since the

SIC in the antenna and analogue domains can attenuate the SI power for about

60 dB, as shown in [61]. Unless otherwise specified, the values of simulation

parameters are given in Table 4.1. The number of antennas is set to fulfil the

requirement of the mmWave scenario. The acceleration, RSU height, and initial

motion parameters are set according to the real-world highway environment and

the common property of commercial vehicles. Monte Carlo simulations with 5000

iterations are utilised in order to get general simulation results. Note that the

SNR is defined as SNR ≜ Pt

KQσ2 in this chapter.

90



4.5 Numerical Results

Table 4.1: System Parameters and Default Values

Notation Physical Meaning Values
K Number of subcarriers 512 [112]
Td Time duration 1s
∆T Time interval 0.02s [18]
fc Carrier frequency 30 GHz
Q Number of vehicles/RSUs 4
η RSI factor -60 dB [61]
ϖ, ς HWI factor -80 dB
κ Rician factor 10 dB [105]
NC Number of clusters 4
NL Number of paths 8

Nm
t , N

s
t ,

N s
r , N

u
r

Number of antennas
16× 16,16× 16
20× 16, 8× 8

a Acceleration 3m/s2

h RSU height 10m
ν0,1, ν0,2,
ν0,3, ν0,4

Initial velocity
35m/s, 34m/s,
33m/s, 32m/s

θ0,1, θ0,2,
θ0,3, θ0,4

Initial azimuth angle
53.13◦, 32.23◦,
23.58◦, 18.66◦

ϕ0,1, ϕ0,2,
ϕ0,3, ϕ0,4

Initial elevation angle
45.00◦, 33.69◦,
26.57◦, 21.80◦

d0,1, d0,2,
d0,3, d0,4

Initial distance
10m, 15m,
20m, 25m

ϵ0,1, ϵ0,2,
ϵ0,3, ϵ0,4

Initial reflection coefficient
3+3j, 2.5+2.5j,
2+2j, 1.5+1.5j

σν , σθ, σϕ,
σd, σϵ

Standard deviation of process noise
0.2m/s, 0.02◦, 0.02◦,
0.1m, 0.01

σγ, στ Standard deviation of measurement noise 50 Hz, 2ns
σ Standard deviation of AWGN 1
σ2
e Power of channel estimation error -40 dB

4.5.1 Radar Performance

We first study the radar performance of this IBFD-ISAC-IAB network in Fig. 4.3.

Assume all vehicles first drive towards the RSU and then away from it. For

simplicity, we assume there is always a safe distance between vehicles, and the

latter does not overtake the former. At SNR = 10 dB, with UKF for radar

prediction and tracking, Fig. 4.3(a) compares the true values and the values given

by UKF of the state parameters. It is evident that the UKF can perfectly track the

state parameters as these two kinds of curves are closely matched. Moreover, from

the subfigure of distance versus time in Fig. 4.3(a), we find that each vehicle passes

by the RSU at around t = 0.2s, 0.4s, 0.56s, and 0.74s, respectively. In Fig. 4.3(b),

we plot the UKF tracking MSE in terms of all state parameters for each vehicle.

The tracking MSE of all state parameters increases before the vehicle approaches
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Figure 4.3: Radar performance with UKF of the ISAC-IBFD-RSU at
SNR = 10 dB (a) state tracking for each vehicle; (b) tracking MSE at each
vehicle.

the RSU. Interestingly, as the vehicle approaches the RSU, the tracking MSE of

the azimuth angle begins to decrease and follows a valley shape when the vehicle is

right in front of the RSU. However, even though the tracking MSE of the distance

decreases as the vehicle drives towards the RSU, a slight increment on the MSE is

observed when the vehicle is right in front of it. Instead, the tracking MSE of the
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Figure 4.4: Variability of tracking MSE of UKF at SNR = 10 dB on the
second vehicle.

rest of the state parameters gives a peak when the vehicle passes the RSU, and

then, these MSEs begin to decrease.

In order to show the variability of the tracking MSE of UKF, we plot the error

bar chart in terms of the tracking MSE of the second vehicle in Fig. 4.4. The red

lines indicate the mean value of the tracking MSE after the Monte Carlo simula-

tion, and the blue vertical bars denote the standard deviation of the simulation.

The standard deviation of the tracking MSE of θ gives a minimum value when

the vehicle approaches the RSU, then it starts to increase and becomes stable as

the vehicle drives away. For that of the tracking MSE of d, the variation of the

standard deviation gives a convex-like trend; however, a slight increment can be

observed when the vehicle is in front of the RSU. Interestingly, the standard devi-

ation of the tracking MSE of ϕ, ν, and ϵ gives a maximum value while the vehicle

arrives at the front of the RSU. It can be predicted from the figure that when the

vehicle leaves the effective coverage of the RSU, the variability can be more stable.

In Fig 4.5, we compare the UKF-based radar performance with the EKF-

based one proposed in [18]. By comparing these two approaches in terms of the

averaged mean squared error (AMSE) of all state parameters, it is interesting to

see that UKF can provide similar performance as the EKF. However, compared

to the EKF, the UKF avoids calculating the Jacobians, which is beneficial for

systems with complex nonlinear models.
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Figure 4.5: Tracking AMSE comparison with EKF and PCRLB at
SNR = 10 dB.

Furthermore, in order to evaluate the performance of the UKF estimator, we

introduce the PCRLB in Fig 4.5 for comparison, which is the lower bound for

the variance of any unbiased estimator process. It can be seen that the AMSE

curves given for the UKF for all state parameters overlap with the PCRLBs.

Therefore, the UKF can be a reliable estimator for radar tracking in IBFD-ISAC

systems. Note that due to the restricted computer precision for computing the

matrix inverse and the limited numbers of Monte Carlo simulations, the AMSE

curves of the Kalman filter estimation are sometimes a bit lower than the PCRLBs.

4.5.2 Communication Performance

In Fig 4.6, we study the communication performance of the IBFD-ISAC-IAB

network for the multi-vehicle scenario. We first evaluate the backhaul link SE

in Fig. 4.6(a) regarding different RF effective SI channel estimation errors, i.e.,

σ2
e = −40,−20, 0 dB. Since the distance between the gNB and the RSU is fixed,

the SE is nearly the same during time Td; therefore, we plot the backhaul link SE

for different SNR values at a selected epoch. We assume the propagation distance

between the gNB and the RSU is 200m. As the SNR increases, the backhaul link

SE increases as well. We further assume the time slot at the RSU for simultane-

ous sensing and communication in IBFD transmission is equally divided into two

parts in the HD scheme, one for sensing (i.e., RSU reception) and the other for
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Figure 4.6: Communication SE in terms of different RF effective SI channel
estimation error σ2

e = −40,−20, 0 dB (a) backhaul link; (b) access link at
SNR = 10 dB.

communication (i.e., RSU transmission). Due to the successful SIC, with lower RF

effective channel estimation error, compared with HD transmission, the backhaul

link SE is almost doubled under IBFD transmission. It is noted that the backhaul

link signal is received at the RSU receiver while the RSU is performing the radar

task.
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In terms of the RF effective SI channel estimation error on the backhaul link

SE, it is easy to find in Fig. 4.6(a) that as the RF effective SI channel estimation

error increases, the backhaul link SE starts to saturate. This saturation effect is

obvious at σ2
e = 0 dB (orange curve), especially in the high SNR region, since the

higher the SNR, the higher the SI power, thus, the higher the RSI power becomes

due to the RF effective SI channel estimation error that is left after SIC has been

performed. Therefore, to reduce the effect of RSI on the backhaul link SE, it is

important to estimate the RF effective SI channel as accurately as possible.

In Fig. 4.6(b), the access link SE of each vehicle is derived with the state

values estimated from the UKF for the IBFD-ISAC-IAB network. The figure

shows that the access SE is inversely proportional to the distance between the

vehicle and the RSU (i.e., as the distance reduces, the SE increases). Moreover,

the comparison shows that the access link SE is doubled by IBFD, compared with

HD transmission. Interestingly, it can be observed that the RF effective SI channel

estimation error σ2
e has a negligible effect on the access link SE. In other words,

even if the measurement noise is changed due to different estimation error values,

the tracking MSE is not affected significantly.

4.5.3 Effect of SNR and HWI

In Fig 4.7(a), we plot the curves for access link averaged spectral efficiency (ASE)

versus tracking AMSE for IBFD-ISAC-IAB networks at different SNR values. As

for the ASE, when the SNR increases, the ASE increases as well. However, the

AMSE does not change significantly as the SNR varies. The optimal solution

for designing the ISAC systems should consider the trade-off between tracking

accuracy and communication SE to guarantee both radar and communication

performance at the same time by joint optimisation. However, from the figure,

i.e., maximising the communication SE by beamformer design while using UKF to

enhance the radar performance, it still shows satisfactory performance. Neverthe-

less, a more optimal solution is expected to show an improved ISAC performance,

which will be left as further work.

The impact on the IBFD-ISAC-IAB networks taken by the HWI is analysed

in Fig. 4.7(b). When the HWI factors are below -55 dB, we find that the tracking

AMSE and the access link ASE averaged across all vehicles do not significantly

change. However, when the HWI factors are higher than -55 dB (e.g., -30 dB), the

AMSE and ASE are decreased. Interestingly, the variations are minor on radar
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Figure 4.7: AMSE v.s. ASE across all vehicles for (a) SNR = 5, 10, 15 dB
with ϖ = ς = −80 dB; (b) HWI factors ϖ = ς = −80,−55,−30 dB at
SNR = 10 dB.

performance for different values of HWI factors since the radar matched filter uses

the signals after the RF combiner (i.e., after the SIC), which helps to reduce the

measurement noise due to the HWI and SI.
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Figure 4.8: (a) Impulse response and (b) frequency response of raised cosine
pulse shaping filter for αroll−off = 0, 0.5, 1 with Tsym = 1s.

4.5.4 Effect of Different Pulse Shaping Filters

In this subsection, we are going to analyse the effect of different pulse shaping

filters, i.e., the rectangular pulse shaping filter, which is used in this chapter, and

the raised cosine pulse shaping filter on the performance of an OFDM system.

The rectangular pulse shaping filter is an ideal filter, which is difficult to realise in

the real world, whereas the raised cosine pulse shaping filter is one of the realistic

candidate filters for use. The impulse response of the raised cosine pulse shaping

filter is given as [142]

p(t) =
sin πt

Tsym
πt
Tsym

cos παroll−off t

Tsym

1− 4α2
roll−off t

2

T 2
sym

, (4.52)

where 0 ≤ αroll−off ≤ 1 is the roll-off factor, controlling the shape of the filter. The

corresponding frequency response is cast as [142]

P (f) =


Tsym for 0 ≤ |f | ≤ 1−αroll−off

2Tsym

Tsym
2

{
1 + cos

[
πTsym
αroll−off

(
|f | − 1−αroll−off

2Tsym

)]}
for 1−αroll−off

2Tsym
< |f | < 1+αroll−off

2Tsym

0 for |f | ≥ 1+αroll−off

2Tsym
.

(4.53)

The impulse and frequency response of the raised cosine pulse shaping filter with

different roll-off factors are plotted in Fig. 4.8.

In order to compare the effect of the rectangular and raised cosine pulse shap-

ing filters on the OFDM system, we simulate the single-input-single-out Rayleigh
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Figure 4.9: Bit error rate comparison with 16-Phase Shift Keying for single
path/multipath Rayleigh fading channel with rectangular/raised cosine pulse
shaping filter.

fading single path and multipath channels with OFDM modulation. The number

of subcarriers is 256 and the number of samples in the CP is 64, which is a quarter

of the number of subcarriers. The up/down-sampling factor is set to be 16 and

16-Phase Shift Keying is applied. For the multipath scenario, we ensure the max-

imum delay spread is within the CP duration to avoid serious ISI. We plot the bit

error rate v.s. SNR per bit in Fig. 4.9 for performance comparison. Regardless

of the type of pulse shaping filter, it is evident that the multipath environment

provides a worse bit error rate than the single path one. This is due to the fact

that multipath signals arrive at the receiver with different delays, which can in-

terfere with each other and cause ISI. This ISI makes the receiver hard to perform

correctly demodulation. The impact of ISI becomes more severe for the high SNR

region.

By moving the focus to the effect of different pulse shaping filters, we can

find that the performance is similar for the single path scenario with either the

rectangular or raised cosine pulse shaping filter. However, for αroll−off = 0, we can

see a slight distortion in the bit error rate. This is because a lower roll-off factor

gives a longer impulse response, as shown in Fig. 4.8(a), which smears the signal

and the symbol can easily overlap with the adjacent symbol, thus increasing the

likelihood of ISI. On the contrary, in the multipath environment, the raised cosine

pulse shaping filter performs better than the rectangular one. This is because
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as the roll-off factor increases, the frequency response of the raised cosine pulse

shaping filter rolls off more smoothly, as shown in Fig. 4.8(b), compared to that of

the rectangular one (i.e., the sinc function), which helps mitigate the ISI brings by

multipath propagation. In addition, due to the spectral containment of the raised

cosine pulse shaping filter, more signal energy can be confined within the Nyquist

bandwidth, which reduces the out-of-band emission.

4.6 Conclusion

In this chapter, we have designed an ISAC-based IBFD-IAB network for V2X

FR2 band mmWave communications, where the sensing and communications take

place simultaneously. At the IBFD-RSU, assuming the SIC had been successfully

applied, only the RSI was left. We have adopted the subarray-based hybrid beam-

forming structure, where the BB precoders have been realised by MMSE to cancel

the multi-vehicle/multi-RSU interference. In order to model a more realistic sys-

tem, we have introduced the HWI and RF effective SI channel estimation error

to study their impact on the system performance. As for the sensing process, the

UKF was utilised for radar prediction and tracking. We have found that the pro-

posed UKF can perfectly track the state parameters through simulations, whose

performance is similar to EKF and nearly achieve the PCRLB. However, both the

radar and communication performance can be affected by the HWI. When the

vehicle is at the front of the RSU, we have observed that i) the maximum access

link SE can be obtained; ii) a distinct valley can be found on the tracking MSE

curve of the azimuth angle, whereas a peak can be found on that of the elevation

angle and velocity. Moreover, as the SNR increases, only the ASE is increased

significantly. In terms of the communication SE, compared with a HD-ISAC-IAB

network, the IBFD-ISAC-IAB network can double both the backhaul and access

links SE if successful SIC is applied. In addition, the backhaul link SE can be

reduced when the RF effective channel estimation error increases, especially in

the high SNR region.

In the next chapter, we are going to extend the single-cell model in Chapter 3

and 4 to the multi-cell one and analyse the corresponding network performance

with the stochastic geometry.
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Appendix 4.A Derivation of Equation (4.25)
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where u = t− τn,q; (a) is derived for k = k′ and sinc(γn,qTsym) ≈ 1 with small γn,q.
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Appendix 4.B MMSE BB Combiner

According to [61], the MMSE BB combiner is derived as below.
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Appendix 4.C Derivation of Equation (4.29)
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where (b) is derived for k = k′.
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Chapter 5

Performance Analysis of

In-Band-Full-Duplex Multi-Cell

Millimetre-Wave Integrated

Access and Backhaul Networks

5.1 Introduction

In Chapter 3 and 4, we have designed single-cell single-hop backhaul FR2-IBFD-

IAB networks operating at mmWave frequencies for both communication only and

ISAC scenarios. In this chapter, based on the communication only scenario, we

are going to analyse the network performance using stochastic geometry and move

our focus on the multi-cell single-hop backhaul FR2-IBFD-IAB networks operating

at mmWave frequencies. The performance analysis for multi-cell FR2-IBFD-IAB

networks, which is not widely studied in the literature to date, provides insights

for the real-world network design and deployment.

In prior works [19, 24, 77, 144], stochastic geometry is used to analyse the

performance of IAB networks. However, none of these works considers the IBFD

transmission and hybrid beamforming except for [19]. In addition, in terms of

the distribution of small fading, only [77] considers the Nakagami-M distribution,

Work in this chapter has been submitted to IEEE Transactions on Vehicular Technology,
May 2023 [143].
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which is more suitable for FR2 band communications operating at mmWave fre-

quencies than using the Rayleigh distribution since the Rayleigh fading model for

FR1 band microwave communications is predicated on a large amount of local

scattering, which is not the case for mmWave communications [29]. Moreover,

shadowing effects are not considered in most of these works. Only [144] considers

both small fading and path loss with the shadowing effects; however, the Rayleigh

distribution is used for modelling the small fading rather than the Nakagami-M

distribution. Therefore, to analyse a more general IAB network operating in the

3GPP FR2 band suitable for the 6G wireless communications, we consider the

IBFD, hybrid beamforming, Nakagami-M small fading, and Lognormal shadow-

ing in this chapter.

In the real world, the BSs are not entirely deployed randomly or regularly,

which results in the deterministic or PPP model becoming insufficient. Therefore,

non-Poisson models are preferred for modelling real-world BS deployment. For

analytical tractability, the authors in [145] suggested a method that uses PPP

to approximate the signal-to-interference ratio meta-distribution for non-Poisson

networks, which can provide good accuracy. In this chapter, to model the de-

ployment of the wired-connected IAB donors, i.e., gNBs, the MHCPP is applied,

where a hard-core distance (i.e., the minimum distance that two gNBs are sepa-

rated in the network) is utilised. The MHCPP model reflects the repulsion among

gNBs since gNBs act as wired-anchored BSs. Two gNBs should not be spaced too

close together or have too much of an overlap in their coverage areas. Moreover,

while providing satisfactory service quality, MHCPP generates a lower density of

gNBs than the PPP model, which avoids the high cost due to the wired connec-

tion. Although MHCPP has been applied for modelling unmanned aerial vehicles

[146], multi-cell IBFD cellular networks [147], and cloud radio access networks

[23], to our best knowledge, this chapter will introduce MHCPP into the analysis

of multi-cell FR2-IBFD-IAB networks for the first time.

Our main contributions for this chapter are summarised below.

• Instead of analysing the performance of FR2-HD-all-wired networks, we con-

sider FR2-IBFD-IAB networks, which satisfy the requirement of enhanced

communication performance and dense deployment with less cost for the 6G

communications. The IAB-nodes are operating in IBFD mode for simul-

taneous transmission and reception. Assuming efficient SIC is realised by
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technique proposed in Chapter 3. Only RSI, modelled as complex Gaussian

noise, is considered whose power is a fraction of the transmit power.

• Unlike previous studies on FR2 band mmWave communications using stochas-

tic geometry, which do not consider hybrid beamforming, we analyse the

performance with energy-efficient subarray-based hybrid beamforming since

FR2 band mmWave communications need to adopt large-scale antenna ar-

rays.

• Unlike prior works on IAB networks, which use PPP to model the loca-

tion of gNBs, we use the MHCPP to meet the real-world deployment sce-

nario where BSs are deployed following a non-Poisson model. In this way,

the wired-connected gNBs, acting as anchored BSs, can be deployed with-

out overlapping or being too close together in distance. Additionally, the

MHCPP produces fewer gNBs than PPP, which reduces the cost of deploy-

ing wired gNBs. We use the PGFL of PPP to estimate the mean interference

from gNBs in the backhaul link and gNB associated access link, which makes

the analysis more tractable.

• To accurately model the channel and path loss for FR2 band mmWave com-

munications, we consider the Nakagami-M small fading and include Lognor-

mal shadowing effects in the path loss model, which is different from most

existing literature on FR2 band mmWave communications using stochastic

geometry. For tractability, we introduce the closed-form statistical property

of the composite Gamma-Lognormal (GL) distribution to derive analytical

results.

• To avoid the underestimation of noise and interference, we consider the side-

lobe gain for the inter-cell interference links and the ADC quantisation noise.

The rest of this chapter is organised as follow. Section 5.2 introduces system

model including IAB network architecture, spatial arrangement, and propagation

model. Followed by Section 5.3 provides antenna configuration and beamforming

design. Then, the SINR characterisation is formulated in Section 5.4, which is used

for deriving the analytical equations of the performance metrics in Section 5.5.

Finally, we show numerical results in Section 5.6 and draw a brief conclusion

in Section 5.7. Additionally, there are five appendices; the first one gives basic

knowledge of the composite GL distribution; the second one shows the proof of
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association probability; the third one introduces a helpful lemma; and the rest of

them provide solutions on analytical equations of performance metrics.

5.2 System Model

5.2.1 IAB Network Topology

We consider the downlink of the SA single-hop backhaul IAB network with ST

topology, which consists of the gNBs, IAB-nodes, and UEs introduced in previous

chapters. It is worth noted that the gNB in this chapter can not only commu-

nicate with the IAB-node, but also service the UE, which is different from that

in Chapter 3 and Chapter 4. An illustration of our system model is depicted in

Fig 5.1. In this work, gNBs and IAB-nodes form two different tiers. Multi-hop

backhaul IAB networks will not be considered due to the challenge of network

configuration, and the feasibility of using stochastic geometry under this scenario

[24].

5.2.2 Spatial Arrangement

There are two types of MHCPP, both are generated by thinning a parent PPP.

In type I, a point and its neighbours whose distance is less than the hard-core

distance are removed from the parent PPP. In type II, each point is assigned to

a random number between 0 and 1 as their marks; only points that have bigger

marks and are within the hard-core region of their neighbours are removed [148].

In this chapter, we utilise MHCPP Type II1 to capture the location of gNBs.

Consider that gNBs are distributed according to an MHCPP Φm with density λm

and hard-core distance ξ on R2, where the density is defined by dependent thinning

of a parent homogeneous PPP Φ̃m with density of λ̃m. Given the probability of an

arbitrary point in the parent PPP is retained for the MHCPP Type II as

ρ =
1− e−πξ2λ̃m

πξ2λ̃m
, (5.1)

1Under the same parent PPP density, the thinning rule of the MHCPP type II is more relaxed
than that of the MHCPP Type I, which can give a higher density of gNB to satisfy the dense
deployment condition for FR2 band mmWave communications.
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Figure 5.1: Illustration of a multi-cell single-hop backhaul FR2-IBFD-IAB
network.

we have λm = ρλ̃m [149]. The IAB-nodes and UEs are drawn from two independent

homogeneous PPPs Φs and Φu with density λs and λu on R2, respectively. Our

analysis is performed on a circular region with radius R0. One realisation of a

such a network is depicted in Fig. 5.2.

5.2.3 Propagation Model

5.2.3.1 Blockage Model

At mmWave frequencies, the signals are easily blocked by obstacles in the propaga-

tion environment, which results in the coexistence of LoS and NLoS propagation.

The blockages typically form a process of random shapes, e.g., a Boolean scheme

of rectangles [150]. In this chapter, the probability of being LoS pL(r) or NLoS

pN(r) transmission is modelled by a two-state exponential blockage model with

respect to the blockage density constant ψ and the link distance r [151], which is

cast as  pL(r) = e−ψr,

pN(r) = 1− e−ψr.
(5.2)

Note that we adopt the above model for IAB-nodes since gNBs can be located

well above ground level due to the role of anchored BSs and are usually placed

on open ground with fewer obstacles to increase the likelihood of LoS links. For

tractability, we assume LoS transmission only for gNB to ease the lack of trans-

formation properties of the MHCPP, such as the PGFL. Moreover, we consider
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Figure 5.2: One realisation of a simulated FR2-IBFD-IAB network.
R0 = 1000m, λm = 1× 10−5/m2, λs = 4× 10−5/m2, λu = 2× 10−4/m2,
ξ = 100m.

independent blockage effects between links in this work.

Given the blockage model, we can treat the PPP IAB-nodes Φs as the super-

position of PPP LoS IAB-nodes Φs,L and PPP NLoS IAB-nodes Φs,N with densities

of λs,L(r) = λspL(r) and λs,N(r) = λspN(r), respectively.

5.2.3.2 Path Loss Model

The CI path loss model associates with the shadowing effects utilised in [144] is

adopted in this work to measure the path loss between two nodes located at x and

y. The gain for a single antenna element is given as

L(x,y)[dB] = β̂ + 10α log10Rxy + Υ, (5.3)

where β̂ = FSPL(fc, 1m)[dB] represents the FSPL in dB at 1m reference distance

[28], whose equation is shown in (2.2). fc, c, α, and Υ ∼ N (0, ζ2) denote the carrier

frequency, light speed, path loss exponent, and shadowing effects random variable,

respectively. Rxy represents the Euclidean distance between x and y. Therefore,

we have L(x,y) =
Rα

xy

10−0.1(β̂+Υ)
, where 10−0.1(β̂+Υ) ∼ lnN

(
−0.1β̂ln10, (0.1ζln10)2

)
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is a Lognormal distributed random variable2. Note that the path loss exponent

and Gaussian distributed shadowing effects random variable for the transmissions

from gNB are denoted as αm and Υm ∼ N (0, ζ2m), respectively. As for the IAB-

node, we have the path loss exponent αs,i and shadowing effects random variable

Υs,i ∼ N (0, ζ2s,i), where i = L for LoS IAB-node and i = N for NLoS IAB-node.

5.2.3.3 Channel Model

Assume an OFDM single-path (i.e., flat fading) channel for all blockage scenarios,

which leverages the sparsity of the mmWave channel. The multipath case will be

left as future. At subcarrier k = 1, 2, . . . , K, the channel from the node at x with

Nt transmit antennas to the node at y with Nr receive antennas is given as [20]

Hyx[k] =

√
NtNr

L(x,y)
ιyxχ[k]aNr(θ̄

yx
r , ϕ̄yx

r )aHNt
(θ̄yxt , ϕ̄yx

t ), (5.4)

where

χ[k] =
D−1∑
d=0

p(d− τ̃)e−j
2πkd
K (5.5)

with p(d − τ̃) being the raised-cosine pulse shaping filter, τ̃ ∼ U [0, D] being the

normalised path delay, and D denoting the number of delay taps. ιyx is the

small fading gain with Nakagami-M distribution [32]. M ∈ {Mm,Ms,L,Ms,N} ∈
Z+ are Nakagami parameters for the gNB, LoS IAB-node, and NLoS IAB-node,

respectively.

For simplicity, we leverage the virtual transmit and receive steering vectors

aNt(θ̄
yx
t , ϕ̄yx

t ) and aNr(θ̄
yx
r , ϕ̄yx

r ) for the UPA (see Fig. 5.3 for UPA beampattern

plots for different number of antennas), respectively, where the azimuth θ̄yxt /θ̄yxr

and elevation ϕ̄yx
t /ϕ̄yx

r virtual angles correspond to the AoA/AoD [152]. We

have θ̄ = π cos θ cosϕ and ϕ̄ = π sin θ cosϕ for half-wavelength spaced elements,

where θ ∼ U [0, π] and ϕ ∼ U [−π
2
, π
2
] are the physical azimuth and elevation

AoA/AoD. By extending the model in [152], we have the virtual azimuth and

elevation AoA/AoD are quantized to sets θ̄ ∈
{
−π,−π + 2π

Nx
, . . . ,−π + 2π(Nx−1)

Nx

}
and ϕ̄ ∈

{
0, π

Ny
, . . . , π(Ny−1)

Ny

}
with Nx and Ny being the number of antennas along

2If Z is a normal distributed random variable with zero mean and variance σ2, then X =
em+nZ is a Lognormal random variable with parameters µ̂ = m and σ̂ = nσ, denoted as X ∼
lnN (µ̂, σ̂2) with E{X} = eµ̂+0.5σ̂2

.
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(a) (b)

(c)

Figure 5.3: UPA beampattern at 38 GHz for: a) 8× 8 UPA; b) 16× 16 UPA;
c) 32× 32 UPA.

x- and y-axis of the UPA. Moreover, we assume the virtual angles are uniformly

distributed in their quantized sets for tractability [153]. From the orthogonality of

the virtual steering vector, we have aHN(θ̄1, ϕ̄1)aN(θ̄2, ϕ̄2) = 1 for θ̄1 = θ̄2, ϕ̄1 = ϕ̄2

and 0 otherwise [138, Corollary 2], which gives us an ON/OFF model. With this

ON/OFF model, the SINR expressions can be greatly simplified.

Since this work aims to evaluate the performance of the IBFD-IAB networks

after the SI has been successfully suppressed, only the RSI, treated as complex

Gaussian noise, whose power is modelled as a fraction of transmit power, will be

considered.
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5.3 Antenna Configuration and Beamforming Design

5.3 Antenna Configuration and Beamforming De-

sign

5.3.1 Antenna Configuration

The gNB and IAB-node transmitters are adopted with subarray-based hybrid

beamforming. The use of hybrid beamforming has less hardware cost and power

consumption than transitional full digital beamforming. The gNB has Nm subar-

rays; each has
Nm

t

Nm
transmit antennas and one RF chain sending single data stream

for serving one UE or IAB-node. Similarly, the IAB-node is equipped with Ns

subarrays; each has
Ns

t

Ns
transmit antennas and a single RF chain sending one data

stream to serve a UE. The IAB-node receiver is equipped with N s
r receive antennas

adopting analogue combining for receiving information from its serving gNB. The

UE receiver has Nu
r antennas with analogue combining for communicating with

its serving BS.

5.3.2 Beamforming Design

Given the subarray hybrid beamforming structure, the RF and BB precoders at

gNBs and IAB-nodes have the form of F
(·)
RF = blkdiag

[
f
(·)
RF,1, f

(·)
RF,2, . . . , f

(·)
RF,Ni

]
∈

CN i
t×Ni and F

(·)
BB[k] =

[
f
(·)
BB,1[k], f

(·)
BB,2[k], . . . , f

(·)
BB,Ni

[k]
]
∈ CNi×Ni , respectively,

where (·) is the location of the gNB or IAB-node; i = m represents the precoders

at the gNB and i = s is those at the IAB-node. The RF combiner at the IAB-node

and UE are in the form of w
(·)
RF ∈ CN i

r×1, where i = s denotes the combiner at the

IAB-node and i = u is that at the UE.

The RF beamformers are realised by PSs with unit norm entries. According

to [153], the optimal RF beamformer that maximises the desired signal power is

to steer the beam in the direction of the AoA/AoD of the desired signal channel.

Given the channel from the transmitter at x to the receiver at y in (5.4), due to

the use of subarray-based hybrid beamforming, a subset of the virtual transmit

steering vector is used to design the vth column of the RF precoder matrix Fx
RF,

that is

fxRF,v =
√
N i

t

[
a
Nt,(v−1)

N i
t

Ni
+1
, a

Nt,(v−1)
N i

t

Ni
+2
, . . . , a

Nt,
vN i

t

Ni

]T
, (5.6)

where aNt,j is the jth element of aNt(θ̄
yx
t , ϕ̄yx

t ); i = m represents the RF precoder

at the gNB and i = s denotes that at the IAB-node.
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Similarly, the RF combiner is given by the virtual receive steering vector, that

is

wy
RF =

√
N i

raNr(θ̄
yx
r , ϕ̄yx

r ), (5.7)

where i = s denotes the combiner at the IAB-node and i = u is that at the UE.

In order to mitigate the intra-cell interference, the ZF BB precoder is utilised

both at the gNB and IAB-node. For a transmitter at x, given its all serving

receivers at y1,y2, . . . ,yNi
(for i = m if x is a gNB and i = s if x is an IAB-node),

the ZF BB precoder matrix can be given as

Fx
BB[k] = H̃H

yx[k]
(
H̃yx[k]H̃H

yx[k]
)−1

, (5.8)

where H̃yx[k] = (Wy
RF)

H
Ĥyx[k]Fx

RF with Wy
RF = blkdiag[wy1

RF,w
y2

RF, . . . ,w
yNi
RF ]

and Ĥyx[k] = [HT
y1x

[k],HT
y2x

[k], . . . ,HT
yNi

x[k]]T .

5.4 SINR Characterisation

In this section, we derive SINR expressions at the kth subcarrier. According to

Slivnyak’s theorem [148], given that both IAB-nodes and UEs are homogeneous

PPPs, we consider typical backhaul and access links without loss of generalisation,

i.e., we derive the typical backhaul/access link SINR by assuming the typical IAB-

node/UE located at the origin 0̂/03.

Assume that we know the CSI perfectly for all channels and that all signals

are uncorrelated. Let the average total transmit power at the gNB/IAB-node

across all subcarriers be Pm/Ps. With equal power allocation, each data stream

at subcarrier k transmitted from the gNB/IAB-node has the power of Pm

KNm
/ Ps

KNs
.

Moreover, as the ZF precoder is applied, the intra-cell interference can be cancelled

out, thus is ignored in the following equations. Besides, an assumption is given

below for simplifying the analysis.

Assumption 5.1. The channel model in (5.4) is the function of k, where k

appears only in (5.5). Since our work is based on a probabilistic perspective, for

tractability, we assume the normalised path delay to be τ̃ = D
2
, which is the mean of

the random variable τ̃ . Given the channel is flat fading, all subcarriers experience

the same channel conditions, thus, we have E{|χ[k]|2} = 1∀k, which makes the

channel independent of k [19].

3Note that 0 and 0̂ represent the origin in the same coordinate system.
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5.4 SINR Characterisation

5.4.1 Backhaul link

Assume the gNB at xm uses its vth subarray to provide the backhaul communica-

tion with the typical IAB-node at 0̂, the SINR of the typical backhaul link at the

kth subcarrier is written as

SINR0̂xm
[k] =

Gb[k]

Im,b[k] + Is,b[k] + ηPs

K︸︷︷︸
RSI

+E

{∣∣∣∣(w0̂
RF

)H
nb[k]

∣∣∣∣2
}

+ E
{
|eb[k]|2

} ,
(5.9a)

Gb[k] =
Pm

KNm

∣∣∣∣(w0̂
RF

)H
H0̂xm

[k]Fxm
RFf

xm
BB,v[k]

∣∣∣∣2
≈ PmN

m
t (N s

r )2 ι̃0̂xmpZF(Nm
t , Nm)

KN2
mR

αm

xm0̂

, (5.9b)

Im,b[k] =
Pm

KNm

∥∥∥∥∥∥∥
∑
ω∈

Φm\xm

(
w0̂

RF

)H
H0̂ω[k]Fω

RFF
ω
BB[k]

∥∥∥∥∥∥∥
2

≈
∑
ω∈

Φm\xm

PmN
m
t (N s

r )2 ι̃0̂ωpBF(Nm
t , N

s
r , Nm)

KNmR
αm

ω0̂

, (5.9c)

Is,b[k] =
∑

i∈{L,N}

I is,b[k] =
Ps

KNs

∥∥∥∥∥∥
∑

i∈{L,N}

∑
ω̂∈Φs,i\0̂

(
w0̂

RF

)H
H0̂ω̂[k]Fω̂

RFF
ω̂
BB[k]

∥∥∥∥∥∥
2

≈
∑

i∈{L,N}

∑
ω̂∈Φs,i\0̂

PsN
s
t (N s

r )2 ι̃0̂ω̂pBF(N s
t , N

s
r , Ns)

KNsR
αs,i

ω̂0̂

, (5.9d)

where in (5.9a), Gb[k], Im,b[k], and Is,b[k] denote the power of the desired sig-

nal, that of the interference from non-target gNBs, and that of the interference

from IAB-nodes, respectively, at subcarrier k; 0 < η < 1 is the RSI control-

ling factor, which controls the amount of RSI; E

{∣∣∣∣(w0̂
RF

)H
nb[k]

∣∣∣∣2
}

= σ2N s
r is

the AWGN power with nb[k] ∼ CN (0, σ2INs
r
); E

{
|eb[k]|2

}
represents the quan-

tisation noise power due to q bits ADC uniform quantisation. In (5.9b)-(5.9d),

ι̃0̂xm = 10−0.1(β̂+Υm)
∣∣∣ι0̂xm

∣∣∣2, ι̃0̂ω = 10−0.1(β̂+Υm)
∣∣∣ι0̂ω∣∣∣2, and ι̃0̂ω̂ = 10−0.1(β̂+Υs,i)

∣∣∣ι0̂ω̂∣∣∣2
follow the composite GL distribution (see Appendix 5.A) since

∣∣ι(·)∣∣2 is a Gamma

distributed random variable4; pZF(Nm
t , Nm) is the ZF penalty, which is a Bernoulli

4If X is a Nakagami-M distributed random variable, then X2 ∼ Gamma(M, 1/M) is a unit
mean Gamma distributed random variable.
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random variable with success probability pi, where

pi =

(
1− 1

N i
t

)Ni−1

, (5.10)

for i = m or s (see Remark 5.1); pBF(Nm
t , N

s
r , Nm) and pBF(N s

t , N
s
r , Ns) are beam-

forming gains that take into account the sidelobe gains (see Proposition 5.1) since

using the ON/OFF model given by the orthogonality of steering vector can result

in underestimating the inter-cell interference as it gives zero beamforming gain

when the azimuth and/or elevation angles are not the same. The approximation

in (5.9b) is due to the ZF penalty. The approximation in (5.9c) is resulted by

assuming Fω
BB[k] =

√
Nm

t

Nm
INm , where

√
Nm

t

Nm
ensures ∥Fω

RFF
ω
BB∥

2
F = Nm, since for

large number of antennas, the ZF penalty and the effect of ZF on the inter-cell

interference link can be neglected, as evaluated in [154], and (5.9d) follows the

similar approximation.

According to [155], the ADC quantisation noise power can be approximated

as

E
{
|eb[k]|2

}
≈ 1

K

K−1∑
k′=0

Gb[k′] + ηdig
ηPs

K
+ Im,b[k′] + Is,b[k′] + σ2N s

r

1.5 · 22q
, (5.11)

where ηdig > 1 is the amount of digital cancellation, which is introduced to repro-

duce the RSI power before the ADC (i.e., after analogue SIC) since ηPs

K
is the RSI

power after ADC (i.e., after digital SIC). q denotes the ADC quantisation bits.

Thanks to the Assumption 5.1, the value on the numerator of (5.11) is the same

for all subcarriers, thus, (5.11) can be simplified as

E
{
|eb[k]|2

}
≈
Gb[k] + ηdig

ηPs

K
+ Im,b[k] + Is,b[k] + σ2N s

r

1.5 · 22q
. (5.12)

Remark 5.1. For notation simplicity, we assume the received signal at a par-

ticular receiver at location y is obtained from the 1st subarray at the transmitter

at location x. By adopting the orthogonality of steering vector, given the transmit

steering vector aNt(θ̄
yx
t , ϕ̄yx

t ), we have aNt(θ̄
yx
t , ϕ̄yx

t )Fx
RF =

[√
N i

t

Ni
, 0, . . . , 0

]
∈ R1×Ni

only occurs when the AoD for the typical link is different from that for others

served by the transmitter at x, which has the probability of pi, defined in (5.10),

for pZF(N i
t , Ni) = 1. Accordingly, we have fxBB,1[k] =

[√
Ni

N i
t
, 0, . . . , 0

]T
that sat-

isfies
∥∥Fx

RFf
x
BB,1[k]

∥∥2 = 1. Since for large number of antennas, other cases occur
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with very low probability, i.e., 1− pi, for tractability, the signal power is approxi-

mated to be 0 by setting pZF(N i
t , Ni) = 0. Note that i = m denotes the transmitter

at the gNB and i = s is that at the IAB-node. [153]

Proposition 5.1. The beamforming gain (including sidelobe gains) of the inter-

cell interference links is given by pBF(N i
t , N

j
r , Ni), which can be chosen from one

of the following values with corresponding probability of occurrence, that is

pBF(N i
t , N

j
r , Ni) =

p+ qg2t,i + (Ni − p− q)ĝ2t,i

w.p. 1

Nj
r
Cp
Ni
Cq
Ni−p

(
1
N i

t

)p (
1− 1

N i
t,x
− 1

N i
t,y

+ 1
N i

t

)q
×
(

1
N i

t,x
+ 1

N i
t,y
− 2

N i
t

)Ni−p−q

g2r,j
[
p+ qg2t,i + (Ni − p− q)ĝ2t,i

]
w.p.

(
1− 1

Nj
r,x
− 1

Nj
r,y

+ 1

Nj
r

)
Cp
Ni
Cq
Ni−p

(
1
N i

t

)p
×
(

1− 1
N i

t,x
− 1

N i
t,y

+ 1
N i

t

)q (
1

N i
t,x

+ 1
N i

t,y
− 2

N i
t

)Ni−p−q

ĝ2r,j
[
p+ qg2t,i + (Ni − p− q)ĝ2t,i

]
w.p.

(
1

Nj
r,x

+ 1

Nj
r,y
− 2

Nj
r

)
Cp
Ni
Cq
Ni−p

(
1
N i

t

)p
×
(

1− 1
N i

t,x
− 1

N i
t,y

+ 1
N i

t

)q (
1

N i
t,x

+ 1
N i

t,y
− 2

N i
t

)Ni−p−q
,

(5.13)

for p, q ∈ Z, p+q ≤ Ni, where N
i
t,x and N i

t,y (N j
r,x and N j

r,y) denotes the number of

antennas along x- and y-axis of the transmit (receive) UPA. gt,i and ĝt,i (gr,j and

ĝr,j) are sidelobe gains at the transmitter (receiver). i = m, j = s; i = s, j = s;

i = m, j = u; and i = s, j = u denotes the beamforming gain of the interference

from gNBs to the typical IAB-node; IAB-nodes to the typical IAB-node; gNBs to

the typical UE; and IAB-nodes to the typical UE, respectively.

Proof. Assume a square UPA, the inner product between transmit steering vectors

is

aHN(θ̄i1, ϕ̄
i
1)aN(θ̄i2, ϕ̄

i
2) =



1 if θ̄i1 = θ̄i2, ϕ̄
i
1 = ϕ̄i2

gt,i =
1

sin2(0.244)N i
t,xN

i
t,y

if θ̄i1 ̸= θ̄i2, ϕ̄
i
1 ̸= ϕ̄i2

ĝt,i =
1

sin(0.244)N i
t,x

otherwise,

(5.14)
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where the sidelobe gains gt,i and ĝt,i are derived according to [154, 156]. Similarly,

we can model the inner product between receive steering vectors with sidelobe

gains gr,j and ĝr,j. Recall that the virtual angles are uniformly distributed in their

quantisation sets, and according to the beamformer design in Section 5.3.2, the

proposition can be easily proved.

5.4.2 Access link

Next, assume the gNB at xm uses its uth subarray to communicate with the typical

UE at 0, we derive the SINR expression of the gNB associated typical access link

at the subcarrier k, which is cast as

SINR0xm [k] =
Ga[k]

Im,a[k] + Is,a[k] + E
{∣∣∣(w0

RF)
H
na,m[k]

∣∣∣2}+ E
{
|ea,m[k]|2

} , (5.15a)

Ga[k] =
Pm

KNm

∣∣∣(w0
RF

)H
H0xm [k]Fxm

RFf
xm
BB,u[k]

∣∣∣2
≈ PmN

m
t (Nu

r )2 ι̃0xmpZF(Nm
t , Nm)

KN2
mR

αm
xm0

, (5.15b)

Im,a[k] =
Pm

KNm

∥∥∥∥∥∥
∑

ω∈Φm\xm

(
w0

RF

)H
H0ω[k]Fω

RFF
ω
BB[k]

∥∥∥∥∥∥
2

≈
∑

ω∈Φm\xm

PmN
m
t (Nu

r )2 ι̃0ωpBF(Nm
t , N

u
r , Nm)

KNmR
αm
ω0

, (5.15c)

Is,a[k] =
∑

i∈{L,N}

I is,a[k] =
Ps

KNs

∥∥∥∥∥∥
∑

i∈{L,N}

∑
ω̂∈Φs,i\0

(
w0

RF

)H
H0ω̂[k]Fω̂

RFF
ω̂
BB[k]

∥∥∥∥∥∥
2

≈
∑

i∈{L,N}

∑
ω̂∈Φs,i\0

PsN
s
t (Nu

r )2 ι̃0ω̂pBF(N s
t , N

u
r , Ns)

KNsR
αs,i

ω̂0

, (5.15d)

where in (5.15a), Ga,m[k], Im,a[k], and Is,a[k] denote the power of the desired sig-

nal, that of the interference from non-target gNBs, and that of the interference

from IAB-nodes, respectively, at subcarrier k; E
{∣∣∣(w0

RF)
H
na,m[k]

∣∣∣2} = σ2Nu
r

is the AWGN power with na,m[k] ∼ CN (0, σ2INu
r
); E

{
|ea,m[k]|2

}
represents the

ADC quantisation noise power with similar definition in (5.12). In (5.15b)-(5.15d),

ι̃0xm = 10−0.1(β̂+Υm) |ι0xm |2, ι̃0ω = 10−0.1(β̂+Υm) |ι0ω|2, and ι̃0ω̂ = 10−0.1(β̂+Υs,i)
∣∣ι0ω̂∣∣2

follow from the composite GL distribution; pZF(Nm
t , Nm) is the ZF penalty fol-

lowing Remark 5.1; pBF(Nm
t , N

u
r , Nm) and pBF(N s

t , N
u
r , Ns) are beamforming gains
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following Proposition 5.1.

Finally, assume the IAB-node at xjs with j ∈ {L,N} uses its vth subcarrier

to provide communications to the typical UE at 0, the SINR expression of the

IAB-node associated typical access link at the subcarrier k is expressed as

SINR0xj
s
[k] =

Ga,s[k]

Îm,a[k] + Îs,a[k] + E
{∣∣∣(w0

RF)
H
na,s[k]

∣∣∣2}+ E
{
|ea,s[k]|2

} (5.16a)

Ga,s[k] =
Ps

KNs

∣∣∣(w0
RF

)H
H0xj

s
[k]Fxj

s
RFf

xj
s

BB,v

∣∣∣2
≈ PsN

s
t (Nu

r )2 ι̃0x
j
spZF(N s

t , Ns)

KN2
sR

αs,j

xj
s0

, (5.16b)

Îm,a[k] =
Pm

KNm

∥∥∥∥∥∑
ω∈Φm

(
w0

RF

)H
H0ω[k]Fω

RFF
ω
BB

∥∥∥∥∥
2

≈
∑
ω∈Φm

PmN
m
t (Nu

r )2 ι̃0ωpBF(Nm
t , N

u
r , Nm)

KNmR
αm
ω0

, (5.16c)

Îs,a[k] =
∑

i∈{L,N}

Î is,a[k] =
Ps

KNs

∥∥∥∥∥∥
∑

i∈{L,N}

∑
ω̂∈Φs,i\xj

s

(
w0

RF

)H
H0ω̂[k]Fω̂

RFF
ω̂
BB

∥∥∥∥∥∥
2

≈
∑

i∈{L,N}

∑
ω̂∈Φs,i\xj

s

PsN
s
t (Nu

r )2 ι̃0ω̂pBF(N s
t , N

u
r , Ns)

KNsR
αs,i

ω̂0

, (5.16d)

where in (5.16a), Ga,s[k], Îm,a[k], and Îs,a[k] denote the power of the desired sig-

nal, that of the interference from gNBs, and that of the interference from non-

target IAB-nodes, respectively, at subcarrier k; E
{∣∣∣(w0

RF)
H
na,s[k]

∣∣∣2} = σ2Nu
r is

the AWGN power with na,s[k] ∼ CN (0, σ2INu
r
); E

{
|ea,s[k]|2

}
represents the ADC

quantisation noise power similar to (5.12). In (5.16b)-(5.16d), ι̃0x
j
s = 10−0.1(β̂+Υs,j)∣∣∣ι0xj

s

∣∣∣2, ι̃0ω = 10−0.1(β̂+Υm) |ι0ω|2, and ι̃0ω̂ = 10−0.1(β̂+Υs,i)
∣∣ι0ω̂∣∣2 are composite GL

distributed random variables; pZF(N s
t , Ns) is the ZF penalty following Remark 5.1;

pBF(Nm
t , N

u
r , Nm) and pBF(N s

t , N
u
r , Ns) are beamforming gains following Proposi-

tion 5.1.
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5.5 Performance Analysis

For the standard OFDM system, due to different channel gains occurring on dif-

ferent subcarriers, the effective SINR, whose statistics can be obtained by Log-

normal or Gaussian approximations, is used for deriving the performance metrics

[157, 158], that is

SINReff = ϑ̃ln

(
1

K

K∑
k=0

e
SINR[k]

ϑ̃

)
, (5.17)

where ϑ̃ is a parameter that depends on the coding scheme and the number of the

coded bits in a block. However, in this chapter, thanks to Assumption 5.1, the

value of SINR is the same for all subcarriers, which means SINR[k] ∀ k equals to

the effective SINR. Therefore, SINR[k] is utilised for analysis and the subcarrier

index is omitted for simplicity.

5.5.1 Association Probabilities

This subsection introduces the association probabilities, i.e., the probabilities of

the typical UE served by a gNB and an IAB-node. This is based on the maximum

long-term average biased-received-desired-signal power (i.e., E{received-desired-

signal power} × bias factor Ti, for i = m if the desired signal comes from the

gNB and i = s if it comes from the IAB-node) criteria [159]. The bias factor plays

the role of offloading the traffic from a gNB to an IAB-node (or from an IAB-node

to a gNB) to satisfy a certain network-wide performance requirement [160]. By

tuning the bias ratio Ts
Tm

, the SINR coverage can be changed, which will be shown

in Section 5.6.

For deriving association probabilities, in the following lemmas, we first show

the PDF and CDF of the contact distance (i.e., the distance of a typical point

in a point process to its nearest point in an independent point process) for three

different cases,

(i) the typical UE in PPP to its nearest LoS IAB-node in an independent PPP;

(ii) the typical UE in PPP to its nearest NLoS IAB-node in an independent

PPP;

(iii) the typical UE in PPP to its nearest gNB in an independent MHCPP.
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Lemma 5.1. The CDF of the contact distance from PPP typical UE to PPP

LoS/NLoS IAB-node with density λs,L(x)/λs,N(x) is cast as

FR
xis0

(rs,i) = 1− e−
∫ rs,i
0 2πxλs,i(x)dx. (5.18)

The corresponding PDF is written as

fR
xis0

(rs,i) = 2πλs,i(rs,i)e
−
∫ rs,i
0 2πxλs,i(x)dx, (5.19)

where rs,i > 0 denotes the distance from the PPP typical UE to PPP LoS IAB-

node for i = L; and that to PPP NLoS IAB-node for i = N.

Proof. A similar proof can be found in [161, Section II].

As for the PDF and CDF of PPP to MHCPP contact distance, it is impossible

to give exact expressions due to the correlations among the MHCPP points. For-

tunately, the authors in [162] provide a piece-wise model, shown in the following

lemma, which has been verified can provide a very closed solution compared with

the empirical data.

Lemma 5.2. The CDF of the contact distance from PPP typical UE to MHCPP

gNB with density λm and hard-core distance ξ is approximated as

FRxm0(rm) =


FRxm0,1(rm) = πλmr

2
m 0 ≤ rm ≤

ξ

2
,

FRxm0,2(rm) = 1− 4− πλmξ2

4
e

2πλmξ2
[
1−( 2rm

ξ )
ϱ̂
]

ϱ̂(4−πλmξ2) rm >
ξ

2
.

(5.20)

Taking the first derivative with respect to rm, we have the PDF of the contact

distance as

fRxm0(rm) =


fRxm0,1(rm) = 2πλmrm 0 ≤ rm ≤

ξ

2
,

fRxm0,2(rm) = 2πλmrm

(
2r

ξ

)ϱ̂−2

e

2πλmξ
2

[
1−

(
2rm
ξ

)ϱ̂]
ϱ̂ (4− πλmξ2)

rm >
ξ

2
,

(5.21)

where rm > 0 denotes the distance from the PPP typical UE to MHCPP gNB;

ϱ̂ ≈ 0.3686(λmπξ
2)2 + 0.0985λmπξ

2 + 2 based on the simulation in [162].

Proof. A detailed proof can be found in [162, Appendix A].
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Given the statistics of the contact distance, we now derive probabilities of

the typical UE associates to an LoS IAB-node, an NLoS IAB-node, and a gNB,

respectively, in the following propositions.

Proposition 5.2. The probability of the typical UE associates to an LoS/NLoS

IAB-node at xL
s /x

N
s , denoted as As,L/As,N, is cast as

As,i =

∫ (
ξ

2∆i,1

) αm

αs,i

0

(
1− FRxm0,1

(
r

αs,i

αm
s,i ∆i,1

))(
1− FR

x
j
s0

(
r

αs,i

αs,j

s,i ∆i,2

))

× fR
xis0

(rs,i)drs,i +

∫ ∞(
ξ

2∆i,1

) αm

αs,i

(
1− FRxm0,2

(
r

αs,i

αm
s,i ∆i,1

))

×

(
1− FR

x
j
s0

(
r

αs,i

αs,j

s,i ∆i,2

))
fR

xis0
(rs,i)drs,i, (5.22)

where i = L, j = N; i = N, j = L. ∆i,1 =
(
PmNm

t N
2
s Tm

PsNs
tN

2
mTs

) 1
αm e

(0.1ζmln10)2−(0.1ζs,iln10)
2

2αm

and ∆i,2 = e
(0.1ζs,j ln10)

2−(0.1ζs,iln10)
2

2αs,j . The integration bound is given by solving

r

αs,i

αm
s,i ∆i,1 = ξ

2
.

Proof. The proof can be found in Appendix 5.B.

Proposition 5.3. The probability of a typical UE associates to a gNB at xm,

represented as Am, is cast as

Am =

∫ ξ
2

0

(
1− FR

xLs 0

(
r

αm

αs,L
m ∆L

))(
1− FR

xNs 0

(
r

αm

αs,N
m ∆N

))
fRxm0,1(rm)drm

+

∫ ∞

ξ
2

(
1− FR

xLs 0

(
r

αm

αs,L
m ∆L

))(
1− FR

xNs 0

(
r

αm

αs,N
m ∆N

))
fRxm0,2(rm)drm,

(5.23)

where ∆i =
(

PsNs
tN

2
mTs

PmNm
t N

2
s Tm

) 1
αs,i e

(0.1ζs,iln10)
2−(0.1ζmln10)2

2αs,i for i ∈ {L,N}.

Proof. The proof follows similar steps in Proposition 5.2 given the condition that

the nearest gNB provides a higher long-term average biased-received-desired-signal

power than the nearest LoS and NLoS IAB-nodes.
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Having obtained the association probabilities, one can get the PDFs of the

serving distance (i.e., the distance of the typical UE to its serving gNB or IAB-

node) in the following proposition.

Proposition 5.4. Conditioned on the typical UE is served by its nearest gNB at

xm, the corresponding PDF of the serving distance is written as

f̂Rxm0(rm) =
1

Am

(
1− FR

xLs 0

(
r

αm
αs,L
m ∆L

))(
1− FR

xNs 0

(
r

αm
αs,N
m ∆N

))
fRxm0(rm),

(5.24)

where fRxm0(rm) is piece-wise at the point rm = ξ
2
as stated in Lemma 5.2.

Similarly, conditioned on the typical UE is served by its nearest LoS/NLoS

IAB-node at xL
s /xN

s , the corresponding PDF of the serving distance is given as

f̂R
xis0

(rs,i) =
1

As,i

(
1− FRxm0

(
r

αs,i
αm
s,i ∆i,1

))(
1− FR

x
j
s0

(
r

αs,i
αs,j

s,i ∆i,2

))
fR

xis0
(rs,i),

(5.25)

when i = L, we have j = N; when i = N, we have j = L. According to Lemma 5.2,

FRxm0

(
r

αs,i

αm
s,i ∆i,1

)
is piece-wise at the point rs,i =

(
ξ

2∆i,1

) αm

αs,i by solving r

αs,i

αm
s,i ∆i,1 =

ξ
2
.

Proof. A simple proof can be found in [24, Lemma 4].

In the following subsections, we derive some performance metrics, such as

SINR coverage, capacity with outage, and ergodic capacity for the single-hop

backhaul FR2-IBDF/HD-IAB networks. We set the available bandwidth for IBFD

communications as W . Assume the HD transmission is in the FDD manner whose

available bandwidth is equally divided into two orthogonal portions (i.e., W
2

), one

for the gNB tier and the other for the IAB-node tier.

5.5.2 SINR Coverage

We first give the expression on the SINR coverage in the following theorem.
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Theorem 5.1. The SINR coverage of the single-hop backhaul FR2-IBFD-IAB

networks is defined as

PFD(τth) = AmP (SINR0xm > τth) +
∑

i∈{L,N}

As,iP
(
SINR0xi

s
> τth, SINRxi

sxm
> τth

)
,

(5.26)

where τth is the target SINR. SINRxi
sxm

denotes the backhaul link SINR of the IAB-

node at xis for serving the typical UE. However, solving P
(
SINR0xi

s
> τth, SINRxi

sxm

> τth) is intractable. Fortunately, since IAB-nodes and UEs are drawn from ho-

mogeneous PPP, according to Slivnyak’s theorem, we have [24, 144]

P
(
SINR0xi

s
> τth, SINRxi

sxm
> τth

)
= P

(
SINR0xi

s
> τth

)
P
(
SINR0̂xm

> τth
)
.

(5.27)

The solution of the this theorem can be found in Appendix 5.D.

The SINR coverage of the single-hop backhaul FR2-HD-IAB networks PHD(τth)

can be derived similarly to Theorem 5.1; however, due to FDD, the interference

from the other tier and the RSI in the SINR expressions should be removed. More-

over, the AWGN power of HD is reduced by half compared with that of IBFD since

the bandwidth of IBFD is twice as large as that of HD.

5.5.3 Capacity with Outage

In the following theorem, we derive the expression on the capacity with outage.

Theorem 5.2. The capacity with outage is defined as the maximum data rate

that can be transmitted over a channel given a fixed minimum received SINR at the

transmitter and its corresponding outage probability [30] in the presence of receiver

CSI only. Therefore, the average rate correctly received over many transmission

bursts, of the single-hop backhaul FR2-IBFD-IAB networks is cast as

CFD(τmin) = W log2 (1 + τmin)PFD(τmin), (5.28)

where τmin is a minimum received SINR fixed at the transmitter as the transmitter

does not know the instantaneous received SINR, thus should fix a transmission rate

independent of that.
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Similarly, the capacity with outage of the single-hop backhaul FR2-HD-IAB

networks CHD(τmin) is given by replacing W with W
2

and PFD(τmin) with PHD(τmin)

in Theorem 5.2.

Note that the capacity with outage is different from the outage capacity, which

gives the maximum data rate such that the outage probability is less than a certain

value, as reviewed in Chapter 2.

5.5.4 Ergodic Capacity

The expression on the ergodic capacity is presented in the following theorem.

Theorem 5.3. The ergodic capacity for the single-hop backhaul FR2-IBFD-IAB

networks, defined as the average of the instantaneous capacity (i.e., Shannon ca-

pacity), is written as

R̄FD = AmR̄m + As,L min
(
R̄s,L, R̄b

)
+ As,N min

(
R̄s,N, R̄b

)
, (5.29)

where notations R̄m = E{W log2(1 + SINR0xm)}, R̄s,L = E{W log2(1 + SINR0xL
s
)},

R̄s,N = E{W log2(1 + SINR0xN
s
)} and R̄b = E{W log2(1 + SINR0̂xm

)} represent

ergodic capacities of the gNB associated access link, the LoS IAB-node associated

access link, the NLoS IAB-node associated access link, and the backhaul link, re-

spectively, which are derived in Appendix 5.E.

Likewise, the ergodic capacity of the corresponding HD networks R̄HD is given

by scaling W in Theorem 5.3 with 1
2

and removing the RSI and interference from

the other tier in SINR expressions.

Note that we choose the minimum ergodic capacity between the IAB-node

associated access link and the backhaul link as the final ergodic capacity at the UE

associated with the IAB-node. This is because, in the IAB system, the maximum

ergodic capacity that an IAB-node can provide is limited by its corresponding

backhaul link [77, 144].

5.6 Numerical Results

In this section, we verify theoretical results derived in this chapter and evaluate

the performance of the multi-cell single-hop backhaul FR2-IBFD-IAB networks.
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Table 5.1: System Parameters and Default Values

Notation Physical Meaning Values
K Number of subcarriers 512
D Number of delay taps 128
W Bandwidth 800 MHz
fc Carrier frequency 38 GHz
σ2 AWGN power see (5.30)

Mm,Ms,L,Ms,N Nakagami factor 4, 3, 2
ψ Blockage density constant 0.0071[163]
R0 Radius of analysis region 1000m
ξ Hard-core distance 100m
λm gNB density 1× 10−5/m2

λs IAB-node density 4× 10−5/m2

λu UE density 2× 10−4/m2

η RSI controlling factor 80 dB
ηdig The amount of digital SIC 25 dB
T Gamma distribution samples 5 [164]

Pm, Ps Transmit power 40 dBm, 33 dBm
Ts/Tm Bias factor ratio 0 dB
Nm, Ns Number of subarrays 8, 4
Nm

t , N
s
t Number of transmit antennas 32× 32, 16× 16

N s
r , N

u
r Number of receive antennas 16× 16, 8× 8

αm, αs,L, αs,N Path loss exponent 1.9, 2, 3.3 [165]

ζm, ζs,L, ζs,N
Shadowing effects
standard deviation

3.7, 4.3, 10.7 [165]

q ADC quantisation bits 8 bits

ĝt,m, ĝt,s, gt,m, gt,s Transmitter sidelobe gain
-8.9 dB, -5.9 dB,
-17.8 dB, -11.7 dB [154]

ĝr,s, ĝr,u, gr,s, gr,u Receiver sidelobe gain
-5.9 dB, -2.9 dB,
-11.7 dB, -5.7 dB [154]

Furthermore, for the best understanding of the pros and cons of the IBFD trans-

mission, comparisons are made between IBFD and HD schemes. Our simulations

are done at the 3GPP FR2 band frequency centred at 38 GHz with bandwidth

of 800 MHz. Compared with Chapter 3, the centre frequency is increased from

28 GHz to 38 GHz. By increasing the centre frequency, the channel condition

becomes worse, since a higher path loss and shadowing effect can be observed ac-

cording to Chapter 2. Therefore, the network performance obtained in this section

is a degraded version of the network operating at the centre frequency of 28 GHz.

The OFDM system has 512 subcarriers according to IEEE 802.11ad [112]. The

AWGN power is

σ2 = −174 dBm + 10 log10W + 10 dB, for IBFD; (5.30a)

σ2 = −174 dBm + 10 log10
W
2

+ 10 dB, for HD. (5.30b)
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The Nakagami factors Mm, Ms,L, Ms,N are set to be 4, 3, 2, respectively, given the

severity of the LoS path of the corresponding types of BSs. The density of gNB,

IAB-node, and UE are 1× 10−5/m2, 4× 10−5/m2, and 2× 10−4/m2, respectively,

given the fact that the number of gNBs should be less than that of IAB-nodes, and

the number of UEs should be higher than that of BSs. The analysis region has a

radius of R0 = 1000m. The transmit power of gNB and IAB-node is 40 dBm and

33 dBm since the gNB acts as the anchor BS should have a higher transmit power

than the IAB-node. Monte Carlo simulations with 106 iterations are utilised to

verify the accuracy of theoretical results we derived. Unless otherwise specified,

the values of simulation parameters are chosen from Table 5.1.

5.6.1 Association Probabilities and SINR Coverage

Both figures in Fig. 5.4 show a close match between simulation and analytical

results calculated by (5.22), (5.23), and (5.26), which indicates a good accuracy

given by our approximated analytical results derived in this chapter. In Fig. 5.4(a),

we evaluate how the association probabilities can be affected by changing the bias

ratio of the IAB-node to the gNB, i.e., Ts
Tm

. We can find that the association

probability of the typical UE associates to an IAB-node, i.e., As, goes up as the

ratio increases, and that of the typical UE associates to a gNB, i.e., Am, shows an

opposite trend since as Ts
Tm

increases, more traffic is offloaded from the gNB to the

IAB-node.

In Fig. 5.4(b), we study the impact of Ts
Tm

on the SINR coverage. The SINR

coverage at a fixed threshold is first increased as Ts
Tm

rises, after reaching the maxi-

mum at Ts
Tm

= 0 dB, the SINR coverage reduces as the ratio increases. The reason

for this decrease is as follows. As Ts
Tm

increases, As becomes dominant, as shown

in Fig. 5.4(a). Thus, according to Theorem 5.1, the SINR coverage of the network

can be dominated by that of the IAB-node tier at a high bias ratio. Even if the

gNB is tower mounted and has a direct fibre connection, only a small number of

these sites are possible due to the high deployment cost of fibre connected BSs.

Biasing towards wireless IAB-nodes has the potential benefit of reducing the de-

ployment cost. However, since i) the transmit power and propagation properties

of the IAB-node are worse than that of the gNB; ii) the performance of the IAB-

node associated access link is restricted by the backhaul link; iii) the backhaul link

suffers from RSI, the network SINR coverage becomes to decrease starting from
Ts
Tm

= 0 dB.
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Figure 5.4: Verification of theoretical results for (a) association probabilities
and (b) SINR coverage v.s. bias ratio Ts

Tm
at SINR threshold τth = 0, 5, 10 dB.

5.6.2 Capacity with Outage

Assume the transmitter fixes a minimum received SINR at τmin = 0 dB. In

Fig. 5.5(a), we compare the capacity with outage of single-hop backhaul FR2-

IBFD- and HD-IAB networks in terms of different bias ratios Ts
Tm

with various

values of RSI controlling factor η. In general, as Ts
Tm

increases, the capacity with
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Figure 5.5: Single-hop backhaul FR2-IBFD-IAB networks capacity with
outage calculated by (5.28) at a minimum received SINR = 0 dB (i.e., τmin = 0
dB) in terms of Ts

Tm
= 0, 10, 20 dB (a) v.s. different values of RSI factors; (b)

v.s. different values of ADC quantisation bits.

outage decreases, which can be explained by Theorem 5.2 and the analysis in the

last subsection. When η > −50 dB, the effect of RSI on the capacity with outage

becomes obvious. However, when η > −20 dB, the capacity with outage for dif-

ferent values of Ts
Tm

tends to become stable. The reason is that high RSI makes the
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SINR coverage of the IAB-node tier approach to 0; hence, the SINR coverage of

the network is nearly dominated by that of the gNB tier. Interestingly, with effi-

cient SIC, for Ts
Tm

= 0 dB, using IBFD transmission can nearly double the capacity

with outage compared with using HD; even if high RSI is left, the capacity with

outage of IBFD still outperforms that of HD. This is an attractive result since one

can benefit from IBFD with high RSI power by tuning Ts
Tm

other than exploring

difficult and expensive SIC techniques to achieve higher levels of SIC. In addition,

the capacity with outage ratio of IBFD to HD reduces as Ts
Tm

increases.

In Fig. 5.5(b), we also study how the capacity with outage of the single-

hop backhaul FR2-IBFD-IAB network is affected when using ADC with different

resolutions in various bias ratios at τmin = 0 dB. It is evident that the capacity with

outage can be improved by increasing the ADC quantisation bits and reducing the

bias ratio. Meanwhile, the capacity with outage saturates when ADC resolution

is about higher than 5 bits, indicating that the ADC quantisation noise effect

becomes negligible compared to other interference and noise effects in our analysed

network. This result emphasises the feasibility of using low-resolution ADC in

the network. It also should be noted that low-resolution ADCs are preferred in

mmWave communications because their low power consumption can compensate

for the high power consumption imposed by the numerous RF chains [166].

The simulation results for verifying the analytical results of capacity with

outage are omitted since it depends on the SINR coverage, and a close match

between simulation and analytical results is shown in Fig. 5.4(b).

5.6.3 Ergodic Capacity

Fig. 5.6 compares the network ergodic capacity with varying RSI factor η and hard-

core distance ξ between single-hop backhaul FR2-IBFD- and HD-IAB networks

in terms of different density ratios of IAB-node to gNB λs
λm

. Fig. 5.6(a) shows

how the RSI affects the network ergodic capacity. Note that when λs
λm

increases,

the effective cell radius of the IAB-node tier reduces, which results in a higher

ergodic capacity of the corresponding link. On the contrary, the gNB tier’s ergodic

capacity reduces due to the UEs are more likely to be served by the IAB-nodes as
λs
λm

increases. When η ≤ −50 dB, the IAB-node tier’s ergodic capacity increment is

higher than the decrement of the gNB tier as the ratio increases. Thus, the overall

ergodic capacity increases as the ratio increases. However, for η > −50 dB, the

growth of the ergodic capacity of the IAB-node tier is less than the reduction of the
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Figure 5.6: Single-hop backhaul FR2-IBFD-IAB networks ergodic capacity
calculated by (5.29) in terms of λs

λm
= 4, 6, 8 (λm = 1× 10−5/m2) (a) v.s.

different RSI factor; (b) v.s. different hard-core distance.

gNB tier as the ratio increases (see Fig. 5.7). Hence the overall ergodic capacity

gives a decreasing trend as the ratio increases. This result indicates that with

successful SIC, the network ergodic capacity can be improved by increasing λs
λm

.

Compared with HD transmission, if η ≤ −50 dB, the ergodic capacity given by the
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Figure 5.7: IBFD ergodic capacity of different access links in terms of
different IAB-node to gNB density ratios. (Solid lines denote the first term of
(5.29); dash lines represent the sum of the second and the third term of
(5.29).)

IBFD scheme is around 1.6 times higher than that provided by HD transmission,

regardless of the density ratio. However, it is obvious that at the high RSI factor

η region, the lower the density ratio is, the higher the ergodic capacity is provided

by the IBFD, and thus, the higher the ergodic capacity ratio of IBFD to HD R̄FD

R̄HD

is. Moreover, a close match between simulation and analytical results is shown in

the figure, which indicates a good accuracy given by our analytical results derived

for the network ergodic capacity.

In Fig. 5.6(b), by fixing the density of gNB, the interference given by gNBs is

suppressed by increasing the hard-core distance ξ. As ξ increases, the network er-

godic capacity is increased, which is the case for both the IBFD and HD schemes.

Especially, as ξ increases, the IBFD ergodic capacity gap between different node

density ratios is reduced. Interestingly, when ξ is equal to 0, the MHCPP con-

verges to PPP, which gives the lowest ergodic capacity. This result highlights the

necessaries of imposing a suitable distance between the gNBs. Moreover, with

successful SIC, the IBFD gives higher ergodic capacity than the HD, no matter

what value ξ is. Simulation results are omitted here since the accuracy of our

analytical results on network ergodic capacity has been verified in Fig. 5.6(a).
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Figure 5.8: Ergodic capacity comparison for different links per subcarrier in
terms of single path and multipath scenario.

5.6.4 Effect of Assumption 5.1

In Fig. 5.8, we plot the ergodic capacity for different links per subcarrier to analyse

the effect of Assumption 5.1 by simulations as well as give the corresponding

ergodic capacity for multipath scenario with three paths for both LoS and NLoS.

For the multipath scenario, we relax Assumption 5.1 and the power of the desired

signal is calculated based on Lemma 1 in [154]. This lemma states that for a

large number of antennas, when the number of paths is much smaller than the

number of antennas, the power of desired signal converges to the power given by

the strongest path, where the optimal RF beamformers are given by the AoA

and AoD of the strongest path. With Assumption 5.1, the single path channel

is assumed to be flat fading, i.e., the channel gain is the same for all subcarriers.

Therefore, we get constant ergodic capacity across all subcarriers. By relaxing

Assumption 5.1, equation (5.5) varies for each subcarrier, which gives us convex

curves in Fig. 5.8. It can be seen that Assumption 5.1 is a strong assumption,

which gives us an upper band on ergodic capacity. Without Assumption 5.1,

the performance analysed in previous subsections will be degraded. Moreover,

by adding multipath into the picture, we can observe a further degradation of

the ergodic capacity. This is because multipath propagation introduces additional

interference, which reduces the SINR compared to that in the single path scenario.

However, even if Assumption 5.1 is a strong assumption, it provides tractability on
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stochastic geometry analysis for OFDM modulation, since the statistics of raised

cosine pulse shaping filters are still unknown in the literature and are hard to

derive due to the complex impulse response of the filter [142].

5.7 Conclusion

This chapter analysed the performance of the multi-cell wideband single-hop back-

haul FR2-IBFD-IAB networks at mmWave frequencies using stochastic geometry,

where the gNBs are deployed in MHCPP. For the Nakagami-M small fading and

the Lognormal shadowing effects, we leveraged the approximated composite GL

distribution for network performance analysis. Moreover, the PGFL of PPP was

adopted to approximate the mean interference given by gNBs for simplicity. As a

result, our closed-form performance metrics showed a close match to simulations.

Furthermore, comparisons were made with the performance of the single-hop back-

haul FR2-HD-IAB networks. Numerical results demonstrated that tuning the bias

ratio of the IAB-node to gNB the SINR coverage at a fixed SINR threshold shows a

convex-like trend. Interestingly, we found that by selecting a suitable bias ratio, the

IBFD scheme can always perform better than the HD, even with high RSI power,

relaxing the requirement of high-quality SIC techniques. Moreover, at SINR = 0

dB, the effect of ADC quantisation noise can be neglected under a lower bit reso-

lution. As for the network ergodic capacity, fixing the density of gNB, the ergodic

capacity was enhanced by deploying gNBs with MHCPP compared to deploying

gNBs with PPP, emphasising the advantage of utilising MHCPP. Moreover, the

larger the hard-core distance, the higher the ergodic capacity. Additionally, with

a small RSI power, the ergodic capacity can be improved by increasing the ratio

of the density of IAB-node to gNB.

In the next and final chapter, the main contributions of this thesis will be

summarised and potential future research directions will be discussed.

Appendix 5.A Composite Gamma-Lognormal

Distribution

Given that X ∼ Gamma(M, 1/M) and Y ∼ lnN (µ̂, σ̂2) are independent Gamma

and Lognormal distributed random variables, respectively, then Z = XY ∼
GL(M, 1

M
, µ̂, σ̂2) is defined as a composite GL distributed random variable with
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E{Z} = eµ̂+0.5σ̂2
. Since the exact PDF is intractable to derive the corresponding

CDF and Laplace transform, a good approximation is provided by [164, Lemma

1].

The corresponding approximated CDF is given as

FZ(z) ≈ 1

Γ(M)
∑T

t=1wt

T∑
t=1

wtγ
(
M, zMe−(

√
2σ̂νt+µ̂)

)
, (5.31)

where γ(s, x) =
∫ x
0
ts−1e−tdt is the incomplete gamma function. T , wt, and νt

are the number of gamma distribution samples, weight, and abscissas factors for

the Gaussian-Hermite integration, respectively, whose values can be referred from

[167].

The Laplace transform is approximated as

LZ(s) = E
{
e−sz

}
≈ 1∑T

t=1wt

T∑
t=1

wtM
Me−M(

√
2σ̂νt+µ̂)(

s+Me−(
√
2σ̂νt+µ̂)

)M . (5.32)

Appendix 5.B Proof of Proposition 5.2

The typical UE associates to its nearest LoS IAB-node rather than the nearest

gNB and NLoS IAB-node, if the nearest LoS IAB-node can provide the highest

long-term average biased-received-desired-signal power than others, given as
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fR

xLs 0
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where (a) is derived by substituting the mean of the power of the composite fading.

(b) is given by taking the average on RxL
s 0

= rs,L. By using Lemma 5.1 and Lemma

5.2, we can finish the proof. The proof of As,N can be given in a similar way.
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Appendix 5.C A Useful Lemma

A useful lemma shown below can support the derivation of the SINR coverage.

With the following lemma, one can easily deploy the PGFL of PPP to estimate

the mean interference from gNBs in the backhaul link and gNB associated access

link.

Lemma 5.3. Given the density of the MHCPP gNB as λm with hard-core distance

ξ, it can be approximated by thinning the density of its parent PPP λ̃m with ρM(r0),

where ρM(r0) is the conditional thinning Palm probability with r0 > 0 being the

distance between two gNBs, which is cast as

ρM(r0) =



2

λ̃m(κ̂− πξ2)

1−
πξ2λ̃m

(
1− e−λ̃mκ̂

)
λ̃mκ̂

(
1− e−πξ2λ̃m

)
 ξ ≤ r0 < 2ξ

ρ r0 ≥ 2ξ

0 otherwise,

(5.34)

with κ̂ = 2πξ2 − 2ξ2cos−1
(
r0
2ξ

)
+ r0

√
ξ2 − r20

4
.

Proof. A proof can be found in [146].

Appendix 5.D Solution of Theorem 5.1

5.D.1 Solution of P(SINR0xL
s
> τth)

The SINR coverage for the LoS IAB-node associated access link is expressed as
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where Gs =
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and σ̂s,L = 0.1ζs,Lln10. (c) is derived by the approximated CDF of the composite

GL distribution and (d) can be referred to [168, eq.(8.4.8)].

Next, we present the mean interference from LoS IAB-nodes, that is
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where (e) is derived according to the approximated Laplace transform of the com-

posite GL distribution. After applying the PGFL of PPP, we obtain (f). In (g),

we explore the independence on different beamforming gain scenarios, bi takes one

of the beamforming gains from (5.13), and ci takes the corresponding probability.

Similarly, we can have the mean interference from NLoS IAB-nodes as

E
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(5.37)

where σ̂s,N = 0.1ζs,Nln10.

Finally, we derive the mean interference from gNBs. Due to the lack of knowl-

edge on the PGFL of MHCPP, we assume gNBs as a virtual PPP with the density

of λm to approximate the mean interference, which has been verified can provide

a good approximation in [149]. Consequently, with the help of the PGFL of PPP,

we have
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where σ̂m = 0.1ζmln10.

The solution of P
(
SINR0xN

s
> τth

)
can be derived in a similarly way.

5.D.2 Solution of P(SINR0̂xm
> τth)

Likewise, the SINR coverage for the typical backhaul link is cast as
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We first derive the mean interference from LoS/NLoS IAB-nodes. Note that

the typical IAB-node can only be served by the gNB. Thus, the mean interference
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from other IAB-nodes need not condition on Rxm0̂ = r, that is
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where j ∈ {L,N}.

As for the mean interference from other gNBs, we still use the PGFL of PPP

to make the approximation, whose virtual PPP density is given by Lemma 5.3 in

Appendix 5.C, that is
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where rb =
√
r2 + r20 − 2rr0 cos(φ).

5.D.3 Solution of P(SINR0xm
> τth)

Similarly, the SINR coverage for the gNB associated access link is written as
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5.E Solution of Theorem 5.3

The mean interference from LoS/NLoS IAB-nodes is given as
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where j ∈ {L,N}.

Similarly, by using Lemma 5.3 in Appendix 5.C, the mean interference from

other gNBs is approximated as
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where r̂a =
√
r2m + r20 − 2rmr0 cos(φ).

Appendix 5.E Solution of Theorem 5.3

According to [147, Lemma 2], we have R̄m = E{W log2(1 + SINR0xm)} =
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Like the process in Appendix 5.D, we can get the solution by leveraging the ap-

proximated Laplace transform of the composite GL distribution in (5.32) and the

PGFL of PPP. Similarly, R̄s,L, R̄s,N and R̄b can be easily derived.
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Chapter 6

Conclusions and Future Works

This thesis has presented the design and analysis of the FR2-IBFD-IAB networks

at mmWave frequencies for 6G wireless networks. In this chapter, we will first

summarise the contributions of this thesis in Section 6.1. This is followed by the

discussion of future work in Section 6.2.

6.1 Conclusions

The main contributions of this thesis are summarised in this section. This thesis

focuses on two scenarios for FR2-IBFD-IAB networks: i) the communication only

scenario. Staged SIC and subarray-based hybrid beamforming are considered to

explore the full benefits of IBFD and reduce the power consumption for operating

in the FR2 band, and ii) the ISAC scenario, where the IAB-node performs radar

and communication tasks.

6.1.1 FR2-IBFD-IAB Networks Design for Single-Cell Com-

munications

In Chapter 3, we have designed a single-cell FR2-IBFD-IAB network. Since the

RF beamformers are realised by digital PSs that have finite phase resolution, we

have suggested the matrix-wise MSE-based LBG RF codebook design algorithm

for this system, which is superior to the conventional vector-wise codebook de-

signed in [11, 17] because it can prevent low-rank matrices and degrees of freedom

loss. We also have proposed the staged-SIC strategy, which showed satisfactory

performance through simulation. Assuming that the antenna isolation had been
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achieved, the OD-based analogue SIC was applied. By extending the OD-based

analogue canceller designed for single-input-single-output systems in [21], we de-

sign it for MIMO systems, which are connected between RF chain pairs for low-cost

deployment. This is followed by the MMSE-BB combiner and successive interfer-

ence cancellation that handles the RSI in the digital domain. With the help of

these contributions in Chapter 3, we can explore the full benefits of the FR2-IBFD-

IAB network with reduced deployment cost and improved SE. Simulations showed

that the performance of the IBFD transmission in the backhaul link is limited

by large HWI power and RF effective SI channel uncertainties; nevertheless, for

modest HWI power and channel uncertainties, the IBFD offers increased SE in

comparison to the HD.

6.1.2 ISAC for V2X Communications

In Chapter 4, the ISAC-based FR2-IBFD-IAB network for V2X communications

have been studied, where the IBFD-IAB-node performs as the RSU. The SI was

assumed to be successfully cancelled in the antenna, analogue, and digital domains,

so that only the RSI in the noise floor was left to be handled by the MMSE-

BB combiner. The UKF was utilised for predicting and tracking the vehicles.

Compared with the EKF used in [18], our UKF can perfectly track the state

parameters with similar performance to EKF and nearly achieve the PCRLB but

avoids calculating the Jacobians. We also have considered the effects taken by

the HWI and RF effective SI channel estimation error lacking in the prior works

[169, 170] on IBFD-ISAC systems. Our contributions in Chapter 4 give design

insights on realising mmWave-IBFD-ISAC systems for potential use in the 6G

wireless networks. Simulation results showed that as the SNR increases, only the

ASE is increased significantly. Compared with an HD-ISAC-IAB network, the

IBFD-ISAC-IAB network can double the SE under the successful SIC. However,

higher HWI power can distort both the radar and communication performance.

Moreover, the better the RF effective channel is estimated, the better the backhaul

link SE is.
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6.1.3 Performance Analysis of FR2-IBFD-IAB Networks

for Multi-Cell Communications

The performance of a multi-cell FR2-IBFD-IAB network was examined in Chap-

ter 5 utilising stochastic geometry analysis. Different from work in [19], which

used PPP to deploy gNBs, we have deployed the gNBs in MHCPP to reflect the

repulsion among gNBs. For performance analysis, we utilised the estimated com-

posite GL distribution derived in [164] for describing the Nakagami-M small fad-

ing and the Lognormal shadowing effect. Also, for ease of use, the PGFL of PPP

was used to approximate the mean interference provided by gNBs, according to

[149]. With the help of these prior works and the MHCPP model, we can provide

a more realistic performance analysis of the multi-cell FR2-IBFD-IAB network.

Our closed-form performance measurements showed a good agreement with sim-

ulations. Numerical results demonstrated that the SINR coverage versus the bias

ratio of the IAB-node to gNB at a fixed SINR first increases and then decreases

from 0 dB bias ratio. We also have discovered that, by choosing an appropriate

bias ratio, the IBFD can always outperform the HD, regardless of the RSI power,

hence removing the need for high-quality SIC approaches. Moreover, at SINR=0

dB, a lower resolution ADC has a negligible effect on performance. In addition, by

fixing the density of gNBs, the ergodic capacity was enhanced by deploying gNBs

with MHCPP, when compared to using a PPP, where the hard-core distance is

proportional to the ergodic capacity. Furthermore, the ergodic capacity can be

improved by increasing the ratio of the density of IAB-node to gNB, provided

sufficient SIC is available at each IBFD node.

6.2 Future Works

In this section, we will discuss the future research directions, which can improve

our proposed system models and enhance the performance of the next generation

wireless networks. The detailed future works are listed as follows:

• As for the future research directions related to IBFD transmission, one of

the important tasks lies in the SIC. The propagation domain SIC should be

investigated by the combination of directional isolation, absorptive shield-

ing, and cross-polarisation operation [72]. At the same time, a real-world

test platform should be established to evaluate the true performance of the
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proposed staged-SIC strategy. Last but not least, an accurate SI channel

model in the FR2 band and advanced channel estimation algorithm should

be studied to support practical implementation of SIC.

• Presently, our ISAC system for V2X communications is supported by the

OFDM modulation, which may result in performance degradation in the

high mobility environment since the high Doppler shift brings inter-carrier

interference to the system. It may be beneficial to consider the orthogonal

time frequency space modulation [171], which can provide good robustness

in high Doppler shift. In addition, the initial motion parameters estimation

process, such as conventional radar signal processing or beam training should

also be considered in the analysis. Furthermore, a novel beam association al-

gorithm in the multi-target scenario for ISAC systems should be investigated

to transmit information and update estimates to the correct target.

• In future work, in order to model a more realistic OFDM system, the OFDM

modulation used in the system model should consider multiple OFDM sym-

bols in one OFDM frame. A longer duration CP should also be included in

the symbol duration in the high delay spread environment. The waterfilling

power allocation can also be considered to improve the SE. Moreover, for sys-

tem performance analysis with stochastic geometry, different OFDM channel

gains should be considered rather than using the approximation proposed in

Assumption 5.1.

• Future work for IAB networks should be focused on the multi-hop backhaul

scenario and the corresponding IAB-node selection algorithm. Also, power

allocation for IAB networks should be considered to provide a better quality

of service. Moreover, the maths equations in Chapter 5 for IAB networks

performance analysis should be further simplified by approximations to pro-

vide more tractable results, and a multipath scenario should be considered.
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