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Abstract

Bayesian neural networks (BNNs) offer a promising probabilistic take on neural networks,

allowing uncertainty quantification in both model predictions and parameters. Being a

relatively new and evolving field of research, many aspects of Bayesian neural networks

still need to be better understood.

In this thesis, we explore the Gaussian likelihood function commonly used when mod-

eling regression problems with Bayesian neural networks. Using variational inference, we

train several Bayesian neural networks on synthetic datasets and investigate the Gaus-

sian variance parameter (σ). We explore how it impacts the training process and shapes

the resulting posterior distribution. We also explore an alternate approach where a prior

distribution is placed on the variance parameter, and its value is inferred from the data.

While the data presented in this thesis is too limited to draw any definitive conclu-

sions, we provide some interesting insights. We demonstrate that extreme values for σ

can lead to tendencies of overfitting or underfitting BNNs. Additionally, inferring the

variance parameter from the data can yield results on par with an ”optimal” fixed pa-

rameterization of the likelihood function. We also showcase that misspecified Bayesian

neural networks can produce overconfident uncertainty estimates and that inferring the

variance parameter can help compensate for this limitation.
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Chapter 1

Introduction

Since the introduction of the humble perceptron [1] in 1958, the artificial neural network

(ANN) has been a topic of intense research. As a universal function approximator [2], the

ANN has proven to be a powerful tool for solving a wide range of problems, especially in

the last few decades, with large amounts of data and computing power becoming more

readily available and the popularization of deep learning. They have been used to great

effect in a wide range of fields, such as computer vision [3], which also encompasses object

detection [4, 5] and facial recognition [6, 7], natural language processing [8, 9, 10], speech

recognition systems [11] and many more. With the increasing popularity of ANNs, we

have seen in recent years, it has also started to become more common to see them used

in safety-critical applications, such as autonomous vehicles [12] and medical diagnosis

software [13, 14, 15] . In these types of applications, where an erroneous decision made by

a neural network can have severe consequences, it becomes increasingly important for the

ANN to have explainability in its predictions and to be aware of its own uncertainty. This,

however, is not a trivial task. ANNs, especially deep neural networks, are notoriously

prone to overfitting and, when applied to supervised learning tasks [16] they are often

incapable of correctly assessing the uncertainty of their predictions [17]. Introducing

more data and regularization techniques such as dropout [16] can mitigate the overfitting

problem. However, methods for accurately and truthfully assessing the uncertainty of a

neural network is still an open problem.

In the last few years, there has been a resurging interest in the field of Bayesian

neural networks, which will be the focus of this thesis. BNNs [18] are a probabilistic

approach to ANNs, where the network weights are treated as random variables. BNNs

offer a promising approach to the problem of creating neural networks with explainable
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uncertainty estimates [19]. Much of the recent research has focused on improving the

scalability and performance of approximate Bayesian inference methods suitable for BNNs

[20, 17]. There have also been some deep dives into the impact of different priors on the

resulting posterior distribution [21, 22, 23], which have provided much insight into the

inner workings of BNNs. While there is a rich literature on the topic of BNNs and

the related field of Bayesian deep learning [24], there is still much to be explored. In

this thesis, we will look into the likelihood function of BNNs. We explore the Gaussian

likelihood function used when modeling regression problems with BNNs. We explore how

the choice of the variance parameter (σ) impacts the training process and shapes the

resulting posterior distribution.

Our findings show the critical importance of well-specified likelihood functions, demon-

strating that the choice of σ can have a significant impact on the resulting posterior

distribution. We illustrate that overestimating or underestimating the noise in the like-

lihood function can lead to BNNs exhibiting overfitting or underfitting tendencies. We

also explore the effectiveness of directly inferring a probability distribution over σ from

the data and sampling its value from said distribution. Our findings show that inferred

parameters for the likelihood function yield results on par with an ”optimal” fixed pa-

rameterization of the likelihood function while removing the burden of specifying the

parameter manually. Furthermore, we also show how inferring the likelihood parameter

can help compensate for the often overconfident uncertainty estimates of misspecified

BNNs.

1.1 Thesis structure

In chapter 2, we will give an introduction to the topics of Bayesian inference, artificial

neural networks, and finally, bayesian neural networks. In chapter 3, we will discuss the

motivation for this thesis. Chapter 4 details the experimental methodology used in this

thesis and the implementation of the Bayesian neural network models. We will present

the results of our experiments in chapter 5. Finally, we will discuss the results of our

experiments in chapter 6, and present our conclusions in chapter 7. We will also discuss

the limitations of our study and propose some ideas for future work.
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Chapter 2

Background

In this chapter, we aim to cover most of the necessary background information needed to

understand the concepts and methods used in this thesis. Section 2.1 introduces the basic

concepts of artificial neural networks (ANNs), followed by section 2.2 which introduces

the concept of Bayesian neural networks (BNNs). Finally sections 2.3 and 2.4 introduces

the two main methods for performing approximate Bayesian inference in BNNs, namely

Markov Chain Monte Carlo and variational inference.

2.1 Artificial Neural Networks (ANNs)

Artificial neural networks (ANNs) are a class of computational models inspired by the

structure of biological nervous systems [25]. The basic building block of an ANN is a

perceptron [1] (or neuron), a simple computational unit that combines a linear transfor-

mation z of the input with a non-linear activation function g. The linear transformation

is defined as the weighted sum of the inputs x and a bias term b, while the activation

function is applied to the result of the linear transformation. The output of the neuron

is then defined as:

z = (
n∑

i=1

wixi) + b,

y = g(z)

(2.1)
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Figure 2.1: A single artificial neuron.

2.1.1 Feed Forward Neural Networks

Feedforward neural networks (FFNNs), also known as multilayer perceptrons (MLPs),

are the most basic type of artificial neural network. A feedforward neural network aims

to approximate some function f ∗. To this end the network defines a mapping y = f(x; θ)

and learns the value of the parameters θ that result in the best function approximation

[26]. In this context, θ represents the weights and biases of the network, θ = {w, b}. The
term ”feedforward” refers to the fact that the information flows through the network from

the input x through any intermediate computations defined by f and finally to the output

y. A feedforward neural network consists of multiple neurons organized into layers. The

first layer is called the input layer, any intermittent layers are called hidden layers, and

the final layer is called the output layer. The layers are fully connected, meaning that

each neuron in a layer is connected to every neuron in the next layer. The output of each

neuron in a layer is then passed as input to every neuron in the next layer. The output of

the final layer is the output of the network. The weight parameters for a layer are usually

represented as a matrix W where each row represents the weights for a single neuron in

the layer and the bias parameters are then represented as a vector b. The output of a

layer i can then be calculated as:

yi = a(W T
i yi−1 + bi), (2.2)

Where a is the activation function for the layer. The output of the previous layer

Figure 2.2 shows a feedforward neural network with two hidden layers.
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Figure 2.2: A feedforward neural network with two hidden layers.

2.1.2 Activation Functions

Activation functions are a critical part of the design of ANNs. The activation function

defines how the weighted sum of the inputs is transformed into the output of the neuron.

Sigmoid

The sigmoid function is a commonly used non-linear activation function [27]. It is defined

as:

σ(x) =
1

1 + e−x
. (2.3)

The sigmoid function presents an S-shaped curve, which maps the input to a value

between 0 and 1. Though the sigmoid function is a good choice for binary classification

problems, it has some drawbacks. The gradient of the sigmoid function is small for values

that are far from zero, which can lead to the problem of vanishing gradients during

training.

ReLU

The rectified linear unit (ReLU) is another commonly used activation function and has

been demonstrated to improve training in deep neural networks [28].
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ReLU(x) = max(0, x). (2.4)

The ReLU function is simple to implement, computationally efficient, and non-linear,

making it a good choice as an activation function. The ReLU function is also less prone

to the problem of vanishing gradients since it has a constant gradient for values greater

than zero.

2.1.3 Supervised Learning

Supervised learning is a type of machine learning where a machine learning model, such as

a neural network, observes several samples of some input x and the corresponding output

y and then learns to predict y from x [26]. This is done by defining some loss function

L(y, ŷ), which measures the difference between the predicted output ŷ and the true output

y. The goal is to minimize the loss function by adjusting the model parameters θ. In

other words, we want to find the optimal parameters θ∗ which minimizes the loss function:

θ∗ = argmin
θ

L(y, ŷ). (2.5)

2.1.4 Optimization

In order to find the optimal parameters θ∗, we need to optimize the existing parameters

θ in order to minimize the loss function L(y, ŷ). The loss function describes how well

the model fits the data, but we need to know how to tweak the parameters in order to

lower the loss. By calculating the gradient of the loss function with respect to the weight

parameters ∇L(θ) we can determine how the loss changes when we change the parameter

[26]. The gradient is a vector that points in the direction of the steepest ascent of the

loss function. Therefore, the loss function can be minimized by moving in the opposite

direction of the steepest ascent. To calculate the gradient we use the backpropagation

algorithm [29] which employs the chain rule to calculate the gradient of the loss function

with respect to each parameter in the network. Rumelhart et al. [29] also introduced a

simple update rule for the parameters by accumulating the gradients over all data points

and then updating the parameters according to the accumulated gradients ∇L(θ) scaled
by a learning rate η:
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θt+1 ← θt − η∇L(θt). (2.6)

In addition to this procedure, which is named gradient descent, there have been

introduced other optimization algorithms such as Stochastic Gradient Descent (SGD)

[30], which uses stochastic estimates of the gradient in order to increase efficiency and

reduce computational cost. We also have the Adam optimizer [31], which maintains a

learning rate for each parameter and adapts these learning rates during training.

2.2 Bayesian Neural Networks

Typically, when modeling neural networks, the weights are assumed to have a hidden

true value, and the data is assumed to be random variables [19]. Through gradient

optimization, we attempt to find the optimal point estimate of the weights, which is the

most likely value of the weights given the data. This presents the standard frequentist

approach to machine learning. However, from the view of Bayesian statistics, it makes

more sense to treat the weight parameters as random variables, as they are unknown.

We then want to learn the posterior distribution of the weights based on the information

in the seen data. A neural network that is trained in this way, using Bayesian inference,

is called a Bayesian neural network (BNN) [24].

During the learning process of a BNN, the unknown model parameters θ are hidden

(or latent) variables, meaning that their true distributions are unknown. Bayes Theorem

then allows us to represent a distribution over the weights θ given the observed data D,

which results in the posterior distribution p(θ|D).

The joint distribution of the data and the weights can be expressed as p(D, θ), and

is defined by our prior beliefs about the weights p(θ) as well as the choice of model and

likelihood p(D|θ). The likelihood p(D|θ) can be viewed as the likelihood of generating

the data D given the weights θ. If we break the data into a set of corresponding inputs

and outputs D = (x, y), then the likelihood can be expressed as p(D|θ) = p(y|x, θ) - the
probabilistic model by which the inputs generate the outputs given some parameter θ.

For simplification, it is often assumed that all samples from D are independent and

identically distributed (i.i.d.), which allows us to express the joint distribution as:
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p(D|θ) =
N∏
i=1

p(yi|xi, θ). (2.7)

In the case of BNNs, the likelihood will be defined by the choice of neural network

architecture and loss function. Given a regression task with a mean squared loss and

known Gaussian noise, we can model the likelihood as a Gaussian distribution with the

mean specified by the neural network output and the variance parameter σ, which is

treated as a hyperparameter:

y ∼ N (f(x, θ), σ2), (2.8)

The Bayesian paradigm requires us to specify a prior distribution over the weights

p(θ). The prior distribution encodes our beliefs about the weights before seeing the

data. The most common choice for prior for the weights of a BNN is to use a simple

isotropic Gaussian distribution [21], often due to its mathematical convenience. In the

case of a zero-centered Gaussian with small variance, the prior will encode a bias for

smaller weights centered around zero [32] and promotes sparsity in the model, which is

a desirable property in artificial neural networks [33]. However, the Gaussian prior is by

no means the optimal choice for all problems, as they are shown to be often misspecified,

which can lead to negative consequences during inference [21]. As with other types of

hyperparameters, the choice of prior distribution is often problem-dependent and should

be chosen with care.

After specifying the prior distribution and the likelihood, we can use Bayes Theorem

to calculate the posterior distribution of the weights given the data:

p(θ|D) =
p(D|θ)p(θ)

p(D)
=

p(D|θ)p(θ)r
p(D|θ)p(θ)dθ

. (2.9)

The Bayesian posterior over the parameters of a complex model such as a deep neural

network is an extremely high dimensional and non-convex probability distribution [34].

This makes the posterior intractable and impossible to calculate in closed form, which we

can already observe from the evidence (or marginal likelihood) p(D) =
r
p(D|θ)p(θ)dθ,

requiring us to integrate over the entire parameter space. Because of the intractability of

the posterior, we must instead use approximate inference techniques to approximate the

posterior distribution. There are several useful approximate inference techniques that
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can be used to approximate an intractable posterior, but the most applicable ones for

BNNs are Markov Chain Monte Carlo and variational inference [24]. These methods are

discussed in detail in sections 2.3 and 2.4, respectively.

(a) Dataset (b) NN

(c) SVI BNN (d) MCMC BNN

Figure 2.3: Visualizations of predictions on the same dataset using different models. All
models have three layers of 64 neurons each. Figure 2.3b shows the predictions of a
standard neural network. Figure 2.3c shows the predictions of a Bayesian neural network
trained using stochastic variational inference. Figure 2.3d shows the predictions of a
Bayesian neural network trained using Markov Chain Monte Carlo. The shaded areas
represent a 3 ∗ std confidence interval around the mean prediction.

The above methods result in an approximate posterior distribution p(θ|D) whose vari-

ance can be seen as a measure of confidence in the model parameters. When performing

predictions, we are interested in formulating a predictive distribution over the target vari-

able yi given the input xi and the training data D. This can be done by marginalizing

the model parameters θ:

p(yi|xi, D) =
w
p(yi|xi, θ)p(θ|D)dθ (2.10)
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Equation 2.10 represents a Bayesian Model Average (BMA) [35] where the predictive

distribution is a weighted average of the predictive distributions of the individual models

represented by the posterior distribution p(θ|D). This predictive distribution is in practice

sampled indirectly [24] by sampling from the posterior distribution p(θ|D) and then using

the sampled weights to make predictions. Algorithm 1 shows a general inference procedure

for a Bayesian neural network.

Algorithm 1 Inference procedure in a Bayesian Neural Network [24]

Define p(θ|D) = p(D|θ)p(θ)r
p(D|θ)p(θ)dθ ;

for i = 0 to N do
Sample θi ∼ p(θ|D);
yi = f(x, θi);

end for
return Y = {yi|i ∈ [0, N)}, Θ = {θi|i ∈ [0, N)}

Y is the set of predictions, and Θ is the set of sampled weights.

When performing predictions, these sets are usually aggregated to summarize the uncer-

tainty of the model and to obtain an estimate ŷ for the output y. For regression tasks,

we can summarize the predictions by model averaging:

ŷ =
1

|Θ|
∑
θi∈Θ

f(x, θi) (2.11)

2.3 Inference with Markov Chain Monte Carlo

Markov Chain Monte Carlo (MCMC) is a class of algorithms (or methods) for sampling

from a probability distribution [36]. They have a wide range of applications but are

especially useful in Bayesian Statistics and other fields where one needs to sample from a

complex probability distribution. Sampling-based methods such as MCMC build on the

idea of Monte Carlo integration [37], where we make us of the fact that the predictive

distribution p(y|x,D) can be expressed as an expectation over the posterior distribution

p(θ|D):

p(y|x,D) =
w
p(y|x, θ)p(θ|D)dθ = Ep(θ|D)[p(y|x, θ)] (2.12)
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which can then be approximated by sampling from the posterior distribution p(θ|D)

and taking the empirical mean of the samples:

Ep(θ|D)[p(y|x, θ)] ≈
1

N

N∑
i=1

p(y|x, θi), θi ∼ p(θ|D) (2.13)

However, obtaining direct samples from an unknown high-dimensional and complex

posterior distribution is a challenging task. In order to obtain these samples, MCMC

methods make use of Markov chains [38]. Ergodic Markov chains have the property that

they will eventually converge to a stationary distribution from any initial state. Using this

property, MCMC methods construct a Markov chain with a stationary distribution equal

to the posterior distribution p(θ|D). If the Markov chain is simulated for a sufficient

number of steps, the samples will eventually converge to the stationary distribution.

Samples from the chain can then be used to approximate the posterior distribution p(θ|D).

MCMC methods have a significant advantage in that convergence is guaranteed as long

as the chain is simulated for a sufficient number of steps. However, depending on the

complexity of the posterior distribution and the starting state, the chain might take a

very long time to converge. In addition to this, determining when the chain has converged

can be challenging. In addition, early samples from the chain are often autocorrelated

and, therefore, not representative of the target distribution. Because of this, MCMC

methods usually require a burn-in period where the chain is allowed to converge to the

stationary distribution before sampling [38].

2.3.1 Metropolis Hastings

The Metropolis-Hastings algorithm [39, 40] is a versatile and relatively simple MCMC

algorithm which can be used to sample from any general probability distribution. The al-

gorithm constructs a Markov chain with a stationary distribution proportional to a target

distribution by sampling each new state from a proposal distribution and then accepting

or rejecting the proposal based on a probability ratio. Given a target distribution p, a

proposal distribution q and a current state θt, the a proposal state θ∗ is sampled from the

proposal distribution q(θ∗|θt) and then accepted according to a transition probability α

defined as:

α(θ∗|θt) = min

{
1,

p(θ∗)q(θt|θ∗)
p(θt)q(θ∗|θt)

}
(2.14)
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If the proposal state θ∗ is accepted, it gets added to the Markov chain and used

for the next iteration; otherwise, it is discarded, and the current state θt is reused for

the next iteration. As the algorithm accumulates more samples, the Markov chain will

start converging towards the target distribution p. The Metropolis-Hastings algorithm is

summarized in Algorithm 2.

Algorithm 2 Metropolis-Hastings algorithm [36]

Initialize θ0.
for t = 1 to N do

Sample θ∗ ∼ q(θ∗|θt).
α = min

{
1, p(θ

∗)q(θt|θ∗)
p(θt)q(θ∗|θt)

}
Sample u ∼ U(0, 1).
if u < α then

θt+1 ← θ∗

else
θt+1 ← θt

end if
end for
return θ1, θ2, . . . , θN

When it comes to the proposal distribution q, there are no strict requirements. A

simple choice could be to use a Gaussian random walk proposal distribution centered

around the current state θt [18], where the standard deviation would be chosen so that

the acceptance probability remains reasonably high. However, Neal [18] also brings to

attention some of the problems with this approach. Depending on the properties of the

target distribution p and the proposal distribution, the Metropolis algorithm does not

always produce an ergodic Markov chain, which means that the Markov chain will not visit

all possible states with non-zero probability. Another problem with this configuration is

that for larger high-dimensional distributions, such as Bayesian neural networks, big

changes can quickly lead to regions of low probability in the sample space. Because of

this, the standard deviation of the proposal distribution must often be set to a minimal

value in order to maintain a reasonable acceptance probability. This again leads to

highly correlated samples since many steps must be taken to reach distant points in

the distribution. Due to these problems, which are further worsened by the random

walk nature of the proposal distribution, the Metropolis algorithm is often very slow to

converge for more complex distributions.
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2.3.2 Advanced MCMC

Seeing as the Metropolis-Hastings algorithm is often very slow to converge for more

complex distributions, several more advanced MCMC algorithms have been developed

to improve on this. The Hamiltonian Monte Carlo (HMC) algorithm [18, 41] improve

on the random walk nature of the Metropolis algorithm By generating proposals for the

Metropolis update by simulating the dynamics of a Hamiltonian system. In practice, when

using MCMC for inference in Bayesian neural networks, one would make use of either

the HMC algorithm or one of its variants, such as the No-U-Turn Sampler (NUTS) [42],

which is a more effective version of the HMC algorithm which also automatically tunes

two key hyperparameters of the algorithm. However, the main problem of the MCMC

algorithms remains, being that Monte Carlo methods turn challenging and infeasible in

high dimensional applications [36]. The following section will look at variational inference,

an alternative approach to approximate Bayesian inference.

2.4 Variational Inference (VI)

Let p be an intractable probability distribution. The main idea of variational inference

methods [43] is to cast inference as an optimization problem over a class of tractable

distributions Q in order to find a distribution qϕ ∈ Q that is as close as possible to p , so

that we can use qϕ as an approximation of p. The approximation qϕ, called the variational

distribution, is parameterized by a set of parameters ϕ that are optimized to minimize

the distance between qϕ and p.

Evidence Lower Bound (ELBO)

Finding the best approximating variational distribution q∗ϕ for a true posterior distribu-

tion p(θ|D) is formalized as minimizing the Kullback-Leibler-Divergance between the two

distributions. The Kullback Leibler Divergence (KL-Divergence) [44] is a non-symmetric

divergence that measures relative entropy or difference in information between two prob-

ability distributions. The KL-Divergence between the variational distribution qϕ and the

posterior distribution p(θ|D) is defined as:

KL [q(θ)||p(θ|D)] =
w
q(θ) log

q(θ)

p(θ|D)
dθ = Eq(θ)

[
log

q(θ)

p(θ|D)

]
(2.15)
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By using the KL-Divergence as a measure of similarity, the Bayesian inference problem

in equation 2.9 can be reformulated as an optimization problem where we try to find the

best approximation q∗ϕ(θ) ∈ Q to the true posterior distribution p(θ|D) by minimizing

the KL divergence between the two distributions.

q∗ϕ(θ) = argmin
qϕ∈Q

KL [q(θ)||p(θ|D)] (2.16)

One crucial problem with this objective is that the KL-Divergence requires the true

posterior distribution p(θ|D) to be known, which is the distribution we are trying to

approximate in the first place. To overcome this problem, we must instead derive an

alternative objective. As shown in Blei et al. [45] the KL-Divergence can be manipulated

to give the following objective:

KL [q(θ)||p(θ|D)] = −Eq(θ)

[
log

p(θ|D)

q(θ)

]
= −Eq(θ)

[
log

p(θ,D)

p(D)q(θ)

]
= −Eq(θ)

[
log

p(θ,D)

q(θ)
− log p(D)

]
= −Eq(θ)

[
log

p(θ,D)

q(θ)

]
+ log p(D)

(2.17)

The important thing to note here is that the log p(D) term is independent of the varia-

tional distribution qϕ and can therefore be ignored when minimizing the KL-Divergence.

Another essential thing is that the first term in equation 2.17 presents a lower bound

on the log-likelihood of the data D under the variational distribution qϕ. Since the

KL-Divergence is always non-negative, minimizing the KL-Divergence is equivalent to

maximizing the lower bound. The new cost function is called the Evidence Lower Bound

(ELBO), also known as the variational free energy or variational lower bound [46].

LELBO = Eq(θ)

[
log

p(θ,D)

q(θ)

]
(2.18)

The new optimization problem is to maximize the ELBO with respect to the varia-

tional distribution qϕ.
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q∗ϕ(θ) = argmax
qϕ∈Q

LELBO (2.19)

More insight into the ELBO can be gained by rewriting the ELBO as shown in Blundell

et al. [17]:

LELBO = Eq(θ) [log p(D|θ)]−KL [qϕ(θ)||p(θ)] (2.20)

We can now see that the ELBO consists of a data-dependent term Eq(θ) [log p(D|θ)]
which will describe how well parameters sampled from the variational distribution qϕ

fit the data D, as well as a regularizing prior-dependent term KL(qϕ||p(θ)) which will

describe how close the variational distribution qϕ is to the prior distribution p(θ). The

two terms are often referred to as the likelihood cost (data-dependent) and the complexity

cost (prior-dependent) respectively [17]. We can view the ELBO as a trade-off between

fitting the data while keeping the variational distribution close to the prior distribution.

While the ELBO is independent of the intractable posterior distribution p(θ|D), ex-

actly computing it is still computationally intractable. Therefore, gradient descent and

other optimization methods are used to approximate the true value. Standard gradient-

based optimization techniques, such as Stochastic Gradient Descent (SGD) [30] or Adap-

tive Moment Estimation (Adam) [31] can then be used to maximize the ELBO for a

set of parameters ϕ. The stochastic variational inference algorithm [20], is the SGD

method applied to VI and is currently the most commonly used method for performing

VI on Bayesian Neural Networks [24]. The SVI algorithm uses mini-batches of data to

compute stochastic estimates of the ELBO and its gradients, which allows it to scale to

larger models and datasets. Most implementations use few samples when evaluating the

ELBO, which means that the gradient will be noisy at each iteration and slow to con-

verge. Though SVI gives an attractive and scalable alternative to other sampling-based

methods, it must still be adapted to deep learning.

2.4.1 Mean Field Variational Inference (MFVI)

When choosing a variational distribution qϕ, we want to find a distribution that is flexible

enough to approximate the true posterior distribution p(θ|D) but also simple enough to be

tractable. A common choice is to use a fully factorized Gaussian distribution, also known
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as a mean-field distribution [47]. A Mean-field distribution follows the assumption that

all latent variables are independent of each other, which greatly simplifies calculations.

A mean-field Gaussian variational distribution would then be defined as:

qϕ(θ) =
N∏
i=1

qϕ(θi) =
N∏
i=1

N (µi, σ
2
i ) (2.21)

where µi and σi are the variational parameters for the i’th weight θi.

Because of the simplification in calculations, mean field variational inference is scalable

to large models and datasets and has been successfully applied to neural networks [48,

20, 17]. However, mean field variational inference is also criticized for being too simple of

an approximation, and especially for ignoring the correlations between different variables

[47].

2.4.2 Bayes by Backprop (BBB)

Bayes by Backprop (BBB) [17] is a practical implementation of SVI, which leverages the

Reparameterization trick [46, 49] to make the backpropagation algorithm work properly

for stochastic weights. The main idea is to use a random variable ϵ ∼ q(ϵ) as a source of

noise combined with a deterministic function t(ϕ, ϵ) such that θ = t(ϕ, ϵ). The noise ϵ is

sampled at each iteration, but it can be seen as a constant with regards to the parameters

ϕ. Since the stochasticity has been removed from all other transformations; the gradient

backpropagation algorithm works as usual for the variational parameters ϕ. The resulting

training loop is, therefore, analogous to a normal neural network training loops, with the

addition of sampling the noise ϵ at each iteration. By writing θ = t(ϕ, ϵ) and assuming

q(ϵ)dϵ = q(θ|ϕ)dθ, Blundell et al.[17] prove that:

∂

∂ϕ
Eq(θ|ϕ) [f(θ, ϕ)] = Eq(ϵ)

[
∂

∂ϕ
f(t(ϕ, ϵ), ϕ)

]
= Eq(ϵ)

[
∂f(θ, ϕ)

∂θ

∂θ

∂ϕ
+

∂f(θ, ϕ)

∂ϕ

] (2.22)

The BBB algorithm is derived by applying equation 2.22 to the ELBO optimization

problem and provides an alternate approach to gradient estimation with respect to the

variational parameters ϕ. The cost function itself is approximated with Monte Carlo
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sampling by drawing i samples θi ∼ q(θ|ϕ) and computing the average cost over all

samples:

F(ϕ) ≈
N∑
i=1

log q(θi|ϕ)− log p(θi)− log p(D|θi) (2.23)

Algorithm 3 shows a general implementation of the BBB algorithm.

Algorithm 3 Bayes by Backprop [17]

Initialize variational parameters ϕ
repeat

Sample ϵ ∼ q(ϵ)
θ = t(ϕ, ϵ)
f(θ, ϕ) = log q(θ|ϕ)− log p(θ)p(D|θ)
∇ϕf = backpropϕ(f)
ϕ = ϕ− α∇ϕf

until convergance

The objective function f corresponds to a stochastic estimate of the ELBO from a

single weight sample θi, and will therefore be noisy.

In the case of a Gaussian variational posterior, the weights can be sampled from a unit

Gaussian distribution and then shifted and scaled by parameters µ and σ respectively. In

this case, the transform function t is given by θ = t(ϕ, ϵ) = µ+σϵ. Since the σ parameter

must always be positive, Blundell et al.[17] instead use the parameters ρ and µ, where

σ = log(1+exp(ρ)). This results in the slightly modified transform function θ = t(ϕ, ϵ) =

µ+ log(1 + exp(ρ)) ◦ ϵ, where ◦ denotes element-wise multiplication. Algorithm 4 shows

the BBB algorithm adapted for a Gaussian variational posterior.

Algorithm 4 Bayes by Backprop for Gaussian variational posterior [17]

Initialize variational parameters ϕ
repeat

Sample ϵ ∼ N (0, I)
θ = µ+ log(1 + exp(ρ)) ◦ ϵ
ϕ = (µ, ρ)
f(θ, ϕ) = log q(θ|ϕ)− log p(θ)p(D|θ)
∇µf = ∂f(θ,ϕ)

∂θ
+ ∂f(θ,ϕ)

∂µ

∇ρf = ∂f(θ,ϕ)
∂θ

ϵ
1+exp(−ρ)

+ ∂f(θ,ϕ)
∂ρ

µ = µ− α∇µf
ρ = ρ− α∇ρf

until convergance
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2.4.3 KL reweighting for minibatches

When performing gradient descent on larger datasets, it is common to separate the data

into mini-batches as a compromise between fully stochastic gradient descent and full

batch gradient descent. The training data D is split randomly into M mini-batches

D1, D2, ..., DM for each epoch, and a gradient step is performed for each minibatch.

However, the weights, which apply to the compexity cost, are only sampled once per

epoch, while the total error cost is transmitted at each minibatch. To rectify this, Graves

(2011) [48] proposes to reweight the complexity cost for minibatches. For minibatch

i = 1, 2, . . . ,M :

πi =
1

M
,

Fi(Di, ϕ) = πiKL(qϕ||p(θ))− Eqϕ [log p(Di|θ)] .
(2.24)

Blundell et al. [17] proposed an alternative scaling factor for the complexity cost:

πi =
2M−i

2M − 1
(2.25)

By applying this scaling factor, the complexity cost is weighted such that the first

few mini-batches are heavily reliant on the complexity cost, while the later minibatches

almost exclusively rely on the likelihood cost. This is based on the assumption that while

data is scarce, the complexity cost is more important, but as more data becomes available

in the later mini-batches, the data should be more influential than the prior.

2.4.4 Local Reparameterization Trick

The local reparameterization trick [50] is an alternative gradient estimation technique

for variational inference. Not to be confused with the reparameterization trick described

in section 2.4.2, the local reparameterization trick builds on the idea that a factorized

Gaussian posterior over the weights in a layer means that the posterior over the resulting

activations is also a factorized Gaussian.
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qϕ(θi,j) = N (µi,j, σ
2
i,j)⇒ qϕ(am,j|x) = N (γm,j, δm,j),

where γm,j =
N∑
i=1

xm,iµi,j and δm,j =
N∑
i=1

x2
m,iσ

2
i,j.

(2.26)

Using this assumption, instead of sampling each individual weight and then computing

the activations, the pre-activations can be sampled directly from their implied Gaussian

posterior distribution:

am,j = γm,j +
√
δm,jϵm,j, where ϵm,j ∼ N (0, 1). (2.27)

Since the activations are of a much lower dimensionality than the weights, this leads

to significant computational gains. Kingma et al. (2015) [50] also highlights the fact that

the local reparameterization trick reduces the variance of the gradient estimates, which

leads to faster convergence.

19



Chapter 3

Motivation

This thesis will focus on exploring the use of Bayesian Neural Networks (BNNs) for re-

gression and how the Gaussian likelihood observation model affects training and resulting

posterior distribution of the model. We have a few key points of interest that we wish to

explore in this thesis.

Firstly, we want to explore the Gaussian variance parameter σ. As a thought exper-

iment, if we scale the variance parameter towards zero, we approach a point estimate

similar to that of a standard neural network. Following this logic, we are interested in

whether or not a low value for the variance parameter could cause a BNN to overfit the

training data. Conversely, we are also interested in whether or not a high value for the

variance parameter could cause a BNN to underfit the training data.

Secondly, we want to explore the effectiveness of inferring the variance parameter σ

from the data. As the variance parameter is usually treated as a hyperparameter, we

want to see if inferring it from the data can yield results on par with a well-specified fixed

parameterization of the likelihood function.

Finally, we want to explore the effects of inferring the variance parameter σ for a mis-

specified model. In our experience with BNNs, we have found that misspecified models,

especially smaller models with few parameters, struggle to express reasonable uncertainty

estimates when trained using variational inference. We want to find confirmation of this

behavior, as well as explore if inferring the variance parameter can help alleviate this

issue.
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3.1 Can extremes in the variance parameter cause

over- and underfitting in BNNs?

When training a BNN regression model with a fixed Gaussian likelihood, the variance

parameter must be set to a reasonable value. BNNs are, in general, very resilient to

overfitting because of the implicit regularization introduced by setting a prior distribution

over the weights. However, a poorly specified variance parameter can lead to behavior

resembling both over- and underfitting.

The posterior distribution of a BNN results from combining the prior distribution

and the likelihood function. When using a Gaussian likelihood, the likelihood width

(variance) directly impacts the shape of the posterior distribution.

If the Gaussian likelihood is too narrow, the model has very specific expectations

about the data. Consequently, the posterior distribution will also be narrow, expressing

a high confidence in the model parameters. This subsequently favors a small subset of the

parameter space. The overconfidence in the learned parameters could cause the model

to overemphasize the observed data and reduce the influence of the prior distribution. In

such cases, the model becomes more prone to overfitting, especially if the data is noisy.

The overconfident model could, for example, misinterpret noise as actual meaningful

features of the data, leading to poor generalization.

If the Gaussian likelihood is too wide, it results in a wider posterior distribution,

which indicates high uncertainty in the model parameters. In this case, the observed

data has less influence on the posterior, while the prior distribution has much more

influence. The heightened uncertainty can prevent the model from converging to optimal

parameter values, making it more prone to underfitting. Unlike the overconfident model,

this underconfident model might misinterpret actual features of the data as noise, failing

to learn the underlying patterns of the data. Even if it manages to learn the optimal

parameters, its predictive distribution lacks the concentration necessary to make accurate

predictions, which diminishes its overall performance. This behavior, as well as the

behavior of the overconfident model, is illustrated in figure 3.1.

Determining an appropriate value for the variance parameter can often be a non-trivial

task, often falling to the user’s discretion. This becomes especially difficult when dealing

with noisy or scarce data. In such cases, deciding what constitutes a ”reasonable” value

for the variance parameter is not always obvious. Making the wrong decision in such
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cases could lead to suboptimal model performance and unreliable uncertainty estimates.

To address this issue, we wish to explore the effectiveness and reliability of a learnable

variance parameter in the likelihood function. Our objective is to alleviate the burden of

manual specification and instead let the model adapt organically to the inherent variance

of the data. We expect this approach to produce equivalent or better results than a fixed

variance parameter without the susceptibility to human error.

(a) Bnn overfitting due to poorly specified like-
lihood

(b) Bnn underfitting due to poorly specified
likelihood

(c) Bnn with well specified likelihood

Figure 3.1: Illustration of over and underfitting-like behavior caused by a poorly specified
likelihood. The three plots show the same Bayesian neural network trained using varia-
tional inference on the same dataset, but with different fixed variance parameters. The
model in figure 3.1a has a fixed variance parameter that is too small and is showing signs
of overfitting the data. The model in figure 3.1b has a fixed variance parameter that is
too large and is showing signs of underfitting the data. The model in figure 3.1c has a
fixed variance parameter that is well specified and shows no signs of over or underfitting.
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3.2 Can inferring the variance parameter compen-

sate for misspecified BNNs?

Misspecification of a machine learning model refers to the situation where the model is

specified in a way that it is unable to express the true data-generating process. While

”Knowing when we do not know” is the primary motivation behind using BNNs, the

uncertainty in the posterior distribution becomes unreliable and often meaningless, given

a grossly misspecified model. Misspecification leads to poor estimations of the posterior

distribution, but this is not always obvious to detect. The desirable behavior of a mis-

specified model is to express high uncertainty in the posterior distribution, but this is

not always the case. Sometimes, especially when using variational inference, the model

will express overconfidence in its predictions, even for out-of-domain data. Introducing a

learnable variance parameter in the likelihood function can help remedy this undesirable

behavior. We expect that when a model is misspecified, our assumption of homoskedas-

ticity will be broken. As a result, the learnable variance parameter will be able to scale

to a high value to express this uncertainty.

As shown in figure 3.2, we found that when a linear Bayesian regression model is used

to model non-linear data, the learnable variance parameter in the likelihood function

learns to scale to a high value to fit the data. This results in a significantly increased

uncertainty in the predictive distribution, which correctly expresses that the model is

unable to learn the true data-generating process. We wish to explore this behavior further

and see if it can be generalized to more complex models and data.
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(a) Fixed variance (b) Inferred variance

Figure 3.2: Linear Bayesian regression model trained on a non-linear dataset using varia-
tional inference. The model is misspecified, and with a fixed variance, the model presents
overconfidence in its predictions. However, when the variance is inferred, it scales to a
large value to express the uncertainty in the posterior distribution.



Chapter 4

Experimentation methodology

4.1 Datasets

We present a set of generated synthetic datasets that are used for various experiments.

The datasets are a combination of a data-generating process and a homoscedastic Gaus-

sian noise term. Combining different data-generating processes with different degrees of

Gaussian noise, we can create datasets with varying degrees of complexity and innate

uncertainty. Given a datagenerating process f(x), we can generate a dataset D of size N

as follows:

ϵ ∼ N (0, std2)

D = {(xi, yi)}Ni=1 = {(xi, f(xi) + ϵ)}Ni=1

All values of x are sampled from a uniform distribution with a given interval [a, b]:

x ∼ U(a, b)

To create validation and in-domain test sets, we sample N values from the same

uniform distribution as the training set, and generate a dataset of size N using the same

data-generating process and noise term as the training set. For out-of-domain test sets,

we sample N values from a uniform distribution with a different interval [2a, 2b]/[a, b]

25



4.1.1 Sinusoidal datagenerating functions

We limit ourselves to using a set of sinusoidal data-generating functions, as they are

simple to define and can be used to create datasets of varying complexity. Due to time

constraints, it is best to thoroughly explore the results of a single type of function rather

than trying to cover too many different types. We define the following sinusoidal data-

generating functions:

Ten-dimensional sinusoidal (sin10)

This data-generating function takes a ten-dimensional input vector x and returns a one-

dimensional output y:

x = [x1, x2, . . . , x10]

,

f(x) = 0x1 + 6 sin(x2 · x3) + 6 sin(x4) + 6 sin(x5 · x6) + 6 sin(x7) + 6 sin(x8 · x9) + 0x10

We designed this function to be difficult to learn for small to medium-sized neural

networks. The scaled sine functions will create large waves in the y space, which will be

challenging to learn for a neural network with a small number of hidden units. The terms

x1 and x10 are nulled out and acts as input noise.

Multidiemensional sinusoidal (multisin)

This function is slightly less challenging than the sin10 function, but the number of input

dimensions is variable. This function will be helpful to test whether or not our results

generalize to other similar datasets and higher dimensional spaces.

f(x) =
n−1∑
i=1

mask(i) · 5 · sin(xi + xi+1)

mask(i) =

0 if i mod 10 = 0 or i+ 1 mod 10 = 0

1 otherwise

The mask function makes every tenth input xi exempt from the data-generating

function and acts as input noise.
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4.1.2 Generated Datasets

Using the data-generating functions and the pattern we described earlier, we generated a

set of synthetic datasets with varying degrees of complexity. The datasets are described

in table 4.1.

Dataset Sample-size Data-func Noise std X-dim Y-dim X-space

sin10-s03 10k tendim-sinusoidal 0.3 10 1 [-2, 2]
multisin10-s05 10k multisin-sinusoidal 0.5 10 1 [-3, 3]
multisin20-s05 20k multisin-sinusoidal 0.5 20 1 [-3, 3]

Table 4.1: Table of generated datasets. Names of the datasets are reported together with
the relevant data generation function, number of samples, and other relevant metadata.

4.2 Model specification

Functional Model

For all experiments, we implement Bayesian feed-forward neural networks of varying

complexities. The models used for the various experiments vary in the number of layers

and number of neurons per layer, and will be presented using the following notation:

model : input− h1 − · · · − hn − output

As an example, a feed-forward Bayesian neural network with a 10-dimensional input,

3 hidden layers with 128 neurons each, and a 1-dimensional output will be presented as:

10-128-128-128-1

Activation Functions

For all models, we use the ReLU activation function for all hidden layers:

ReLU(x) = max(0, x)
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Variational Posterior

We define the variational posterior distribution over the weights of the neural network as

a product of independent normal distributions with mean µ and standard deviation σ.

qϕ(θ) =
N∏
i=1

N (µi, σ
2
i )

Prior

We define the prior distribution over the weights of the neural network as a product of

independent normal distributions with mean 0 and standard deviation 1.

p(θ) =
N∏
i=1

N (0, 1)

Considering the relative simplicity of our datasets and models, we believe the standard

normal distribution to be a sufficient prior distribution. However, as mentioned in Fortuin

et al. [21] the isotropic Gaussian prior is often misspecified for neural networks and might

be suboptimal even for our simple models.

Likelihood

The model’s likelihood function depends on the type of problem we are trying to solve.

Considering a regression problem, we assume the data to be homoscedastic and the noise

to be Gaussian distributed. Thus, we define the likelihood function as a simple Gaussian

distribution:

y ∼ N (f(x, θ), σ2)

For some models the standard deviation σ is a fixed constant σ ∈ N, while for others,
it will be given a gamma distribution prior σ ∼ Gamma(α, β). During training, the

probability distribution of σ will be inferred from the data.
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4.3 Model Inference

We train our models using the Stochastic Variational Inference algorithm combined with

the Local Reparameterization Trick. Since our prior and posterior distributions are both

Gaussians, we leverage the fact that the variational posterior distribution is a product of

independent normal distributions to make use of the mean-field assumption and calculate

the KL-divergence in closed form. We perform Mean Field Variational Inference to train

a variational posterior distribution over the weights of the neural network. To reduce

the variance of the gradient estimates, we make use of the local reparameterization trick

mentioned in section 2.4.4.

Hyperparameters

For optimization, we use the Adam [31] optimizer. Following the advice of Bingham et

al. [51] we use a small learning rate of 1e-4 and set the beta parameters to 0.95 and 0.999

respectively, to account for the increased stochasticity of a Bayesian neural network. They

also mention that the variational posterior should be parameterized to have a low variance

at initialization, as high variance in the elbo gradients at the beginning of optimization

can lead to ending up in undesirable regions of the parameter space. We follow their

advice and initialize the variational posterior to have a mean of 0 and a low standard

deviation of 0.01.

We use a batch size of 512 for all experiments and train for 10000 epochs. When ap-

proximating the Gradient of the ELBO, we use 10 samples from the variational posterior

distribution. This requires much more computing power as it requires a forward pass

through the neural network for each sample. However, it greatly reduces the variance of

the gradient estimates, which we found to sometimes be essential for the convergence of

larger models.

4.4 Model Selection

Our approach to model selection might be unorthodox compared to the standard ap-

proach. Using mostly intuition and some trial and error, we found values for the hyper-

parameters that generally work well for all basic Bayesian neural networks. Using these
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values and a fixed likelihood variance equal to the noise variance of the dataset, we train

several models with different numbers of hidden layers and units and select the model

with the lowest validation loss. This approach aims to find a decently performing model

for each dataset when given an ”optimal” parameterization of the likelihood. We can then

use these models as a baseline to compare against when performing our experiments.

Using the abovementioned approach, we use model selection to find a well-performing

baseline model for each dataset. The final models for each dataset are reported in table

4.2.

Dataset Model name Architecture Likelihood σ

sin10-s03 sin10-3x256-s03 10-256-256-256-1 0.3

multisin10-s05 multisin10-3x64-s05 10-64-64-64-1 0.5

multisin20-s05 multisin20-3x512-s05 20-512-512-512-1 0.5

Table 4.2: Table of selected baseline models for each dataset.

4.5 Evaluation Metrics

We employ a set of metrics to evaluate our models’ performance on the various datasets.

For all models and experiments, we record the Root Mean Squared Error (RMSE), Mean

Absolute Error (MAE) and Log Likelihood (LL) of the model predictions on the train,

validation, in-domain test, and out-of-domain test sets.

In addition to the standard evaluation metrics mentioned above, we also need some

metrics to evaluate the uncertainty of our models. We use the following metrics to

evaluate the uncertainty of our models:

Mean, Min, and Max Weight Uncertainty

Evaluating and quantifying the uncertainty of a Bayesian neural network is a challenging

task, which grows exponentially more difficult with the increasing complexity of the

model. While getting a complete picture of the uncertainty of our Bayesian neural network

is impossible without a full posterior distribution over the weights, we can still get some

idea of overall uncertainty by summarizing the mean, min, and max values of the standard

deviations of the variational posterior distribution over the weights. We can then use these
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values to compare the uncertainty of different models. Since our variational posterior is

a product of independent normal distributions, we can look at the standard deviation of

each weight independently and summarize the uncertainty of the model by looking at the

mean, min, and max values of these standard deviations. These metrics are presented as

Mean Weight SD, Min Weight SD, and Max Weight SD.

Mean, Min, and Max Prediction Uncertainty

In addition to evaluating the uncertainty of the model weights, we can gain further insight

by evaluating the uncertainty of the model’s predictions. In contrast with the weight

uncertainty, we can get a much better picture of the predictive uncertainty for each

data point, as our output predictive distribution is 1-dimensional Gaussian distribution.

However, due to the high dimensional input space, plotting the predictive distribution for

each data point is impossible. Instead, similarly to the weight uncertainty, we summarize

the uncertainty of the model by looking at the mean, min, and max values for the standard

deviation of the predictive distribution to get a general idea of the overall uncertainty of

the model on a given dataset. These metrics are presented as Mean Predictive SD, Min

Predictive SD, and Max Predictive SD.

4.6 Implementation Details

Hardware

All tests were run on an NVIDIA A100 SXM4 GPU with 80GB VRAM.

Software and Libraries

All the code used for our experiments is available in our public GitHub repository. 1

The code is written in Python 3.9, and an environment file is provided to reproduce the

anaconda environment used for the experiments. We employed a set of different soft-

ware libraries to implement and run our Bayesian neural networks. The most important

libraries are listed below.

1https://github.com/alvarhonsi/master-pipeline
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Pytorch [52] is an open-source machine-learning framework used for many different

machine learning tasks, like computer vision and natural language processing. Being an

optimized tensor library for deep learning, Pytorch provides two important high-level

features: Tensor computing with strong acceleration via GPUs as well as deep neural

networks built on a tape-based autograd system.

Pyro [53] is a probabilistic programming language built on Python as a platform for

developing advanced probabilistic models in AI research. Pyro provides flexible varia-

tional inference algorithms, MCMC algorithms, and an extensive library of probability

distributions built on top of PyTorch. To accommodate more complex or model-specific

algorithms, Pyro also includes the Poutine library, which includes composable handlers

for modifying the behavior of probabilistic programs.

TyXe [54] is a Bayesian neural network library built on top of pytorch and Pyro. It

provides a simple interface for building and training Bayesian neural networks. TyXe

simplifies KL-reweighting for networks with multiple layers, and most importantly, it

provides implementations of essential BNN-specific event handlers for Pyro, such as the

Local Reparameterization Trick. It is, however, worth noting that TyXe is still in early

development, has little to no documentation, and is not yet a stable library. As such, we

have had to make some minor modifications to the library to accommodate our needs.

Most importantly, we had to alter the homoskedastic Gaussian likelihood and BNN im-

plementations to make the inferred variance parameter work as intended. The relevant

changes are in the appendix A.
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Chapter 5

Results

In this chapter, we present our experiments and their results. Using the datasets and

baseline models described in chapter 4, we perform two studies in the hopes of gaining

some insight into how subtle changes in the specification of our Gaussian likelihood

function impacts the training process and the resulting posterior distribution.

5.1 Study 1: Can extremes in the variance parame-

ter cause over- and underfitting in BNNs?

From our model selection in chapter 4, we have a set of well-performing baseline models

for each dataset. Using the baseline models as a starting point, we train several iterations

of the same model but with differently parameterized Gaussian likelihoods. Our aim with

this study is to understand more about how deviations in the variance of the Gaussian

likelihood function can impact the training process and the resulting posterior distribu-

tion. Bayesian Neural Networks are intricate and complex models with many moving

parts. This makes observing the impact of a single change in the model specification

difficult as combinations of different factors come into play. While observing the effects

of the likelihood in a vacuum is not possible, we try to create a stable baseline by using

the same architecture, hyperparameters, and priors for all models.

As mentioned in chapter 3, we expect that by making the Gaussian likelihood either

too narrow or too wide, we will observe overfitting and underfitting behavior in our model.

In order to test this hypothesis, we specify models with small and large fixed likelihood
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variances. We make the likelihood variance lower or higher than the actual noise in

the data by a factor of 10. If our hypothesis has merit, we should observe some clear

overfitting and underfitting behavior in the models. We have a secondary objective of

exploring the effectiveness of inferring the likelihood variance from the data. We expect

that inferring the likelihood variance should yield results close to or on par with the

”optimal” likelihood variance in the baseline model.

We define four models for each dataset: one with a low fixed variance, one with an

”optimal” fixed variance, one with a high fixed variance, and lastly, one with an inferred

variance. The models are defined in table 5.1. Our results for each dataset are presented

in the following sections.

Dataset Model name Architecture Likelihood σ

sin10-s03

sin10-s003

10-256-256-256-1

0.03
sin10-s03 0.3
sin10-s3 3.0
sin10-sl ∼ Gamma(1.0, 1.0)

multisin10-s05

multisin10-s005

10-64-64-64-1

0.05
multisin10-s05 0.5
multisin10-s5 5.0
multisin10-sl ∼ Gamma(1.0, 1.0)

multisin20-s05

multisin20-s005

20-512-512-512-1

0.05
multisin20-s05 0.5
multisin20-s5 5.0
multisin20-sl ∼ Gamma(1.0, 1.0)

Table 5.1: Table of models used in the first study. The table shows the models used
for each dataset. The models are defined by their name and architecture, as well as the
variance of the Gaussian likelihood function. The notation ∼ Gamma(1.0, 1.0) indicates
that the model sets a prior distribution Gamma(1.0, 1.0) over the likelihood parameter
σ and infers its posterior distribution from the data.

5.1.1 Results for the sin10-s03 dataset

This section presents our results for the sin10-s03 dataset. We present the training curves

for the four models in figure 5.1. We present further evaluation metrics in table 5.2. Our

metrics for summarized predictive uncertainty are presented in table 5.3 and our metrics

for summarized weight uncertainty are presented in table 5.4.
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(a)

(b) (c)

Figure 5.1: Study 1 - Training curves for models trained on the sin10-s03 dataset. Figure
5.1a shows the elbo loss at each epoch. Figures 5.1b and 5.1c show the RMSE and log-
likelihood metrics, respectively, for both train and validation data, recorded every 50
epochs. The curves are averaged over 10 independent runs, and the error bars show a
confidence interval of 2 ∗ SD (2 times the standard deviation) to show the differences
between random initializations. The y-axis is log-scaled.



(a) Train data

Model Likelihood σ RMSE MAE LL

sin10-3x256-s003 0.03±0.0 0.06±0.02 0.05±0.02 0.95±0.07
sin10-3x256-s03 0.3±0.0 0.37±0.02 0.29±0.02 -0.5±0.04
sin10-3x256-s3 3.0±0.0 1.31±0.1 0.96±0.07 -2.23±0.02
sin10-3x256-sl 0.75±0.15 0.53±0.11 0.42±0.08 -0.98±0.19

(b) In domain data

Model Likelihood σ RMSE MAE LL

sin10-3x256-s003 0.03±0.0 3.4±0.16 2.59±0.13 -241.82±26.15
sin10-3x256-s03 0.3±0.0 0.58±0.06 0.45±0.04 -0.88±0.11
sin10-3x256-s3 3.0±0.0 1.4±0.1 1.0±0.07 -2.24±0.02
sin10-3x256-sl 0.75±0.15 0.59±0.12 0.47±0.09 -1.02±0.2

(c) Out of domain data

Model Likelihood σ RMSE MAE LL

sin10-3x256-s003 0.03±0.0 18.56±0.62 14.87±0.48 -809.1±147.68
sin10-3x256-s03 0.3±0.0 34.86±3.53 28.65±3.03 -28.01±5.05
sin10-3x256-s3 3.0±0.0 18.4±1.76 14.77±1.39 -4.72±0.19
sin10-3x256-sl 0.75±0.15 31.45±5.8 26.33±4.51 -6.63±1.63

Table 5.2: Study 1 - Table of results for models trained on the sin10-s03 dataset. The
table shows the Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and
log-likelihood (LL) evaluation metrics for each model. Subtables 5.2a, 5.2b and 5.2c show
the results for the train, in-domain test, and out-of-domain test data, respectively. The
results are averaged over 10 independent runs and presented as the mean value ± 2 ∗SD
(2 times the standard deviation) in order to highlight the differences between random
initializations.
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(a) Train data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

sin10-3x256-s003 0.03±0.0 0.14±0.0 0.07±0.01 0.26±0.04
sin10-3x256-s03 0.3±0.0 0.47±0.03 0.32±0.0 1.3±0.14
sin10-3x256-s3 3.0±0.0 3.51±0.05 3.03±0.02 5.94±0.57
sin10-3x256-sl 0.75±0.15 0.9±0.17 0.76±0.14 2.04±0.35

(b) In domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

sin10-3x256-s003 0.03±0.0 0.15±0.0 0.07±0.01 0.39±0.15
sin10-3x256-s03 0.3±0.0 0.47±0.03 0.32±0.01 1.28±0.19
sin10-3x256-s3 3.0±0.0 3.51±0.05 3.04±0.03 5.9±0.26
sin10-3x256-sl 0.75±0.15 0.91±0.18 0.76±0.14 2.03±0.33

(c) Out of domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

sin10-3x256-s003 0.03±0.0 0.48±0.04 0.29±0.04 2.05±1.23
sin10-3x256-s03 0.3±0.0 5.01±0.46 2.57±0.27 8.51±1.03
sin10-3x256-s3 3.0±0.0 41.66±10.28 12.88±2.16 104.8±29.43
sin10-3x256-sl 0.75±0.15 14.11±2.39 5.22±1.19 35.44±13.8

Table 5.3: Study 1 - Table of summarized predictive uncertainty for models trained on the
sin10-s03 dataset. Tables 5.3a, 5.3b and 5.3c show the results for the train, in-domain
test, and out-of-domain test data, respectively. The tables show the mean uncertainty
of all predictive distributions (Mean Predictive SD) for the given dataset, as well as the
minimum uncertainty (Min Predictive SD) and maximum uncertainty (Max Predictive
SD) of all predictive distributions for the given dataset. The results are averaged over
10 independent runs and presented as the mean value ± 2 ∗ SD (2 times the standard
deviation) to highlight the differences between random initializations.
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(a) Model weight data

Model Mean Weight SD Min Weight SD Max Weight SD

sin10-3x256-s003 0.05±0.02 0.0±0.0 1.01±0.0
sin10-3x256-s03 0.87±0.02 0.0±0.0 1.02±0.02
sin10-3x256-s3 0.97±0.0 0.0±0.0 1.0±0.0
sin10-3x256-sl 0.96±0.0 0.0±0.0 1.01±0.01

Table 5.4: Study 1 - Table of summarized weight uncertainty for models trained on the
sin10-s03 dataset. The table shows the mean uncertainty of all weight distributions in
the models (Mean Weight SD), as well as the minimum uncertainty (Min Weight SD) and
maximum uncertainty (Max Weight SD) of all weight distributions in the models. The
results are averaged over 10 independent runs and presented as the mean value ± 2∗SD (2
times the standard deviation) to highlight the differences between random initializations.

5.1.2 Results for the multisin10-s05 dataset

This section presents our results for the multisin10-s05 dataset. We present the training

curves for the four models in figure 5.2. We present further evaluation metrics in table

5.5. Our metrics for summarized predictive uncertainty are presented in table 5.6 and

our metrics for summarized weight uncertainty are presented in table 5.7.

38



(a)

(b) (c)

Figure 5.2: Study 1 - Training curves for models trained on the multisin10-s05 dataset.
Figure 5.2a shows the elbo loss at each epoch. Figures 5.2b and 5.2c show the RMSE and
log-likelihood metrics, respectively, for both train and validation data, recorded every 50
epochs. The curves are averaged over 10 independent runs, and the error bars show a
confidence interval of 2 ∗ SD (2 times the standard deviation) to show the differences
between random initializations. The y-axis is log-scaled.
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(a) Train data

Model Likelihood σ RMSE MAE LL

multisin10-3x64-s005 0.05±0.0 0.27±0.01 0.21±0.01 -4.72±0.74
multisin10-3x64-s05 0.5±0.0 0.56±0.01 0.45±0.01 -0.85±0.02
multisin10-3x64-s5 5.0±0.0 1.21±0.04 0.94±0.03 -2.6±0.01
multisin10-3x64-sl 0.69±0.05 0.61±0.02 0.48±0.02 -0.97±0.03

(b) In domain data

Model Likelihood σ RMSE MAE LL

multisin10-3x64-s005 0.05±0.0 1.11±0.06 0.87±0.04 -94.23±8.42
multisin10-3x64-s05 0.5±0.0 0.68±0.02 0.54±0.02 -1.05±0.04
multisin10-3x64-s5 5.0±0.0 1.28±0.04 0.99±0.03 -2.6±0.01
multisin10-3x64-sl 0.69±0.05 0.69±0.02 0.54±0.01 -1.05±0.02

(c) Out of domain data

Model Likelihood σ RMSE MAE LL

multisin10-3x64-s005 0.05±0.0 11.87±0.31 9.47±0.23 -1750.7±87.14
multisin10-3x64-s05 0.5±0.0 11.96±0.41 9.56±0.33 -33.61±5.05
multisin10-3x64-s5 5.0±0.0 9.48±0.13 7.61±0.11 -3.85±0.04
multisin10-3x64-sl 0.69±0.05 11.66±0.29 9.32±0.25 -17.3±6.98

Table 5.5: Study 1 - Table of results for models trained on the multisin10-s05 dataset.
The table shows the Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and
log-likelihood (LL) evaluation metrics for each model. Subtables 5.5a, 5.5b and 5.5c show
the results for the train, in-domain test, and out-of-domain test data, respectively. The
results are averaged over 10 independent runs, and presented as the mean value ± 2∗SD
(2 times standard deviation) to highlight the differences between random initializations.
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(a) Train data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin10-3x64-s005 0.05±0.0 0.08±0.0 0.05±0.0 0.19±0.06
multisin10-3x64-s05 0.5±0.0 0.58±0.01 0.5±0.0 0.86±0.08
multisin10-3x64-s5 5.0±0.0 5.24±0.03 4.99±0.02 5.84±0.25
multisin10-3x64-sl 0.69±0.05 0.76±0.02 0.69±0.01 1.08±0.1

(b) In domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin10-3x64-s005 0.05±0.0 0.08±0.0 0.05±0.0 0.28±0.34
multisin10-3x64-s05 0.5±0.0 0.59±0.01 0.5±0.0 0.9±0.08
multisin10-3x64-s5 5.0±0.0 5.24±0.03 5.01±0.03 5.8±0.32
multisin10-3x64-sl 0.69±0.05 0.76±0.02 0.69±0.01 1.14±0.1

(c) Out of domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin10-3x64-s005 0.05±0.0 0.2±0.01 0.11±0.01 1.48±1.87
multisin10-3x64-s05 0.5±0.0 1.46±0.13 0.86±0.11 2.45±0.46
multisin10-3x64-s5 5.0±0.0 6.47±0.24 5.8±0.08 8.43±1.63
multisin10-3x64-sl 0.69±0.05 2.06±0.5 1.24±0.18 4.42±2.48

Table 5.6: Study 1 - Table of summarized predictive uncertainty for models trained on
the multisin10-s05 dataset. Tables 5.6a, 5.6b and 5.6c show the results for the train,
in-domain test, and out-of-domain test data, respectively. The tables show the mean
uncertainty of all predictive distributions (Mean Predictive SD) for the given dataset,
as well as the minimum uncertainty (Min Predictive SD) and maximum uncertainty
(Max Predictive SD) of all predictive distributions for the given dataset. The results are
averaged over 10 independent runs, and presented as the mean value ± 2 ∗ SD (2 times
standard deviation) to highlight the differences between random initializations.
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(a) Model weight data

Model Mean Weight SD Min Weight SD Max Weight SD

multisin10-3x64-s005 0.0±0.0 0.0±0.0 0.73±0.69
multisin10-3x64-s05 0.69±0.04 0.0±0.0 1.0±0.0
multisin10-3x64-s5 0.9±0.01 0.0±0.0 1.0±0.0
multisin10-3x64-sl 0.81±0.02 0.0±0.0 1.0±0.0

Table 5.7: Study 1 - Table of summarized weight uncertainty for models trained on the
multisin10-s05 dataset. The table shows the mean uncertainty of all weight distributions
in the models (Mean Weight SD), as well as the minimum uncertainty (Min Weight SD)
and maximum uncertainty (Max Weight SD) of all weight distributions in the models.
The results are averaged over 10 independent runs, and presented as the mean value
± 2 ∗ SD (2 times standard deviation) in order to highlight the differences between
random initializations.

5.1.3 Results for the multisin20-s05 dataset

This section presents our results for the multisin20-s05 dataset. We present the training

curves for the four models in figure 5.3. We present further evaluation metrics in table

5.8. Our metrics for summarized predictive uncertainty are presented in table 5.9 and

our metrics for summarized weight uncertainty are presented in table 5.10.

42



(a)

(b) (c)

Figure 5.3: Study 1 - Training curves for models trained on the multisin20-s05 dataset.
Figure 5.3a shows the elbo loss at each epoch. Figures 5.3b and 5.3c show the RMSE and
log-likelihood metrics, respectively, for both train and validation data, recorded every 50
epochs. The curves are averaged over 5 independent runs, and the error bars show a
confidence interval of 2 ∗ SD (2 times the standard deviation) to show the differences
between random initializations. The y-axis is log-scaled.
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(a) Train data

Model Likelihood σ RMSE MAE LL

multisin20-3x512-s005 0.05±0.0 0.1±0.04 0.08±0.03 0.46±0.1
multisin20-3x512-s05 0.5±0.0 0.52±0.01 0.41±0.01 -0.82±0.02
multisin20-3x512-s5 5.0±0.0 1.85±0.19 1.37±0.12 -2.73±0.02
multisin20-3x512-sl 1.29±0.23 0.84±0.1 0.67±0.07 -1.52±0.16

(b) In domain data

Model Likelihood σ RMSE MAE LL

multisin20-3x512-s005 0.05±0.0 2.68±0.56 2.1±0.46 -58.28±20.12
multisin20-3x512-s05 0.5±0.0 0.86±0.02 0.69±0.02 -1.34±0.03
multisin20-3x512-s5 5.0±0.0 1.98±0.2 1.47±0.13 -2.73±0.03
multisin20-3x512-sl 1.29±0.23 1.04±0.11 0.83±0.08 -1.6±0.14

(c) Out of domain data

Model Likelihood σ RMSE MAE LL

multisin20-3x512-s005 0.05±0.0 16.06±0.63 12.85±0.53 -283.74±9.08
multisin20-3x512-s05 0.5±0.0 15.23±2.23 12.17±1.79 -5.11±0.13
multisin20-3x512-s5 5.0±0.0 14.18±0.18 11.35±0.13 -4.39±0.12
multisin20-3x512-sl 1.29±0.23 15.48±2.1 12.33±1.57 -4.73±1.04

Table 5.8: Study 1 - Table of results for models trained on the multisin20-s05 dataset.
The table shows the Root Mean Squared Error (RMSE), Mean Absolute Error (MAE)
and log-likelihood (LL) evaluation metrics for each model. Subtables 5.8a, 5.8b and 5.8c
show the results for the train, in-domain test, and out-of-domain test data, respectively.
The results are averaged over 5 independent runs, and presented as the mean value
± 2 ∗ SD (2 times standard deviation) in order to highlight the differences between
random initializations.
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(a) Train data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin20-3x512-s005 0.05±0.0 0.23±0.01 0.11±0.01 0.57±0.15
multisin20-3x512-s05 0.5±0.0 0.67±0.01 0.53±0.01 1.59±0.19
multisin20-3x512-s5 5.0±0.0 5.8±0.11 5.15±0.09 14.31±4.69
multisin20-3x512-sl 1.29±0.23 1.6±0.32 1.33±0.25 5.23±2.64

(b) In domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin20-3x512-s005 0.05±0.0 0.25±0.01 0.13±0.02 0.6±0.12
multisin20-3x512-s05 0.5±0.0 0.67±0.0 0.53±0.01 1.45±0.63
multisin20-3x512-s5 5.0±0.0 5.85±0.13 5.18±0.11 14.17±5.55
multisin20-3x512-sl 1.29±0.23 1.61±0.28 1.34±0.26 4.21±2.72

(c) Out of domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin20-3x512-s005 0.05±0.0 0.7±0.02 0.41±0.03 1.79±0.83
multisin20-3x512-s05 0.5±0.0 66.9±8.6 19.67±4.64 175.7±42.53
multisin20-3x512-s5 5.0±0.0 9.24±0.36 6.55±0.64 36.72±19.99
multisin20-3x512-sl 1.29±0.23 41.86±87.11 14.37±30.63 142.81±273.18

Table 5.9: Study 1 - Table of summarized predictive uncertainty for models trained on
the multisin20-s03 dataset. Tables 5.9a, 5.9b and 5.9c show the results for the train,
in-domain test, and out-of-domain test data, respectively. The tables show the mean
uncertainty of all predictive distributions (Mean Predictive SD) for the given dataset,
as well as the minimum uncertainty (Min Predictive SD) and maximum uncertainty
(Max Predictive SD) of all predictive distributions for the given dataset. The results are
averaged over 5 independent runs, and presented as the mean value ± 2 ∗ SD (2 times
standard deviation) in order to highlight the differences between random initializations.
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(a) Model weight data

Model Mean Weight SD Min Weight SD Max Weight SD

multisin20-3x512-s005 0.32±0.07 0.0±0.0 1.01±0.0
multisin20-3x512-s05 0.97±0.0 0.0±0.0 1.01±0.0
multisin20-3x512-s5 0.99±0.0 0.0±0.0 1.0±0.0
multisin20-3x512-sl 0.98±0.0 0.0±0.0 1.01±0.0

Table 5.10: Study 1 - Table of summarized weight uncertainty for models trained on the
multisin20-s03 dataset. The table shows the mean uncertainty of all weight distributions
in the models (Mean Weight SD), as well as the minimum uncertainty (Min Weight SD)
and maximum uncertainty (Max Weight SD) of all weight distributions in the models.
The results are averaged over 5 independent runs, and presented as the mean value
± 2 ∗ SD (2 times standard deviation) in order to highlight the differences between
random initializations.

5.2 Study 2: Can inferring the variance parameter

compensate for misspecified BNNs?

This study explores how inferring the likelihood variance can help compensate for mis-

specified models. As explained in chapter 3, we often find that misspecified Bayesian

neural networks exhibit overconfident uncertainty estimates and an inability to recognize

their misspecification. In the case of a severely misspecified model, we ideally want it to

express high uncertainty so that we at least know not to trust its predictions. However, as

we have experienced, and as shown in the linear Bayesian regression example in chapter

3, misspecified models often express low uncertainty and high confidence in their predic-

tions. This is undesirable in a Bayesian model, where we want to produce high-quality

uncertainty estimates. This is where we believe inferring the likelihood variance can help.

We believe inferring the likelihood variance can help compensate for misspecified models

by allowing the model to express higher uncertainty in its predictions. Our goals for

this study are, therefore, twofold. Firstly, we want confirmation that misspecified models

express overconfident uncertainty estimates. Secondly, we want to explore if inferring the

likelihood variance can help compensate for misspecified models.

We use the same datasets and baseline models from chapter 4 and the previous study.

Starting with the baseline models, we attempt to specify increasingly misspecified models

by incrementally decreasing the number of parameters and depth of the Bayesian neural

network, ending with a linear Bayesian regression model. For each model architecture,
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we specify two models, one with a fixed ”optimal” likelihood variance and one with an

inferred likelihood variance. We believe we can gain some insight by comparing the

performance of the two likelihoods on increasingly misspecified models. Our results for

each dataset are presented in the following sections. The models are defined in table 5.11.

Our results for each dataset are presented in the following sections.

Dataset Model name Architecture Likelihood σ

sin10-s03

sin10-3x256-s03 10-256-256-256-1 0.3
sin10-3x256-sl 10-256-256-256-1 ∼ Gamma(1.0, 1.0)
sin10-2x128-s03 10-128-128-1 0.3
sin10-2x128-sl 10-128-128-1 ∼ Gamma(1.0, 1.0)
sin10-1x64-s03 10-64-1 0.3
sin10-1x64-sl 10-64-1 ∼ Gamma(1.0, 1.0)

sin10-linear-s03 10-1 0.3
sin10-linear-sl 10-1 ∼ Gamma(1.0, 1.0)

multisin10-s05

multisin10-3x64-s03 10-64-64-64-1 0.5
multisin10-3x64-sl 10-64-64-64-1 ∼ Gamma(1.0, 1.0)
multisin10-2x32-s03 10-32-32-1 0.5
multisin10-2x32-sl 10-32-32-1 ∼ Gamma(1.0, 1.0)
multisin10-1x16-s03 10-16-1 0.5
multisin10-1x16-sl 10-16-1 ∼ Gamma(1.0, 1.0)

multisin10-linear-s03 10-1 0.5
multisin10-linear-sl 10-1 ∼ Gamma(1.0, 1.0)

multisin20-s05

multisin20-3x512-s03 20-512-512-512-1 0.5
multisin20-3x512-sl 20-512-512-512-1 ∼ Gamma(1.0, 1.0)
multisin20-2x256-s03 20-256-256-1 0.5
multisin20-2x256-sl 20-256-256-1 ∼ Gamma(1.0, 1.0)
multisin20-1x128-s03 20-128-1 0.5
multisin20-1x128-sl 20-128-1 ∼ Gamma(1.0, 1.0)
multisin20-linear-s03 20-1 0.5
multisin20-linear-sl 20-1 ∼ Gamma(1.0, 1.0)

Table 5.11: Table of models used in the second study. The table shows the models used
for each dataset. The models are defined by their name and architecture, as well as the
variance of the Gaussian likelihood function. The notation ∼ Gamma(1.0, 1.0) indicates
that the model sets a prior distribution Gamma(1.0, 1.0) over the likelihood parameter
σ and infers its posterior distribution from the data.

5.2.1 Results for the sin10-s03 dataset

This section presents our results for the sin10-s03 dataset. We start by presenting the

training curves for the models in figure 5.4. We present further evaluation metrics in

47



table 5.12. Our metrics for summarized predictive uncertainty are presented in table 5.13

and our metrics for summarized weight uncertainty are presented in table 5.14.
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(a)

(b) (c)

(d) (e)

Figure 5.4: Study 2 - Training curves for models trained on the sin10-s03 dataset. Figure
5.4a shows the elbo loss at each epoch. Figures 5.4b and 5.4c show the RMSE metric for
train and validation data, recorded every 50 epochs. Figures 5.4d and 5.4e show the log-
likelihood metric for train and validation data, recorded every 50 epochs. The curves are
averaged over 10 independent runs, and the error bars show a confidence interval of 2∗SD
(2 times the standard deviation) to show the differences between random initializations.
The y-axis is log-scaled.
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(a) Train data

Model σ RMSE MAE LL

sin10-3x256-s03 0.3±0.0 0.37±0.02 0.29±0.02 -0.5±0.04
sin10-3x256-sl 0.75±0.15 0.53±0.11 0.42±0.08 -0.98±0.19
sin10-2x128-s03 0.3±0.0 0.45±0.05 0.36±0.04 -0.66±0.1
sin10-2x128-sl 0.66±0.07 0.51±0.04 0.41±0.03 -0.88±0.08
sin10-1x64-s03 0.3±0.0 2.46±0.12 1.86±0.07 -28.7±2.71
sin10-1x64-sl 2.79±0.2 2.61±0.09 1.96±0.06 -2.39±0.03
sin10-linear-s03 0.3±0.0 6.68±0.01 5.41±0.01 -247.02±0.45
sin10-linear-sl 6.66±0.42 6.68±0.01 5.41±0.01 -3.32±0.0

(b) In domain data

Model σ RMSE MAE LL

sin10-3x256-s03 0.3±0.0 0.58±0.06 0.45±0.04 -0.88±0.11
sin10-3x256-sl 0.75±0.15 0.59±0.12 0.47±0.09 -1.02±0.2
sin10-2x128-s03 0.3±0.0 1.21±0.61 0.93±0.46 -2.71±1.96
sin10-2x128-sl 0.66±0.07 0.6±0.05 0.47±0.04 -0.95±0.08
sin10-1x64-s03 0.3±0.0 2.8±0.11 2.09±0.07 -36.88±2.94
sin10-1x64-sl 2.79±0.2 2.85±0.08 2.12±0.05 -2.46±0.03
sin10-linear-s03 0.3±0.0 6.69±0.01 5.46±0.01 -247.76±0.5
sin10-linear-sl 6.66±0.42 6.69±0.01 5.46±0.01 -3.32±0.0

(c) Out of domain data

Model Likelihood σ RMSE MAE LL

sin10-3x256-s03 0.3±0.0 34.86±3.53 28.65±3.03 -28.01±5.05
sin10-3x256-sl 0.75±0.15 31.45±5.8 26.33±4.51 -6.63±1.63
sin10-2x128-s03 0.3±0.0 25.43±8.82 20.52±7.22 -81.47±25.47
sin10-2x128-sl 0.66±0.07 37.95±3.56 30.97±3.03 -14.03±2.81
sin10-1x64-s03 0.3±0.0 21.03±1.1 17.3±0.92 -1264.77±147.21
sin10-1x64-sl 2.79±0.2 21.26±0.92 17.48±0.78 -17.99±1.63
sin10-linear-s03 0.3±0.0 18.94±0.02 15.39±0.01 -1963.27±3.41
sin10-linear-sl 6.66±0.42 18.84±0.01 15.31±0.01 -6.77±0.01

Table 5.12: Study 2 - Table of results for models trained on the sin10-s03 dataset. The
table shows the Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and
log-likelihood (LL) evaluation metrics for each model. Subtables 5.12a, 5.12b and 5.12c
show the results for the train, in-domain test, and out-of-domain test data, respectively.
The results are averaged over 10 independent runs, and presented as the mean value
± 2 ∗ SD (2 times standard deviation) in order to highlight the differences between
random initializations.
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(a) Train data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

sin10-3x256-s03 0.3±0.0 0.47±0.03 0.32±0.0 1.3±0.14
sin10-3x256-sl 0.75±0.15 0.9±0.17 0.76±0.14 2.04±0.35
sin10-2x128-s03 0.3±0.0 0.53±0.07 0.35±0.03 0.97±0.1
sin10-2x128-sl 0.66±0.07 0.78±0.07 0.67±0.06 1.5±0.2
sin10-1x64-s03 0.3±0.0 0.32±0.0 0.3±0.0 0.35±0.0
sin10-1x64-sl 2.79±0.2 2.96±0.09 2.8±0.09 3.21±0.13
sin10-linear-s03 0.3±0.0 0.3±0.0 0.29±0.0 0.31±0.0
sin10-linear-sl 6.66±0.42 6.67±0.0 6.49±0.05 6.85±0.03

(b) In domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

sin10-3x256-s03 0.3±0.0 0.47±0.03 0.32±0.01 1.28±0.19
sin10-3x256-sl 0.75±0.15 0.91±0.18 0.76±0.14 2.03±0.33
sin10-2x128-s03 0.3±0.0 0.53±0.07 0.35±0.03 0.95±0.07
sin10-2x128-sl 0.66±0.07 0.78±0.07 0.67±0.06 1.46±0.15
sin10-1x64-s03 0.3±0.0 0.32±0.0 0.3±0.0 0.35±0.0
sin10-1x64-sl 2.79±0.2 2.96±0.09 2.8±0.08 3.2±0.11
sin10-linear-s03 0.3±0.0 0.3±0.0 0.29±0.0 0.31±0.0
sin10-linear-sl 6.66±0.42 6.67±0.0 6.49±0.03 6.84±0.03

(c) Out of domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

sin10-3x256-s03 0.3±0.0 5.01±0.46 2.57±0.27 8.51±1.03
sin10-3x256-sl 0.75±0.15 14.11±2.39 5.22±1.19 35.44±13.8
sin10-2x128-s03 0.3±0.0 2.1±0.67 1.17±0.16 5.86±4.6
sin10-2x128-sl 0.66±0.07 8.13±0.72 3.87±0.48 13.75±1.27
sin10-1x64-s03 0.3±0.0 0.42±0.01 0.36±0.01 0.49±0.02
sin10-1x64-sl 2.79±0.2 3.8±0.12 3.3±0.12 4.43±0.28
sin10-linear-s03 0.3±0.0 0.3±0.0 0.29±0.0 0.31±0.0
sin10-linear-sl 6.66±0.42 6.71±0.0 6.53±0.03 6.89±0.03

Table 5.13: Study 2 - Table of summarized predictive uncertainty for models trained
on the sin10-s03 dataset. Tables 5.13a, 5.13b and 5.13c show the results for the train,
in-domain test, and out-of-domain test data, respectively. The tables show the mean
uncertainty of all predictive distributions (Mean Predictive SD) for the given dataset,
as well as the minimum uncertainty (Min Predictive SD) and maximum uncertainty
(Max Predictive SD) of all predictive distributions for the given dataset. The results are
averaged over 10 independent runs, and presented as the mean value ± 2 ∗ SD (2 times
standard deviation) in order to highlight the differences between random initializations.
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(a) Model weight data

Model Mean Weight SD Min Weight SD Max Weight SD

sin10-3x256-s03 0.87±0.02 0.0±0.0 1.02±0.02
sin10-3x256-sl 0.96±0.0 0.0±0.0 1.01±0.01
sin10-2x128-s03 0.21±0.17 0.0±0.0 1.0±0.01
sin10-2x128-sl 0.86±0.01 0.0±0.0 1.0±0.0
sin10-1x64-s03 0.0±0.0 0.0±0.0 0.01±0.0
sin10-1x64-sl 0.17±0.07 0.01±0.0 0.96±0.0
sin10-linear-s03 0.0±0.0 0.0±0.0 0.0±0.0
sin10-linear-sl 0.08±0.0 0.08±0.0 0.09±0.0

Table 5.14: Study 2 - Table of summarized weight uncertainty for models trained on the
sin10-s03 dataset. The table shows the mean uncertainty of all weight distributions in
the models (Mean Weight SD), as well as the minimum uncertainty (Min Weight SD)
and maximum uncertainty (Max Weight SD) of all weight distributions in the models.
The results are averaged over 10 independent runs, and presented as the mean value
± 2 ∗ SD (2 times standard deviation) in order to highlight the differences between
random initializations.

5.2.2 Results for the multisin10-s05 dataset

This section presents our results for the multisin10-s05 dataset. We start by presenting

the training curves for the models in figure 5.5. We present further evaluation metrics

in table 5.15. Our metrics for summarized predictive uncertainty are presented in table

5.16 and our metrics for summarized weight uncertainty are presented in table 5.17.
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(a)

(b) (c)

(d) (e)

Figure 5.5: Study 2 - Training curves for models trained on the multisin10-s05 dataset.
Figure 5.5a shows the elbo loss at each epoch. Figures 5.5b and 5.5c show the RMSE
metric for train and validation data, recorded every 50 epochs. Figures 5.5d and 5.5e
show the log-likelihood metric for train and validation data, recorded every 50 epochs.
The curves are averaged over 10 independent runs, and the error bars show a confidence
interval of 2∗SD (2 times the standard deviation) to show the differences between random
initializations. The y-axis is log-scaled.

53



(a) Train data

Model Likelihood σ RMSE MAE LL

multisin10-3x64-s05 0.5±0.0 0.56±0.01 0.45±0.01 -0.85±0.02
multisin10-3x64-sl 0.69±0.05 0.61±0.02 0.48±0.02 -0.97±0.03
multisin10-2x32-s05 0.5±0.0 0.59±0.01 0.47±0.01 -0.9±0.03
multisin10-2x32-sl 0.69±0.05 0.62±0.03 0.5±0.03 -0.98±0.05
multisin10-1x16-s05 0.5±0.0 1.19±0.04 0.94±0.03 -2.96±0.18
multisin10-1x16-sl 1.23±0.11 1.2±0.08 0.95±0.06 -1.6±0.06
multisin10-linear-s05 0.5±0.0 6.73±0.0 5.29±0.0 -90.67±0.13
multisin10-linear-sl 6.71±0.42 6.73±0.0 5.29±0.0 -3.33±0.0

(b) In domain data

Model Likelihood σ RMSE MAE LL

multisin10-3x64-s05 0.5±0.0 0.68±0.02 0.54±0.02 -1.05±0.04
multisin10-3x64-sl 0.69±0.05 0.69±0.02 0.54±0.01 -1.05±0.02
multisin10-2x32-s05 0.5±0.0 0.7±0.01 0.56±0.01 -1.13±0.03
multisin10-2x32-sl 0.69±0.05 0.71±0.03 0.56±0.02 -1.08±0.04
multisin10-1x16-s05 0.5±0.0 1.25±0.04 0.99±0.03 -3.23±0.21
multisin10-1x16-sl 1.23±0.11 1.26±0.08 1.0±0.06 -1.65±0.07
multisin10-linear-s05 0.5±0.0 6.8±0.01 5.29±0.01 -92.44±0.21
multisin10-linear-sl 6.71±0.42 6.8±0.01 5.29±0.01 -3.34±0.0

(c) Out of domain data

Model Likelihood σ RMSE MAE LL

multisin10-3x64-s05 0.5±0.0 11.96±0.41 9.56±0.33 -33.61±5.05
multisin10-3x64-sl 0.69±0.05 11.66±0.29 9.32±0.25 -17.3±6.98
multisin10-2x32-s05 0.5±0.0 11.71±0.34 9.36±0.3 -75.21±8.53
multisin10-2x32-sl 0.69±0.05 11.9±0.3 9.54±0.25 -44.7±5.98
multisin10-1x16-s05 0.5±0.0 9.6±0.1 7.67±0.09 -146.72±3.34
multisin10-1x16-sl 1.23±0.11 9.59±0.24 7.67±0.19 -25.42±2.23
multisin10-linear-s05 0.5±0.0 19.41±0.02 15.67±0.02 -743.57±1.57
multisin10-linear-sl 6.71±0.42 19.41±0.02 15.67±0.02 -6.95±0.01

Table 5.15: Study 2 - Table of results for models trained on the multisin10-s05 dataset.
The table shows the Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and
log-likelihood (LL) evaluation metrics for each model. Subtables 5.15a, 5.15b and 5.15c
show the results for the train, in-domain test, and out-of-domain test data, respectively.
The results are averaged over 10 independent runs, and presented as the mean value
± 2 ∗ SD (2 times standard deviation) in order to highlight the differences between
random initializations.
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(a) Train data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin10-3x64-s05 0.5±0.0 0.58±0.01 0.5±0.0 0.86±0.08
multisin10-3x64-sl 0.69±0.05 0.76±0.02 0.69±0.01 1.08±0.1
multisin10-2x32-s05 0.5±0.0 0.56±0.0 0.5±0.0 0.7±0.04
multisin10-2x32-sl 0.69±0.05 0.76±0.03 0.69±0.03 0.91±0.04
multisin10-1x16-s05 0.5±0.0 0.51±0.0 0.49±0.0 0.53±0.0
multisin10-1x16-sl 1.23±0.11 1.25±0.08 1.21±0.08 1.3±0.08
multisin10-linear-s05 0.5±0.0 0.5±0.0 0.49±0.0 0.51±0.0
multisin10-linear-sl 6.71±0.42 6.72±0.0 6.54±0.05 6.91±0.03

(b) In domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin10-3x64-s05 0.5±0.0 0.59±0.01 0.5±0.0 0.9±0.08
multisin10-3x64-sl 0.69±0.05 0.76±0.02 0.69±0.01 1.14±0.1
multisin10-2x32-s05 0.5±0.0 0.56±0.0 0.5±0.0 0.7±0.03
multisin10-2x32-sl 0.69±0.05 0.76±0.03 0.69±0.03 0.92±0.05
multisin10-1x16-s05 0.5±0.0 0.51±0.0 0.49±0.0 0.53±0.0
multisin10-1x16-sl 1.23±0.11 1.25±0.08 1.21±0.08 1.3±0.09
multisin10-linear-s05 0.5±0.0 0.5±0.0 0.49±0.0 0.51±0.0
multisin10-linear-sl 6.71±0.42 6.72±0.0 6.55±0.03 6.9±0.03

(c) Out of domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin10-3x64-s05 0.5±0.0 1.46±0.13 0.86±0.11 2.45±0.46
multisin10-3x64-sl 0.69±0.05 2.06±0.5 1.24±0.18 4.42±2.48
multisin10-2x32-s05 0.5±0.0 0.96±0.05 0.67±0.05 1.46±0.3
multisin10-2x32-sl 0.69±0.05 1.27±0.07 0.91±0.05 1.83±0.15
multisin10-1x16-s05 0.5±0.0 0.56±0.0 0.52±0.01 0.61±0.0
multisin10-1x16-sl 1.23±0.11 1.38±0.09 1.28±0.09 1.51±0.09
multisin10-linear-s05 0.5±0.0 0.5±0.0 0.49±0.0 0.52±0.0
multisin10-linear-sl 6.71±0.42 6.76±0.0 6.58±0.03 6.94±0.03

Table 5.16: Study 2 - Table of summarized predictive uncertainty for models trained on
the multisin10-s05 dataset. Tables 5.16a, 5.16b and 5.16c show the results for the train,
in-domain test, and out-of-domain test data, respectively. The tables show the mean
uncertainty of all predictive distributions (Mean Predictive SD) for the given dataset,
as well as the minimum uncertainty (Min Predictive SD) and maximum uncertainty
(Max Predictive SD) of all predictive distributions for the given dataset. The results are
averaged over 10 independent runs, and presented as the mean value ± 2 ∗ SD (2 times
standard deviation) to highlight the differences between random initializations.
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(a) Model weight data

Model Mean Weight SD Min Weight SD Max Weight SD

multisin10-3x64-s05 0.69±0.04 0.0±0.0 1.0±0.0
multisin10-3x64-sl 0.81±0.02 0.0±0.0 1.0±0.0
multisin10-2x32-s05 0.08±0.04 0.0±0.0 1.0±0.01
multisin10-2x32-sl 0.28±0.1 0.0±0.0 1.0±0.0
multisin10-1x16-s05 0.01±0.0 0.0±0.0 0.01±0.01
multisin10-1x16-sl 0.02±0.0 0.01±0.0 0.04±0.01
multisin10-linear-s05 0.0±0.0 0.0±0.0 0.01±0.0
multisin10-linear-sl 0.06±0.0 0.05±0.0 0.09±0.0

Table 5.17: Study 2 - Table of summarized weight uncertainty for models trained on
the multisin10-s05 dataset. The table shows the mean uncertainty of all weight dis-
tributions in the models (Mean Weight SD), as well as the minimum uncertainty (Min
Weight SD) and maximum uncertainty (Max Weight SD) of all weight distributions in
the models. The results are averaged over 10 independent runs, and presented as the
mean value ± 2 ∗ SD (2 times standard deviation) to highlight the differences between
random initializations.

5.2.3 Results for the multisin20-s05 dataset

This section presents our results for the multisin20-s05 dataset. We start by presenting

the training curves for the models in figure 5.6. We present further evaluation metrics

in table 5.18. Our metrics for summarized predictive uncertainty are presented in table

5.19 and our metrics for summarized weight uncertainty are presented in table 5.20.
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(a)

(b) (c)

(d) (e)

Figure 5.6: Study 2 - Training curves for models trained on the multisin20-s05 dataset.
Figure 5.6a shows the elbo loss at each epoch. Figures 5.6b and 5.6c show the RMSE
metric for train and validation data, recorded every 50 epochs. Figures 5.6d and 5.6e
show the Log Likelihood metric for train and validation data, recorded every 50 epochs.
The curves are averaged over 5 independent runs, and the error bars show a confidence
interval of 2∗SD (2 times the standard deviation) to show the differences between random
initializations. The y-axis is log-scaled.
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(a) Train data

Model Likelihood σ RMSE MAE LL

multisin20-3x512-s05 0.5±0.0 0.52±0.01 0.41±0.01 -0.82±0.02
multisin20-3x512-sl 1.33±0.25 0.87±0.11 0.69±0.08 -1.56±0.18
multisin20-2x256-s05 0.5±0.0 0.58±0.01 0.47±0.01 -0.89±0.01
multisin20-2x256-sl 0.98±0.06 0.8±0.02 0.64±0.01 -1.29±0.01
multisin20-1x128-s05 0.5±0.0 0.89±0.01 0.71±0.01 -1.6±0.01
multisin20-1x128-sl 1.08±0.07 0.94±0.01 0.74±0.01 -1.41±0.01
multisin20-linear-s05 0.5±0.0 9.85±0.01 7.8±0.01 -193.94±0.58
multisin20-linear-sl 9.79±0.61 9.85±0.01 7.8±0.01 -3.71±0.0

(b) In domain data

Model Likelihood σ RMSE MAE LL

multisin20-3x512-s05 0.5±0.0 0.85±0.02 0.68±0.01 -1.33±0.03
multisin20-3x512-sl 1.33±0.25 1.08±0.13 0.85±0.1 -1.63±0.17
multisin20-2x256-s05 0.5±0.0 0.92±0.01 0.74±0.01 -1.51±0.03
multisin20-2x256-sl 0.98±0.06 1.01±0.03 0.8±0.02 -1.44±0.02
multisin20-1x128-s05 0.5±0.0 1.22±0.02 0.96±0.01 -2.68±0.06
multisin20-1x128-sl 1.08±0.07 1.2±0.01 0.95±0.01 -1.6±0.01
multisin20-linear-s05 0.5±0.0 9.96±0.01 7.86±0.01 -198.11±0.31
multisin20-linear-sl 9.79±0.61 9.96±0.01 7.86±0.01 -3.72±0.0

(c) Out of domain data

Model Likelihood σ RMSE MAE LL

multisin20-3x512-s05 0.5±0.0 15.6±2.6 12.45±2.04 -4.97±0.4
multisin20-3x512-sl 1.33±0.25 15.19±2.49 12.09±1.88 -5.56±2.99
multisin20-2x256-s05 0.5±0.0 16.02±0.28 12.76±0.26 -55.42±8.37
multisin20-2x256-sl 0.98±0.06 15.16±0.25 12.07±0.21 -31.94±1.55
multisin20-1x128-s05 0.5±0.0 13.37±0.07 10.7±0.07 -127.69±1.19
multisin20-1x128-sl 1.08±0.07 13.35±0.07 10.67±0.08 -29.59±0.45
multisin20-linear-s05 0.5±0.0 28.35±0.02 22.55±0.02 -1585.62±2.8
multisin20-linear-sl 9.79±0.61 28.35±0.02 22.55±0.02 -7.34±0.01

Table 5.18: Study 2 - Table of results for models trained on the multisin20-s05 dataset.
The table shows the Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and
log-likelihood (LL) evaluation metrics for each model. Subtables 5.18a, 5.18b and 5.18c
show the results for the train, in-domain test, and out-of-domain test data, respectively.
The results are averaged over 10 independent runs, and presented as the mean value
± 2 ∗ SD (2 times standard deviation) in order to highlight the differences between
random initializations.
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(a) Train data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin20-3x512-s05 0.5±0.0 0.67±0.01 0.52±0.01 1.7±0.32
multisin20-3x512-sl 1.33±0.25 1.67±0.33 1.39±0.28 4.68±2.8
multisin20-2x256-s05 0.5±0.0 0.63±0.01 0.52±0.01 0.85±0.04
multisin20-2x256-sl 0.98±0.06 1.12±0.01 1.01±0.01 1.36±0.19
multisin20-1x128-s05 0.5±0.0 0.56±0.0 0.52±0.0 0.62±0.01
multisin20-1x128-sl 1.08±0.07 1.21±0.01 1.11±0.01 1.33±0.01
multisin20-linear-s05 0.5±0.0 0.5±0.0 0.49±0.0 0.52±0.0
multisin20-linear-sl 9.79±0.61 9.81±0.01 9.53±0.03 10.08±0.04

(b) In domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin20-3x512-s05 0.5±0.0 0.66±0.01 0.53±0.01 1.4±0.23
multisin20-3x512-sl 1.33±0.25 1.67±0.3 1.4±0.29 3.52±1.28
multisin20-2x256-s05 0.5±0.0 0.63±0.01 0.52±0.01 0.87±0.13
multisin20-2x256-sl 0.98±0.06 1.12±0.01 1.01±0.01 1.28±0.03
multisin20-1x128-s05 0.5±0.0 0.56±0.0 0.52±0.0 0.62±0.01
multisin20-1x128-sl 1.08±0.07 1.21±0.01 1.12±0.02 1.31±0.01
multisin20-linear-s05 0.5±0.0 0.5±0.0 0.49±0.0 0.51±0.0
multisin20-linear-sl 9.79±0.61 9.81±0.01 9.54±0.07 10.07±0.05

(c) Out of domain data

Model Likelihood σ
Mean Predictive

SD
Min Predictive

SD
Max Predictive

SD

multisin20-3x512-s05 0.5±0.0 57.93±23.13 19.59±8.45 150.58±54.83
multisin20-3x512-sl 1.33±0.25 32.91±94.77 10.77±27.2 121.73±320.92
multisin20-2x256-s05 0.5±0.0 1.54±0.15 1.17±0.08 2.3±0.33
multisin20-2x256-sl 0.98±0.06 1.93±0.02 1.65±0.04 4.43±1.18
multisin20-1x128-s05 0.5±0.0 0.84±0.0 0.74±0.01 0.95±0.02
multisin20-1x128-sl 1.08±0.07 1.77±0.02 1.56±0.02 2.02±0.02
multisin20-linear-s05 0.5±0.0 0.5±0.0 0.49±0.0 0.52±0.0
multisin20-linear-sl 9.79±0.61 9.87±0.02 9.62±0.04 10.12±0.02

Table 5.19: Study 2 - Table of summarized predictive uncertainty for models trained on
the multisin20-s05 dataset. Tables 5.19a, 5.19b and 5.19c show the results for the train,
in-domain test, and out-of-domain test data, respectively. The tables show the mean
uncertainty of all predictive distributions (Mean Predictive SD) for the given dataset,
as well as the minimum uncertainty (Min Predictive SD) and maximum uncertainty
(Max Predictive SD) of all predictive distributions for the given dataset. The results are
averaged over 10 independent runs, and presented as the mean value ± 2 ∗ SD (2 times
standard deviation) to highlight the differences between random initializations.
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(a) Model weight data

Model Mean Weight SD Min Weight SD Max Weight SD

multisin20-3x512-s05 0.97±0.0 0.0±0.0 1.01±0.0
multisin20-3x512-sl 0.98±0.0 0.0±0.0 1.0±0.01
multisin20-2x256-s05 0.9±0.01 0.0±0.0 1.0±0.0
multisin20-2x256-sl 0.95±0.0 0.0±0.0 1.0±0.0
multisin20-1x128-s05 0.01±0.0 0.0±0.0 0.05±0.01
multisin20-1x128-sl 0.13±0.03 0.0±0.0 0.99±0.0
multisin20-linear-s05 0.0±0.0 0.0±0.0 0.0±0.0
multisin20-linear-sl 0.06±0.0 0.06±0.0 0.1±0.0

Table 5.20: Study 2 - Table of summarized weight uncertainty for models trained on
the multisin20-s05 dataset. The table shows the mean uncertainty of all weight dis-
tributions in the models (Mean Weight SD), as well as the minimum uncertainty (Min
Weight SD) and maximum uncertainty (Max Weight SD) of all weight distributions in
the models. The results are averaged over 10 independent runs, and presented as the
mean value ± 2 ∗ SD (2 times standard deviation) to highlight the differences between
random initializations.
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Chapter 6

Discussion

6.1 Study 1

After observing the training curves in figures 5.1, 5.2, and 5.3, we see that all models

seem to converge very consistently to the same elbo value, independently of random

initialization. While this generally is a good sign and indicates that the models are not

getting stuck in local minima, it could easily result from our prior choice being very

restrictive and not allowing the models to explore the parameter space. We can also

see that the Elbo curves seem to have little to no noise during optimization. While the

reader should note that the y-axis is log normalized, the lack of noise is still surprising.

We could assign this to the fact that we take several samples of our Elbo estimate and

our large batch size of 512. The lack of noise could also result from our hyperparameter

choices being too restrictive and not allowing the model to explore the parameter space.

While we have not seen any evidence of this in our experiments, we should be aware of

this possibility when discussing our results further.

Another oddity we observe in our training curves is that the model with a high

fixed likelihood σ converges to a lower elbo value than the model with the optimal fixed

likelihood σ, at least for the larger models (This is not the case for the smaller models

used for the multisin10 dataset). It is counterintuitive that a worse-performing model

should converge to a lower elbo value than a better-performing one. This indicates that,

at least for the larger models, the prior has a higher influence on the elbo value than the

likelihood. If the larger models favor regularization from the prior overfitting the data,

then it makes sense that the model with a higher likelihood variance converges to a lower

61



Elbo value. A solution could be to tweak the KL scaling factor to favor the likelihood

more, which could lead to better predictive accuracy. However, Predictive accuracy is

not the focus of this study, and we do not believe this oddity will invalidate our results.

Looking at the RMSE curves and the evaluation metrics in tables 5.2, 5.5, and 5.8,

we see indications of our hypothesis being correct. Viewing the RMSE and MAE values,

we see that the models with a small fixed likelihood σ consistently achieve the lowest

error on the train data by a large margin while performing horribly on in-domain test

data. This is a clear indication of overfitting. Similarly, the models with a large fixed

likelihood σ consistently achieve the highest error on the train data, failing to fit the

data properly. We also see very similar performance on the in-domain test data, which

clearly indicates underfitting. Examining the weight uncertainty in tables 5.4, 5.7 and

5.10, we can see that the average weight uncertainty (Mean Weight SD) is much lower

for the models with a small fixed likelihood σ than for the other models, indicating that

too small values of σ also leads to overconfidence in the posterior. Viewing the average

weight uncertainty of the models with a large fixed σ, we do not see a large increase in

weight uncertainty. This is not exactly unexpected, as underfitting does not directly lead

to higher weight uncertainty. Also, since the model is unable to fit the data properly,

it has likely only been able to optimize the complexity cost of the Elbo by keeping the

posterior distribution as close as possible to the original prior.

Once again, examining the evaluation metrics, we see that the models with a fixed

”optimal” likelihood σ score the lowest RMSE and MAE values on both train and in

domain test data, as expected. What is interesting, however, is that the models with an

inferred likelihood σ perform comparably to the models with a fixed ”optimal” likelihood

σ. While the error on train data is slightly worse, the RMSE, MAE, and LL values on

in-domain test data are almost equivalent. This is a promising result, as it indicates that

one can infer the likelihood variance from the data with little to no loss in performance.

As one would expect, all models for all datasets score very high RMSE and MAE

values on out-of-domain test data. While poor out-of-domain performance is expected, a

Bayesian neural network is also expected to be able to express high uncertainty in such

cases. Examining the predictive uncertainty estimates presented in tables 5.3, 5.6, and

5.9, we can see that the models with a small fixed likelihood σ have low average predictive

uncertainties (Mean Predictive SD), and are therefore very confident in their predictions,

even on out of domain data. We can also see that the models with inferred likelihood

σ are able to express higher uncertainty on out-of-domain data than the models with a

fixed ”optimal” likelihood σ.
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We must also examine an oddity we observed in the sin10 dataset. Looking at the

evaluation metrics for models trained on the sin10 dataset in table 5.2, we see that the

models with a small fixed likelihood σ and a high fixed likelihood σ score significantly

lower RMSE and MAE values on out of domain data than the two other models. This

is highly unexpected. After examining samples of the predictive distributions for the

models, we believe that this oddity is a result of a quirk in the data. The sin10 dataset

combines differently scaled sine waves, all centered around 0. Consequently, the y-space

of the dataset is limited to a set interval around 0 and is identical for in-domain and out-

of-domain data. The underfitted model always seems to output a predictive distribution

centered around 0, which covers the entire y-space. Because of this, it often predicts

values close to 0 and within the y-space of the out-of-domain data. The overfitted model,

on the other hand, has a very narrow predictive distribution. However, it always predicts

a value within the y-space of the train data, which is also the y-space of the out-of-domain

data. We can see that while the overfitted model has a lower RMSE on the out-of-domain

data, it still has a very low log-likelihood, which tells us that the predictive distribution

seldom overlaps with the true data distribution. While the out-of-domain RMSE values

are strange and unexpected in this case, we believe it to be a quirk of the dataset and

not descriptive of the model’s ability to generalize to out-of-domain data.

6.2 Study 2

Just like the previous experiments, when examining the Elbo curves in figures 5.4a, 5.5a

and 5.6a, we see that the models converge consistently, with little variance between

runs. This is a good indication that our models converge to the same solution and that

our results are consistent across random initializations. However, as with the previous

experiment, we should be wary that the lack of noise in the Elbo curves could result from

our models being too restricted to explore the full space of possible solutions.

Examining the evaluation metrics in tables 5.12, 5.15 and 5.18, we can observe that

the smaller misspecified models produce predictions with high RMSE and MAE values

across all datasets, which is to be expected. Looking closer at the log-likelihood (LL)

metrics, we can see that the smaller models with a fixed σ have very low log-likelihood

values and high error, indicating that the model produces wrong predictions with high

confidence. The smaller models with a learnable σ, however, have much higher log-

likelihood values, indicating that while the model produces wrong predictions, it also

produces a higher uncertainty in the predictions, leading to more overlap with the true
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data distribution and thus a higher log-likelihood. We can see the reason for the higher

uncertainty by examining the likelihood σ values. For the smaller models with a learnable

σ, the likelihood σ values have scaled to a high value, growing higher as the number of

parameters decreases.

Examining the summarized weight uncertainty in tables 5.14, 5.17 and 5.20. We can

see that the mean weight uncertainty (Mean Weight SD) falls drastically as the number

of parameters decreases. While a reduction in uncertainty is expected as the models

grow smaller just from the fact that there are fewer weights to be uncertain about, the

maximum weight uncertainty falls to near zero for the smallest models. This is a clear

indication that we have created overconfident posterior distributions. Further examining

the summarized predictive uncertainty in tables 5.13, 5.16 and 5.19, we can see that the

mean predictive uncertainty (Mean Predictive SD), minimum predictive uncertainty (Min

Predictive SD) and maximum predictive uncertainty (Max Predictive SD) for the smaller

misspecified models vary little between train, in-domain test and out-of-domain test data.

We can also see that almost all of the uncertainty in the predictive distributions of the

smaller models stem from the σ values in the likelihood, which makes sense considering

the low weight uncertainty. This also means that, at least for the very misspecified

models, the learnable σ values have aided significantly in expressing a higher uncertainty

more in line with the error in their predictions.

On another note, examining once again the evaluation metrics we can see that for the

multisin10 and multisin20 datasets, the first reduction in model size (from multisin10-

3x64-* to multisin10-2x32-* and from multisin20-3x512-* to multisin20-2x256-* ) con-

sistently lead to very little loss in performance. This is unexpected and could point to

a shortcoming in our model selection. Since we can obtain almost the same result with

a significantly smaller model, we could have saved much computing time had we used

these models from the start. It would also have made training with MCMC much more

feasible. However, looking closer at the models for the sin10 dataset in table 5.12, we can

see that the results differ slightly. The sin10-2x128-s03 model with a fixed σ performs

noticeably worse than the sin10-3x256-s03 model on the train data, and much worse on

the in-domain data, with a high variance between random initializations. This issue is

not present in the sin10-2x128-sl model with a learnable σ, which performs almost the

same as the sin10-3x256-s03 and sin10-3x256-sl models. This could indicate that the

learnable σ helps to stabilize the training of the smaller models, at least with our setup.

However, seeing as this result is not present in the other two datasets, it could easily be

another quirk of this dataset, which we have seen in previous experiments. Therefore, we

are weary of drawing conclusions from this particular result.
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Chapter 7

Conclusion

In this thesis, we have explored regression with Bayesian neural networks and the impact

of the likelihood function on the performance of the model. More specifically, we have

investigated the Gaussian likelihood function commonly used in regression tasks and the

impact of the variance parameter σ on the resulting posterior and predictive distributions.

We have also investigated the feasibility of setting a prior over the σ parameter and

inferring its probability distribution from the data.

Through experiments where we have trained several Bayesian neural network regres-

sors using variational inference on three different synthetic datasets, we have showcased

the importance of a well-specified Gaussian likelihood function. Our results indicate that

very narrow Gaussian likelihood functions parameterized by a low σ parameter leads to

overfitting. Similarly, very wide Gaussian likelihood functions parameterized by a high σ

parameter show signs of underfitting.

Additionally, our results show that models that inferred the σ parameter from the

data performed on par when compared with models parameterized with an ”optimal”

fixed σ parameter, set to the true noise level of the data. This indicates that the inferred

σ parameter is a good alternative, removing the need to set the σ parameter manually

while causing little to no loss in performance.

Furthermore, through additional experiments, we have gained further insight into how

the inferred σ parameter affects the posterior distribution and the uncertainty estimates

of misspecified Bayesian neural networks. Our results indicate that misspecified Bayesian

neural networks, at least when trained using variational inference, struggle to express any

meaningful uncertainty in their weight posterior distributions. Therefore, misspecified
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models with a fixed σ parameter tend to produce overconfident predictive distributions.

However, when the σ parameter is inferred from the data, its value scales to higher

values for misspecified models, which in turn helps compensate for their overconfident

uncertainty estimates. For Bayesian neural networks, knowing when we do not know is

just as important as knowing, and the inferred σ parameter helps us achieve this. This

property is indeed exciting and warrants further investigation.

It is important to note that our experiments are far from perfect, and our study has

some limitations, which we will discuss in the next section. We want to reiterate that

our findings are not conclusive. Bayesian neural networks are intricate and challenging to

train and tune, and our experiments are limited in scope and size. Furthermore, creating

a stable environment for our study proved difficult, considering the stochastic nature of

Bayesian neural networks and their sensitivity to hyperparameters. We have done our best

to create a stable environment for our experiments, but we can not guarantee that some

unknown factor will not affect our results. In order to draw any meaningful conclusions

about our findings, we would need to conduct more experiments and gather more data.

Most importantly, we would need to conduct experiments on more complex models and

datasets, as well as other types of data functions and prior distributions, to see if our

results generalize to other setups than our own. Additionally, we would also need to run

the experiments using MCMC sampling. Unlike variational inference, which only creates

a simplified approximation of the posterior, MCMC sampling lets us sample directly

from the posterior distribution. Therefore, we can assume that MCMC sampling would

produce models with more expressive posterior distributions, which could challenge some

of our findings. Unfortunately, we were unable to do this due to complications during

development and the time and computational resources required to run MCMC sampling.

We can, however, say that our findings do give further insight into the Gaussian

likelihood function and its impact on model performance and learning, as well as the

feasibility of inferring the σ parameter from the data and the possible benefits of doing

so. While our findings are inconclusive, we have laid the groundwork for further research

and understanding of this topic.

7.1 Limitations

MCMC Implementation and Missing Experiments

Originally, we intended to run all experiments using Variational Inference and MCMC.

However, due to problems with our selected MCMC implementation and time constraints,
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we could only run the experiments using Variational Inference. Our issues stemmed from

compatibility issues between the Pyro MCMC implementation and our compute server.

We also needed more flexibility in the Pyro MCMC implementation, which made it

difficult to run the experiments we wanted to run. We could have avoided many of these

issues if we had instead used the Numpyro MCMC framework, a more recent MCMC

framework built on top of JAX and Numpy. However, this would have required us to

rewrite much of the TYXE codebase, which we decided was not worth the effort given

the time constraints.

Imperfect metrics for evaluating model uncertainty and assumptions about

the posterior distribution from limited data

The evaluation metrics we have used to evaluate the uncertainties of our model posteriors

are simple averages of the uncertainty of individual weight parameters. While the metric

offers some insight into the uncertainty of the model, it is a limited view of the true model

uncertainty. A more thorough analysis of the posterior distribution would be required

to draw any meaningful conclusions, but this proves to be a significant challenge due

to the high dimensional nature of the Bayesian neural network posterior distribution.

Many of the conclusions we have drawn in this thesis are based on a combination of this

limited analysis of the posterior distribution and our other metrics primarily based on

the predictive distribution.

While we can get some meaningful insight into the posterior by looking at the pre-

dictive distribution, it is important to note that we are making assumptions based on a

limited picture of the true posterior distribution. Therefore, we underline that our results

are inconclusive and that either a more thorough analysis of the posterior distribution or

more data is required to draw meaningful conclusions.

Small variances in predictive distribution uncertainty metrics

The metrics we have used to evaluate the uncertainty of the predictive distribution are

based on samples drawn from the predictive distribution. We have used 10,000 samples

from the predictive distribution to calculate the mean and standard deviation of the

predictive distribution. This number is insufficient to produce a perfect estimate, so

minor variances occur in the metrics. This is not especially noticeable or problematic

when comparing models to each other. It can, however, cause some strange results.
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Generally, it causes the uncertainty metrics for the predictive distribution to be slightly

lower than expected. Because of this, we have been careful not to draw any conclusions

based on these metrics alone. Instead, we use them as an indication of overall predictive

uncertainty and as a supplement to our other metrics.

7.2 Future Work

As discussed in the previous section, some parts of our study were left out due to time

constraints and other issues.

Firstly, it would be interesting to see the results of our experiments using MCMC

sampling instead of variational inference. While stochastic variational inference is a very

efficient way of training Bayesian neural networks, it only creates a simplified approxima-

tion of the true posterior distribution. It would be interesting to see if our results persist

for MCMC inference, or if the observed results are limited to variational inference. The

NumPyro framework [55] is a more recent MCMC framework built on top of JAX and

Numpy, which boasts a more flexible and stable implementation than Pyro, as well as

significant improvements in speed and performance. Making use of the improvements in

NumPyro would make running similar experiments with MCMC sampling much more

feasible.

It would also be interesting to see similar experiments run on more models and dif-

ferent datasets. Seeing more data and results would help to draw more meaningful con-

clusions and to see if the results presented in this thesis generalize to other settings.

Similarly, experimenting with more complex model priors other than mean-field Gaus-

sian would also be interesting.
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Appendix A

Modifications to the TyXe Library

As mentioned in section 4.6, we had to modify the TyXe library in order to use learnable

variance parameters in the Gaussian likelihood function. While being able to set a prior

distribution on the variance parameter is an intended feature of the library, seeing as it

was briefly mentioned in the original paper [54], we found that this particular feature was

ignored at prediction time, causing the likelihood function to draw samples from the prior

distribution instead of the posterior. Because of this, we had to make some modifications

to the library in order to use it for our purposes.

The most significant change we made was to the VariationalBNN class in the TyXe

library. The original implementation gathered predictions from only the neural network,

and then, using the sigma value from the likelihood, they calculated the mean and stan-

dard deviation of the predictive distribution directly. This did not pose a problem for a

fixed sigma value, but when we introduced a learnable sigma parameter with a variance

of its own, the calculations were no longer correct. We have modified the code to gather

predictions from the predictive distribution directly by passing predictions through the

likelihood function. This also lets us pass the guide trace to the likelihood function, which

is necessary for the learnable sigma parameter to work. After gathering predictions, we

calculate the mean and standard deviation of the predictive distribution and return these

values. However, this approach requires a large number of samples from each predictive

distribution to get a reasonable estimate of the mean and standard deviation.
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class VariationalBNN(_SupervisedBNN):

...

def guided_forward(self, *args, guide_tr=None, **kwargs):

if guide_tr is None:

guide_tr = poutine.trace(self.guide).get_trace(*args, **kwargs)

pred = poutine.replay(self.net, trace=guide_tr)(*args, **kwargs)

pred = poutine.replay(self.likelihood, trace=guide_tr)(pred)

return pred

def predict(self, *input_data, num_predictions=1000, guide_traces=None):

if guide_traces is None:

guide_traces = [None] * num_predictions

preds = []

with torch.autograd.no_grad():

for trace in guide_traces:

pred = self.guided_forward(*input_data, guide_tr=trace)

preds.append(pred)

predictions = torch.stack(preds)

mean = predictions.mean(dim=0)

std = predictions.std(dim=0)

return mean, std

...
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