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The field of learning analytics has advanced from in-
fancy stages into a more practical domain, where tan-
gible solutions are being implemented. Nevertheless, 
the field has encountered numerous privacy and data 
protection issues that have garnered significant and 
growing attention. In this systematic review, four da-
tabases were searched concerning privacy and data 
protection issues of learning analytics. A final corpus 
of 47 papers published in top educational technol-
ogy journals was selected after running an eligibility 
check. An analysis of the final corpus was carried out 
to answer the following three research questions: (1) 
What are the privacy and data protection issues in 
learning analytics? (2) What are the similarities and 
differences between the views of stakeholders from 
different backgrounds on privacy and data protection 
issues in learning analytics? (3) How have previous 
approaches attempted to address privacy and data 
protection issues? The results of the systematic re-
view show that there are eight distinct, intertwined 
privacy and data protection issues that cut across 
the learning analytics cycle. There are both cross- 
regional similarities and three sets of differences in 
stakeholder perceptions towards privacy and data 
protection in learning analytics. With regard to previ-
ous attempts to approach privacy and data protection 
issues in learning analytics, there is a notable dearth 
of applied evidence, which impedes the assessment 
of their effectiveness. The findings of our paper sug-
gest that privacy and data protection issues should 
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INTRODUCTION

Since learning analytics (LA) was given a more general definition at the Learning Analytics and 
Knowledge Conference in 2011— that is, ‘understanding and optimising the learning environ-
ment, and measuring and analysing learner- related data (Long & Siemens, 2011)— various 
aspects of LA have been studied in depth. The issue of privacy and data protection has 
come to the forefront of LA challenges. Early research emphasised that data used in LA 

not be relaxed at any point in the implementation of 
learning analytics, as these issues persist throughout 
the learning analytics development cycle. One key 
implication of this review suggests that solutions to 
privacy and data protection issues in learning analyt-
ics should be more evidence- based, thereby increas-
ing the trustworthiness of learning analytics and its 
usefulness.

K E Y W O R D S
data protection, learning analytics, privacy, systematic review, 
trustworthy

Practitioner notes

What is already known about this topic
• Research on privacy and data protection in learning analytics has become a rec-

ognised challenge that hinders the further expansion of learning analytics.
• Proposals to counter the privacy and data protection issues in learning analytics 

are blurry; there is a lack of a summary of previously proposed solutions.

What this study contributes
• Establishment of what privacy and data protection issues exist at different phases 

of the learning analytics cycle.
• Identification of how different stakeholders view privacy, similarities and differences, 

and what factors influence their views.
• Evaluation and comparison of previously proposed solutions that attempt to 

address privacy and data protection in learning analytics.

Implications for practice and/or policy
• Privacy and data protection issues need to be viewed in the context of the entire 

cycle of learning analytics.
• Stakeholder views on privacy and data protection in learning analytics have 

commonalities across contexts and differences that can arise within the same 
context. Before implementing learning analytics, targeted research should be 
conducted with stakeholders.

• Solutions that attempt to address privacy and data protection issues in learning 
analytics should be put into practice as far as possible to better test their usefulness.
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should be kept for a limited duration and deleted after a certain period of time to protect 
privacy and take into account student interests (Prinsloo & Slade, 2013). There are several 
reasons that make privacy and data protection issues more demanding— namely, but not 
limited to, the significant increase in the amount of data available for LA, the diversity of 
data modalities, the increasing sophistication of analytical techniques, and the regulatory 
changes ushered in by the updated data protection legislation, such as the General Data 
Protection Regulation in the context of Europe (GDPR) (Joksimović et al., 2021). Although 
privacy and data protection are recognised as critical dimensions for LA, they are also rec-
ognised as barriers to the further development of LA as well as the field of data- driven edu-
cation (Joksimović et al., 2021; Prinsloo et al., 2022).

In contrast, there has been relatively little research on privacy and data protection issues 
in LA, with the focus being rather dispersed and lacking a concentrated approach (Viberg 
et al., 2022). Joksimović et al. (2021) suggest that there are two main ways that attempt to 
address the issues of privacy and data protection in LA— namely, policy-  and framework- 
based solutions, and technical solutions. Examples of policy-  and frameworks- based include 
the DELICATE eight- point checklist developed by Drachsler and Greller (2016). Technical 
attempts include, for example, the blockchain- based approach for connecting learning 
data across different learning management systems that was developed by Ocheja et al. 
(2018). In addition, there are other types of research on privacy and data protection in LA. 
These studies draw attention to important layers of the problem but do not directly propose 
solutions, such as studies on the impact of national legal frameworks on LA privacy (Hoel 
et al., 2017) and studies on teachers' and students' privacy perceptions towards learning 
management systems (Whitelock- Wainwright et al., 2021).

Privacy and data protection issues in LA remain challenging, and there are still many un-
answered questions. For example, to the best of our knowledge, the existing literature lacks 
systematic answers to questions including: What privacy and data protection problems exist 
in the LA ecosystem? and What are the similarities and differences between stakeholders 
in different regions and contexts regarding privacy and data protection issues in LA? This 
study therefore aims to bridge the gap and contribute with the following:

• indicate how privacy and data protection issues in LA can be better addressed in the 
future,

• identify privacy and data protection issues that exist at different phases of the learning 
analytics lifecycle,

• identify how different stakeholders view privacy and which factors influence their views, 
and

• evaluate and compare previously proposed solutions that attempt to address privacy and 
data protection in learning analytics.

BACKGROUND AND LITERATURE REVIEW

Learning analytics background

LA is an interdisciplinary field that encompasses several disciplines, including education, 
psychology and computer science, and its analytical methods include both quantitative and 
qualitative approaches (Khalil & Ebner, 2015; Misiejuk & Wasson, 2017). The LA ecosystem 
has been proposed as a lifecycle that includes the collection, analysis, reporting and sharing 
of learning data (Khalil & Ebner, 2015; Khokhlova, 2023). The LA ecosystem engages 
different actors but is primarily focused on students and teachers (Mahmoud et al., 2020). 
Depending on the context, other stakeholders may include administrators representing 
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institutions, parents and guardians in the K- 12 context, technology vendors and researchers 
(Gray et al., 2022).

Definition of privacy and data protection

Privacy is a complex, multidimensional and controversial concept, with no single framework 
or theory that can be applied to all scenarios and situations (Page & Wisniewski, 2022). 
Although an agreed definition of privacy in the context of LA is yet to be established in the 
literature, a few papers have attempted to define privacy. For example, Ferguson et al. (2016) 
defined privacy in LA as ‘a freedom from unauthorised intrusion: the ability of an individual 
or a group to seclude themselves or the information about them’. Pardo and Siemens (2014) 
defined privacy as ‘the regulation of how personal digital information is observed by the self 
or distributed to other observers’ (p. 438). Kyritsi et al. (2018), on the other hand, emphasised 
the non- disclosure of personal information during the data mining and publishing stages. In 
this paper, drawing upon the works of Kyritsi et al. (2018), Ifenthaler and Schumacher (2016), 
and Pardo and Siemens (2014), we define privacy in LA as students having control over 
their own data, and personal information not being disclosed throughout the process of data 
collection, analysis, or reporting.

With regard to the definition of data protection, to the best of our knowledge, there is not 
yet a definition of this term in the LA context in the relevant literature. The term ‘data protec-
tion’ is also not in such frequent use as the term ‘privacy’ in the context of LA. However, the 
UK's Data Protection Act and the EU's GDPR (Data Protection Act, 2018; Kuner et al., 2020), 
which are authoritative in the field of data protection, both define data protection in a similar 
way. Specifically, data protection is covered in both acts by the following three points: (1) all 
activities related to personal data, such as collection, processing, storage, transmission and 
deletion, must be used for specific and explicit purposes in accordance with the principles 
of fairness and transparency, (2) measures must be taken during data processing to ensure 
that personal data are handled in a secure manner to prevent unauthorised access and pos-
sible damage and loss and (3) data must be kept up to date during this process and saved 
only for as long as necessary (Data Protection Act, 2018; Kuner et al., 2020). Considering 
the absence of a context- specific definition of data protection within the realm of LA, this 
paper will adopt the definitions of data protection as stipulated by the data protection laws of 
the United Kingdom (UK) and the European Union (EU).

Prior research on privacy and data protection in learning analytics

Research related to privacy and data protection in LA is still at a nascent stage, although 
some remarkable progress has been made. Drachsler and Greller (2016) attempted to 
have a discussion on what privacy and data protection issues exist in LA. They highlighted 
power relationship, data/user exploitation, data ownership and several other directions. 
Other studies have also discussed one of the privacy and data protection issues in LA in 
a scattered way, such as Torre et al. (2020) on the risky remote computation of sensitive 
data in the context of digital education. However, previous research has not systematically 
established which privacy and data protection issues are involved in the different steps of 
LA. Without a clear identification of the issues at different phases, it is difficult to propose 
effective solutions. In that matter, our first RQ for this review is:

RQ1: What are the identified privacy and data protection issues throughout the 
LA process, from data collection to data reporting?
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There are a few papers in the field of LA that investigate stakeholder perceptions of 
privacy, such as a survey of Norwegian higher education student perceptions of privacy 
in relation to LA (Botnevik, 2021), and a survey of system developers, academic advisors 
and students on the privacy use of early warning dashboard LA tools (Sun et al., 2019). But 
these investigations of stakeholder attitudes are based on the context in which the study 
was conducted, and it is not clear whether there are some commonalities across contexts 
and how stakeholder perceptions differ across contexts. Understanding beyond contextual 
similarity could reduce the workload of future user research prior to conducting the LA. This 
motivates the second RQ:

RQ2: How do stakeholders from various backgrounds view privacy and data 
protection issues in LA similarly and differently?

As for solutions for privacy and data protection issues in LA, Joksimović et al. (2021) 
classified proposed privacy and data protection solutions into two categories: policy-  
and framework- based solutions, and technical solutions. For the former, a more recent 
representative example is the Wellbeing Analytics Code of Practice (Cormack & 
Reeve, 2022), which includes eight different headings from existing UK and EU legal 
codes. This guideline has a checklist- like framework in which one of its purposes is to 
help address privacy and data protection issues in analysing student and staff well- being 
data. In terms of technical solutions, one of the more representative options is a tool 
called MORF. MORF is applied in a MOOC context, where it protects student privacy by 
allowing researchers to perform calculations on datasets without access to the data (Hutt 
et al., 2022). As can be seen from these two examples, the type, content and context of 
the solutions proposed in the LA domain vary. There is no comprehensive summary to 
answer the question of which of the different types of solutions is more promising. Hence, 
our third RQ of this paper:

RQ3: How has previous research attempted to address the privacy and data 
protection issues identified in LA?

METHODOLOGY

In order to address the research questions of this study, we use a systematic literature 
review approach. A systematic review has many advantages and has been described as 
one of the most reliable sources of evidence to guide practice (Clarke, 2011). The most 
preferred method for systematic reviews is Preferred Reporting Items for Systematic 
Reviews and Meta- Analyses (PRISMA) (Liberati et al., 2009). The PRISMA guidelines have 
been continuously developed and are well adopted in educational technology publishing 
venues. According to Liberati et al. (2009), the main process of PRISMA consists of four 
stages— namely, identification, screening, eligibility and inclusion. In this paper, we follow 
this guideline, as shown in Figure 1.

Identification of databases

For the purpose of this research, we focused on four databases— namely, Scopus, ProQuest, 
Web of Science (WoS) and the Learning Analytics and Knowledge (LAK) conference. These 
were selected for the following reasons:
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• Scopus: Scopus covered 40,562 peer- reviewed journals in 2022, which is twice as 
many as WoS (4831), and is currently the largest multidisciplinary database in existence 
(Carrera- Rivera et al., 2022).

• ProQuest: A multidisciplinary resource featuring a diversified mix of scholarly journals, 
trade publications and other timely sources across the top 150 subject areas. ProQuest 
offers discipline- specific databases (McDonald, 2022).

• WoS: One of the most reputable journal paper collections, indexing both Social Sciences 
Citation Indexed (SSCI) and Science Citation Indexed (SCI) journals (Rasheed et al., 2020).

• LAK: The LAK is the premier research forum in the field of LA (SoLAR, 2011).

Search query

The search query used for this systematic review is as follows:

• (‘learning analytics’ OR ‘educational data mining’) AND (‘privacy’ OR ‘data protection’ OR 
‘privacy preserving’ OR ‘trustworthy’ OR ‘responsible’*).1

The search terms ‘trustworthy’ and ‘responsible’ were added to the search query as both 
terms encompass linkage to privacy and data protection, as discussed in the works of Khalil 
et al. (2023) and Thiebes et al. (2020).

Scan and filtering

The search was carried out during the timeframe of 17– 19 January 2023. To guarantee in-
clusion of high quality, papers should be peer- reviewed journal papers and conference pro-
ceedings. We decided to use a similar approach to that of Moore and Blackmon (2022)— to 
filter the results based on the top 20 educational technology journals as per Google Scholar 
ranking (see Figure 2). In addition, referring to Ifenthaler and Yau (2020) in their systematic 
review methods section, we also included four additional journals and conferences— Journal 
of Learning Analytics, Computers in Human Behaviour, Journal Computers and Composi-
tion, and Journal of Big Data, as they include peer- reviewed contributions of the learning ana-
lytics community. The filtration process first involved importing the retrieved results into the 

F I G U R E  1  The review procedure and protocol, PRISMA (* see Table 1 for inclusion/exclusion criteria). 
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reference management software Zotero, and then identifying and removing duplicates. The 
two authors then screened the titles and abstracts of the papers using the criteria in Table 1. 
Next, a review of the full text of the remaining papers was conducted to determine whether 
they met the eligibility criteria for the final sample. In the event that there were disagreements 
between the two authors during the process, further discussion was conducted to resolve any 
conflicts. To ensure that the final corpus was of decent quality, we used the quality criteria of 
the Critical Appraisal Skills Programme (CASP) (Galdas et al., 2015) for further quality review 
of the papers, and fine- tuned the CASP for the characteristics of the LA domain (as shown in 
Figure 3). The rationale behind employing CASP stems from its coverage of the three main is-
sues of quality criteria (rigour, credibility and relevance) and its prior track record in assessing 
systematic review quality within the LA domain (eg, Mangaroska & Giannakos, 2018).

Coding scheme

The remaining 47 identified papers were reviewed by the authors and were summarised in 
shared Google Docs according to the following factors: geopolitical locations, study con-
text, proposed solutions, evidence of application, solution details, paper category, research 
methodology, type of study, number of participants, summary of the paper in terms of RQs, 

F I G U R E  2  Top 20 journals for educational technology category used for assessing the retrieved papers 
as per Google Scholar ranking (Available at https://schol ar.google.com/citat ions?view_op=top_venue 
s&hl=en&vq=eng_educa tiona ltech nology [last accessed March 2023]).
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limitations and bias and CASP quality criteria. A full version is available at this online source: 
https://short url.at/DJT67.

Reliability check

We used the method of inter- rater reliability (IRR) through the Fleiss kappa measure (Fleiss 
et al., 2013) to ensure the uniformity and precision of the selection and evaluation of papers, 
particularly during the inclusion and exclusion process. The IRR measures the extent of con-
currence among diverse reviewers, which has been shown to reduce bias and guarantee 
the alignment of the reviewers with the systematic review filtering approach (Cook & Beck-
man, 2006). As per Fleiss et al. (2013), a Fleiss kappa score of 0.81 or higher denotes a sub-
stantial level of agreement among reviewers, while scores ranging from 0.61 to 0.80 indicate a 

TA B L E  1  Inclusion and exclusion criteria of the systematic review.

Criteria Inclusion Exclusion

Topic and focus Related to the field of LA and covers 
one or more of the following topics: 
(1) Privacy, (2) Data protection, (3) 
Trustworthy

Not related to the field of LA and 
does not cover one or more of the 
following topics: (1) Privacy, (2) Data 
protection, (3) Trustworthy

Publication type Journal papers and LAK conference 
proceedings

Posters, book chapters, workshop 
papers, editorials and reports

Publication status Peer- reviewed Non- peer- reviewed and papers in the 
press

Journal category Belongs to top 20 educational tech 
journals, according to Google Scholar 
and belongs to four additional 
journals/conferences

Does not belong to top 20 educational 
tech journals, according to Google 
Scholar and does not belongs to 
four additional journals/conferences

Other Full- access paper Unavailable articles, duplicates, 
institutional policies

Language English only Other than English

F I G U R E  3  The adjusted Critical Appraisal Skills Programme (CASP) used in this systematic review.
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good level of agreement. Scores between 0.41 and 0.60 imply a moderate level of agreement, 
whereas scores below 0.41 suggest a weak level of agreement among the reviewers.

In our case, the two authors scanned the filtered papers and identified them for inclusion 
and exclusion for further analysis. Discussions were conducted regarding areas of uncertainty, 
and agreement was reached. When comparing the results of the two authors, the final IRR 
kappa showed a good level of agreement (κ = 0.771, subjects = 47, raters = 2, and p < 0.005).

FINDINGS AND DISCUSSION

Each of the papers included is coded as Pn, and the full list is available in Appendix 1 at the 
end of the paper (Table A1). The comprehensive table includes all paper details. The cor-
responding codebook can be accessed via this link: https://short url.at/DJT67.

Response to RQ1

RQ1: What are the identified privacy and data protection issues throughout the 
learning analytics process, from data collection to data reporting?

After mapping all the papers, we conducted a thematic analysis, following Nowell 
et al.'s (2017) six steps of thematic analysis. After identifying the initial theme, we looked 
at the raw data again to verify the appropriateness of the themes. Finally, we summarised 
eight points of privacy and data protection issues in LA. Additionally, during the process, a 
note was included to indicate how each paper approached the discussion of the respective 
issue. The eight identified privacy and data protection issues were mapped to the phases of 
LA (data collection, data analysis, data reporting and sharing), with five of the issues being 
addressed throughout the LA steps (see Table 2). Table 3 describes how different papers 
discuss the eight privacy and data protection issues in LA (Table 3 is the version without 
notes— see here (https://short url.at/mCEZ1) for the version with coding and notes). In ad-
dition, as an paper may cover more than one issue, one may appear multiple times under 
different privacy and data protection issues when counting as demonstrated in Table 3.

Privacy and data protection issues in three different phases

This section elaborates on the privacy and data protection issues identified at each LA 
phase shown in Table 2: (1) data collection, (2) data analytics and (3) data reporting and 
sharing.

Data collection
Privacy and data protection issues in the data collection phase (ie, collecting too much 
sensitive data, and concerns about excessive data) are addressed in a total of five relevant 
papers (n = 5). Haythornthwaite (2017) outlined the issue of excessive data collection in her 
paper from before the introduction of the GDPR, highlighting privacy issues throughout the 
LA ecosystem. In the four (n = 4) subsequent papers, it was highlighted that data collection 
continues to evolve with the development of LA, the diversification of data sources (collected 
from wireless networks, social media and mobile apps) and the increasing scope of data 
collection, such as biometric data, social network data and location data (Khalil et al., 2018; 
Kyle, 2019; Slade et al., 2019). Moreover, the following paper on Multimodal Learning Ana-
lytics (MMLA) by Yan et al. (2022) supported the previous discussion. In Yan et al.'s (2022) 
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paper, the authors raised concerns about the nature of bulk data collection in MMLA. They 
believe it may inadvertently collect sensitive data without proper consent (Yan et al., 2022).

Data analytics
As for the anonymisation, sensitive data storage and calculation problems in LA, it is neces-
sary to mention that this problem is not restricted to the data analysis stage but may also 
occur at the data publication and sharing stages. The issue of anonymisation is certainly a 
major one. It is mentioned to varying degrees in previous studies (n = 10). The first to raise 
this issue with regard to LA were Greller and Drachsler (2012), who mentioned data storage 
security and data anonymisation in their paper. In the following years, related issues were 
discussed in successive papers (Drachsler & Greller, 2016; Haythornthwaite, 2017). Later, 
Duin and Tham (2020) argued that LA systems do not allow students to opt out from or 
delete their own data, arguing that such a practice compromises student anonymity. Torre 
et al. (2020) point out the risk of remote computation of sensitive data and also tried to 

TA B L E  2  Privacy and data protection identified by coding and mapping (categorised by LA phase).

LA phase

Data collection Data analytics
Data reporting and 
sharing

Identified privacy and 
data protection 
issues

(1) Collecting sensitive 
data, collecting too 
much data

(2) Anonymisation, 
sensitive data storage 
and calculation 
problems

(3) Data misuse, 
anonymisation, 
sensitive data storage 
and calculation 
problems

Issues that are found in the whole process: (4) LA privacy definition issues; (5) 
transparency and communication; (6) power relationships; (7) lack of quality, 
and conservative attitudes of relevant stakeholders; (8) legislation- related 
issues

TA B L E  3  Specific papers that discuss eight privacy and data protection issues (some papers overlap per 
identified issue).

Identified issues Matching papers
Count of papers 
per issue

LA privacy definition issues A27 1 paper

Collecting sensitive data, collecting 
too much data

A6, A7, A17, A40, A46 5 papers

Anonymisation, sensitive data storage 
and calculation problems

A1, A6, A10, A11, A14, A29, A30, A31, A34, 
A37

10 papers

Data misuse A7, A14, A19, A42 4 papers

Transparency and communication A1, A3, A4, A5, A8, A10, A15, A18, A23, A26, 
A28, A37, A39, A40, A44, A45, A46

17 papers

Power relationship A1, A3, A16, A37, A39, A40, A43, A45 8 papers

Lack of quality and conservative 
attitudes of relevant stakeholders

A15, A18, A22, A35, A37 5 papers

Legislation- related issues A10, A14, A15, A25, A36, A37, A41, A42, 
A43, A47

10 papers

Discussed in general Some of the papers do not mention specific 
privacy and data protection issues in 
LA— eg, LA attitude investigation, etc.

11 papers
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solve this problem by having sensitive data computed locally. Subsequently, more details 
about anonymisation in LA were discussed. Yacobson et al. (2021) showed that the current 
field of LA is not ripe for anonymisation and de- identification. Yacobson et al. (2021) used 
unsupervised machine learning to discover students' personal information from published 
de- identified data, achieving remarkable success in disclosing private information about the 
students. This view was echoed by Hutt et al. (2022), who argued that, especially in online 
courses, the amount of data obtained is so large that anonymisation by simply removing 
user names/IDs is insufficient. There are now a variety of subtle identifiers, such as demo-
graphics and IP addresses, that necessitate further technical means of anonymisation (Hutt 
et al., 2022). In order to address the issue of subtle identifiers, anonymisation by focusing 
on group and subgroup characteristics without linking individual identity to the group is pro-
posed (Li, Jung, et al., 2022). In contrast, Vatsalan et al. (2022) responded to the issue of 
group anonymisation with a rebuttal concerning the current state of data publication and at-
tacks in the field of LA. Vatsalan et al. (2022) argue that, although more work has been done 
on currently published LA datasets for personally identifiable risks, attackers are often not 
interested in a single piece of personal information, and the goal of attackers is generally to 
recover as much data as possible from the dataset. On the other hand, Prinsloo et al. (2022) 
provide a general critique of privacy- enhancing techniques (PETs) to achieve anonymisa-
tion, criticising that current PETs are often obscure and expensive, so they are not widely 
used. In addition, Prinsloo et al. (2022) emphasised that technical solutions alone do not 
work, because they always lag behind the problem and can only try to solve it after it has 
already occurred.

Data reporting and sharing
The privacy and data protection issues that occur in data reporting and sharing (ie, data 
misuse) have not been discussed as much as the previously mentioned issues. In total, 
only (n = 4) papers addressed the data misuse problem. This issue was raised for the 
first time by Greller and Drachsler (2012), but they did not elaborate on it in more detail. 
Lawson et al.'s (2016) study of the Early Warning Student Indicator (EASI) at the University 
of Queensland, Australia, found that, although students consented to the collection and 
use of their data upon enrolment, the way in which student data was subsequently used by 
researchers differed from what had been intended by the platform designers. This resulted in 
inconsistencies in data use and consent, leading to misuse of data. Another concern about 
data misuse is that students do not want the data collected from them to lead to incidents 
such as having their rights violated (Wang, 2016). Additionally, data misuse is also a concern 
due to the huge volume and diversity of MMLA (Yan et al., 2022). The previous research has 
provided limited insights into data misuse, possibly due to enhanced relevant legislation that 
has mitigated this problem compared to other issues. Nonetheless, the rapid advancements 
in technology have introduced new challenges regarding the potential misuse of new data 
types, such as multimodal data.

Privacy and data protection issues across the three phases

This section introduces five issues that cut across the LA cycle— namely, (4) LA privacy 
definition issues; (5) transparency and communication; (6) power relations; (7) lack of quality 
and conservative attitudes of relevant stakeholders; and (8) legislation- related issues.

First, there is an unclear definition of privacy in the context of LA (n = 1) as mentioned 
by Viberg et al. (2022). Their argument tends to be valid, as many privacy studies sug-
gest it is a cultural product and a context- dependent (Bennett, 2008; Mulligan et al., 2016; 
Solove, 2008).
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Another cross- cutting privacy and data protection issue is transparency and communi-
cation. Because compromising transparency often undermines students' rights and creates 
unequal power relations, transparency and communication issues are also often discussed 
in conjunction with a third issue of power relations. Therefore, our paper discusses the two 
consecutively. Out of the eight privacy and data protection issues examined, transparency 
and communication is the most discussed issue in included papers (n = 17). Almost all rel-
evant papers (n = 17) acknowledged the significance of transparency and communication 
as critical concerns. The role of transparency, as summarised from the previous studies, 
is threefold: first, transparency can support informed consent (West et al., 2020); second, 
transparency is an outcome of considering the rights of students (Arnold & Sclater, 2017); 
and third, transparency is equally important for institutions, which are also at risk of legal 
exposure if they are not transparent about data collection and analysis (Duin & Tham, 2020). 
Additionally, the research also indicates that the absence of transparency can undermine 
trust and thus hinder LA (Cormack & Reeve, 2022). The form and content of transparency 
include communicating with relevant stakeholders for input on privacy, data collection and 
use (Ahn et al., 2021; Arnold & Sclater, 2017; West et al., 2020), but so far, it has not yet been 
well addressed in LA. According to Sun et al. (2019), users are unaware of the underlying 
determinants of the data, and there are usually no indicators of data sources or inferences 
on the LA page, which makes transparency much less likely and more difficult to audit. Fur-
thermore, data policies, an important component of transparency, are also lengthy and un-
clear, both in universities and in MOOC (Drachsler & Greller, 2016; Prinsloo & Slade, 2015). 
Slade et al. (2019) came to the same conclusion when they found opacity in the use of data, 
leading to impaired student agency.

This naturally leads to the issue of power relations (n = 8), where transparency and the 
issue of power relations are intertwined. Tsai et al. (2020) argue that, due to the current 
lack of transparency, students passively accept how their data are used, and this situation 
exacerbates information asymmetry and inequality in power relations. Although students' 
rightful or desirable rights in LA include control over data, access, accountability and evalu-
ation (Pardo & Siemens, 2014), these rights are not well secured (Slade et al., 2019). Some 
scholars have reflected on transparency through the lack of student rights, and Li, Jung, 
et al. (2022) argue that even high levels of transparency are meaningless if students' rights 
of recourse and accountability to their data are not guaranteed. Furthermore, research sug-
gests that lack of transparency and the fear of being disempowered by conducting LA are 
simultaneous barriers to trust LA services (Tsai et al., 2021).

Lack of quality and the conservative attitudes of stakeholders were mentioned in few 
studies (n = 5). Previous studies (n = 3) had mentioned, to varying degrees, that stakeholders 
were unable to express their views and make informed decisions regarding privacy and data 
protection due to their lack of knowledge and related training in LA (Duin & Tham, 2020; 
Ifenthaler et al., 2021; Mahmoud et al., 2022). This result also calls for more data literacy 
training for stakeholders in LA. In addition, some studies have argued that students' con-
servative attitudes towards data sharing also hinder the development of LA (Ifenthaler & 
Schumacher, 2016; Kumar et al., 2020). This point will be further elaborated in the second 
research question.

For the legislation- related issue, there are certain papers (n = 11) discussing the following 
legal concerns: data ownership, recourse, data integration issues and the slow process of re-
lated legislation. However, the legislation- related papers are more time- sensitive, and issues 
described by some papers are no longer of concern in some regions— for example, the legal 
gaps of data integration, which were mentioned by Greller and Drachsler (2012) and for which 
legislation is now in place in many parts of the world. Based on the review of this paper, the 
legal issues that still exist in relation to LA include cross- border issues with personal data and 
inadequate legislation in some regions (Prinsloo & Kaliisa, 2022; Silvola et al., 2021).
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Response to RQ2

RQ2: How do stakeholders from various backgrounds view privacy and data 
protection issues in LA similarly and differently?

A total of 17 empirical papers (n = 17) have examined stakeholder perceptions towards 
privacy and data protection in LA (see detail in Table 4). The geopolitical and study contexts, 
as well as the stakeholders investigated in these papers, are varied. As shown in Table 4, 
the vast majority of the studies focus on higher education (n = 16), with only a single paper 
focusing on K- 12 education (n = 1). Most of the studies focus primarily on student perspectives 
(n = 11), with few studies (n = 6) focus on other stakeholders. Specifically, papers focus on 
both learner and faculty (n = 2), learner, faculty and developer (n = 1), and faculty and/or 
policymakers (n = 3). With regard to the geopolitical location, most reported studies were 
based in Europe and the United States of America, with relatively few investigating non- 
Western countries and countries from the Global South.

Although the backgrounds of these studies are different, there are still some commonal-
ities. According to previous empirical research, students and faculty staff consider privacy 
and data protection to be as important as the analytics dimensions in the LA ecosystem 
(Whitelock- Wainwright et al., 2020). Both instructors and students consider privacy issues 
to be very important (Li, Jung, et al., 2022). Some studies have found that students' attitudes 
can be quite conservative— for example, students' desire for LA services is not as strong as 
their desire for universities to ensure data security and data control (Whitelock- Wainwright 
et al., 2020). Furthermore, students are concerned about the privacy concerns that may arise 
from the further development of LA capabilities (Whitelock- Wainwright et al., 2020). Another 
commonality is that studies across geolocations have shown students' strong thoughts about 

TA B L E  4  Mapping stakeholder, geopolitical and study contexts in the included papers.

Stakeholders Paper ID Study context Geopolitical location

Learner A3 Higher education UK

A8 Higher education USA and UK

A18 Higher education General (majority of the 
participants based in Germany)

A22 Higher education Egypt

A25 Higher education Estonia, Spain and Netherlands

A28 Higher education Sweden

A32 Higher education Sweden

A38 Higher education UK

A40 Higher education and 
online education

UK

A45 Higher education Australia

A47 Higher education Finland

Learner and faculty A23 Higher education UK

A35 Schools Malaysia

Learner, faculty and developer A39 Higher education USA

Faculty/local policy makers A10 Higher education USA

A33 Schools Greece and Cyprus

A44 Higher education USA
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privacy do not translate into action, as demonstrated by Tsai et al. (2020) in the UK and Kumar 
et al. (2020) in Malaysia. The students' desire for privacy is strong but is not acted upon ac-
cordingly. The reasons for this have not been explored in the relevant LA studies.

Another similarity is found in the attitudinal factors that influence students' privacy. Stud-
ies in different contexts have shown that students' privacy attitudes are influenced by trust 
and perceived privacy risks. In Slade et al.'s (2019) survey of the Open University level 1 
students, trust was a key factor influencing their attitudes towards privacy. Because stu-
dents were more confident that the Open University would use their data appropriately, 
they were correspondingly less concerned about both the collection and use of personal 
data than externals (Slade et al., 2019). The importance of trust has also been demon-
strated in other studies. In Tsai et al.'s (2020) study, when expressing attitudes towards 
sharing personal data, students from undergraduate to PhD level expressed the highest 
trust in their instructors and were willing to share more, while trusting external parties the 
least. As for the perception of privacy risk, according to a study conducted by Mutimukwe 
et al. (2022) at Swedish universities, students' assessments of their privacy risk determine 
their attitudes towards privacy- related matters. This assertion is consistent with the results 
of Slade et al.'s (2019) study and Tsai et al.'s study (2020) in the UK. It is therefore clear that 
trust and privacy risk perceptions continue to influence student's attitudes towards privacy 
and data protection in LA, even though different studies are rooted in different contexts.

However, this does not mean that there are no differences in stakeholders' attitudes 
towards privacy and data protection. There are three main groups of differences— the 
first between students, the second between different types of stakeholders, and the third 
between student expectations and reality. For the first difference (between students), Ar-
nold and Sclater (2017) found that privacy attitudes differed between students in the UK 
and the USA. US students demonstrate a higher level of acceptance towards the storage 
of data for extended durations for LA services, whereas the UK students exhibit a com-
paratively lower level of acceptance of the storage of their data. Moreover, apart from the 
variations observed between different countries, student attitudes towards data storage 
for longer periods of time in LA can also differ within the confines of a single university. 
According to Sun et al. (2019), students at the University of Michigan demonstrated differ-
ent views with regard to whether students should control the use of data for the LA early 
warning dashboard. The majority of students believed that they should have control over 
the LA tools, but a small number of students had the opposite opinion, or no opinion at 
all (Sun et al., 2019).

The second difference is between different types of stakeholders. This refers to the dif-
ference between students and teachers, and the difference between students and devel-
opers in their perception of privacy in LA. In the case of the University of Michigan, a lower 
percentage of the faculty staff than the students believed that students should control the 
data in the early warning dashboard (Sun et al., 2019). As another stakeholder in the event, 
developers also felt that, while they could help to manage student data, specific control and 
consent issues were not their consideration (Sun et al., 2019).

The third distinction is between students' expectations and reality. This set of distinctions 
is demonstrated by the fact that students' experiences and realistic expectations of privacy 
in LA are often lower than ideal expectations. This distinction was confirmed by studies in 
different contexts. For example, students report that their ideal expectations are that they 
are the beneficiaries of LA and are able to control the data, but the power imbalance in the 
LA process often makes a difference between their actual feelings and their ideal expecta-
tions (Tsai et al., 2020). These three groups of differences indicate that the differences in 
perceptions between stakeholders should be taken into account when implementing LA. 
Targeted, detailed research should be conducted to better meet the expectations of different 
stakeholders.
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Response to RQ3

RQ3: How has previous research attempted to address the privacy and data 
protection issues identified in LA?

Our mapping shows that there are a certain number of papers (n = 26) proposing various 
solutions and approaches (see Table 5). Papers proposing solutions accounted for 55% of 
the total included corpus. The solution proposed by papers is unique in most cases (either 
a legal-  and framework- based solution or a technical solution), and it is very rare to find a 
combination of both. There is only one paper (n = 1) that covers both sides, therefore listed 
as a separate category. Additionally, because of the need to compare the proportions of 
different types of solutions and the proportions of practice of different types of solutions, 
these two proportions are added to this table.

Legal-  and framework- based solutions

This approach was originally mentioned by Tsai et al. (2020) and Joksimović et al. (2021), 
who argued that early in the development of LA, the researchers in LA and social sciences 
focused on developing policies and frameworks to address privacy and data protection issues 
in LA. During the systematic review, we found that some papers deal with privacy issues in LA 
by discussing the legislative basis. Therefore, we categorised such papers under the name 
legal-  and framework- based solutions. This category of solutions accounts for 65% of the total 
number of solutions and is represented by frameworks/models of various forms, such as the 
eight- point checklist called DELICATE (Drachsler & Greller, 2016) and SPICE (Mutimukwe 
et al., 2022). SPICE is a model specifically designed to explore student privacy issues under 
LA and was built on data from over a hundred Swedish students (Mutimukwe et al., 2022). 
Although it is not known whether SPICE is generalisable or efficient, it attempts to reveal the 
core structure of the privacy problem and to identify its antecedents and consequences. In 
addition to such framework- type measures, there are many policy-  and law- related initiatives 
under this category. For example, Prinsloo and Slade (2017) make recommendations for ad-
dressing privacy issues. In particular, they emphasise that initiatives such as making ethical 
and appropriate moves towards LA outcomes must be implemented into contracts in order to 
have legal benefits (Prinsloo & Slade, 2017). Prinsloo and Kaliisa (2022), on the other hand, 
conclude that students can withdraw consent after the initial consent, based on a review of 
legislation in 32 countries. Overall, legal-  and framework- based solutions make many con-
tributions, particularly in defining whether particular initiatives are legally actionable and in 
examining the factors that influence students' privacy- related behaviours. These contributions 
provide a critical foundation for the implementation of technical solutions.

TA B L E  5  Categories of proposed solutions for privacy and data protection issues in LA.

Category Paper ID
Proposed 
solutions

Evidence of application 
for proposed solutions

Legal and frameworks A1, A5, A6, A12, A14, A15, A16, A19, 
A24, A26, A28, A31, A37, A38, 
A39, A40, A43

17 (65%) 3 (18%)

Technical A4, A9, A11, A13, A17, A21, A29, 
P30

8 (31%) 5 (63%)

Combined solutions A20 1 (4%) 0
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There are, however, some limitations to this type of solution, and only 18% of the legal-  
and framework- based solutions have been validated in practice. This percentage is much 
lower than the percentage of technical solutions that have been applied (63%). This shows 
that there is a consequential problem with legal-  and framework- based solutions, which is 
that they are too rarely applied in practice. The reasons for this can be attributed to a lack of 
clear and actionable guidelines (Marshall et al., 2022).

Technical solutions

Technical solutions is also one of the two solutions summarised by Joksimović et al. (2021). 
The number of technical solutions is relatively small, accounting for only 31% of the total 
solutions. There are two main types of technical solutions— namely, those that make im-
provements in algorithms and those that attempt to develop tools. Two papers (n = 2) have 
been enhanced in algorithms: the fairer and more trustworthy LA algorithm developed by Li, 
Xing, and Leite (2022), and the Markov models used by Vatsalan et al. (2022) to quantify the 
re- identification risk in LA. Both papers have experimental results based on data that prove 
their contribution. As for the second type, which concerns the development of tools to ad-
dress privacy concerns in LA, the more representative ones are the two privacy- enhancing 
tools for MOOCs developed by Torre et al. (2020) and Hutt et al. (2022). The former is 
a browser- based privacy tool that preprocesses data to reduce the computational burden 
on researchers and allows sensitive LA data to be stored locally (Torre et al., 2020). This 
tool also has the advantage of having no setup cost (Torre et al., 2020). The second tool, 
developed by Hutt et al. (2022), is called MORF and allows data to be available invisibly, 
and researchers cannot access the data directly. Other tools include a privacy dashboard 
that allows students to set privacy preferences, although this tool has not been developed 
(Kyle, 2019), and using blockchain to address learning data silos while protecting privacy 
(Ocheja et al., 2018). Overall, the practice of technical solutions is relatively good, with five of 
eight papers reporting this being tested in practice. However, there are some shortcomings 
in the current technical solutions— for example, some methods are only used in MOOC and 
cannot be used in other broader scenarios, lacking generalisability. Furthermore, technical 
solutions come at the expense of data utility and are usually expensive (Khalil, 2018; Khalil & 
Ebner, 2016). In addition, staff who use technical tools will be a problem, because the tools 
will be used by humans, and technical solutions do not have a regulatory framework for staff 
who will use this tool. This could lead to the improper use of the tools and hinder their ef-
fectiveness. Considering all the above reasons, technical solutions should be combined with 
legal-  and framework- based solutions in order to be most effective.

Combined solutions

A combined solution refers to an integrated solution that combines both technical solutions 
and legal-  and framework- based solutions. This kind of solution is supported by Ifenthaler 
and Schumacher (2016), who came to this conclusion (that a combined solution is needed) 
after conducting a survey of 330 students. They argue both for institutional measures to en-
sure that all stakeholders are involved in LA and for the use of privacy computing models to 
inform stakeholders of the complex decisions required by the LA system (Ifenthaler & Schu-
macher, 2016). However, there are some difficulties in the proposal and implementation of 
combined solutions, due to their complexity and workload. This has only been attempted by 
Marshall et al. (2022) who propose a replicable framework for ethical LA that includes both 
technical solutions and legal-  and framework- based solutions, and which also introduces a 
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new standardised privacy risk measure. Furthermore, this privacy risk measurement mecha-
nism helps to automate data privacy operations (Marshall et al., 2022). However, this ap-
proach is still under development— including the tools for students to calculate privacy risks, 
for example. There is, therefore, not yet any evidence of application. In general, the devel-
opment of combined solutions is still relatively rudimentary, but they have great potential for 
the future as they can combine the advantages of other solutions to complement each other.

Limitations of the study

We acknowledge that this paper has limitations. First, the filtering process is limited to the 
most influential journals in the field of educational technology, which partially compromises 
the coverage of this paper. Second, we limited the final selection of the papers to the 
English language. Third, we acknowledge the possibility that other papers could have 
been missed in the systematic review due to the search query used in Section ‘Search 
query’. Fourth, published studies may be biased because they reflect the interests of 
researchers and those involved in the authorship of the included papers. That is, other 
stakeholder documentations, for example, local policymakers, are outside the scope of 
this systematic review. Finally, addressing the concern that certain suggested solutions 
lack supporting evidence in RQ3, it is important to acknowledge the time lag between 
practice and evidence (eg, Marshall et al., 2022). Therefore, the absence of evidence of 
practice could be that it is under development or undergoing practice and has not yet 
been published.

SUMMARY AND CONCLUSIONS

Summary of findings

This study provides a comprehensive summary of the identified privacy and data protection 
issues in LA, similarities and differences in stakeholder perceptions of privacy and data 
protection issues, and prior research's solutions to LA privacy and data protection issues.

We have identified eight privacy and data protection issues in LA process (RQ1):

• Collecting sensitive data, collecting too much data. As LA tech (like MMLA) ad-
vances, more data sources and expansive collection raise over- collection of (sensitive) 
data.

• Anonymisation, sensitive data storage and calculation problems. This issue per-
tains to the underdeveloped state of LA data anonymisation and de- identification, partic-
ularly regarding group anonymisation, along with challenges in remote and local storage 
and computation of sensitive data.

• Data misuse. Cases of data misuse include inconsistencies in data use and consent. 
While less discussed than the prior concerns, data misuse might encounter novel chal-
lenges due to evolving technologies.

• LA privacy definition issues. Although some LA literature has attempted to define pri-
vacy in LA, the definition of privacy in LA is not clear enough to develop an accepted 
understanding.

• Transparency and communication. Transparency and communication take the form 
and content of communicating with relevant stakeholders and soliciting their views on 
privacy, data collection and use, and data policies.
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• Power relationship. This issue refers to the vulnerability of students relative to other 
stakeholders in power relations. The rights that students should ideally have in LA, includ-
ing control, access, accountability and evaluation of data, are not currently well secured.

• Lack of quality and conservative attitudes of relevant stakeholders. This issue re-
lates to the lack of knowledge and training of stakeholders in relation to LA and therefore 
their difficulty in making informed decisions about privacy and data protection issues, for 
example, students have a conservative attitude towards LA data sharing.

• Legislation- related issues. Current legal issues with LA include cross- border issues 
with personal data and inadequate legislation in certain regions.

From privacy definitions to legislation, spanning the LA cycle, it is clear that safeguarding 
data privacy is an ongoing, time- sensitive marathon that cannot be relaxed in the LA cycle 
(Crowther, 2022). It is important to underscore that privacy and data protection issues in LA 
are inherently time- sensitive. Evolving concerns and technology demand continuous adap-
tation to address emerging issues.

In terms of RQ2, we have identified two major similarities and three differences:

• Two similarities. Two cross- contextual student attitude similarities relate to privacy and 
data protection in LA: valuing privacy's role and having conservative attitudes (Whitelock- 
Wainwright et al., 2020). Additionally, shared attitudinal factors— trust and perceived pri-
vacy risk— affect privacy stances across diverse research contexts (Slade et al., 2019; 
Tsai et al., 2020).

• Three differences. Three distinctions: (1) Among students— country- based and intra- 
university differences (Arnold & Sclater, 2017; Sun et al., 2019). (2) Stakeholders differ— 
students and instructors disagree on data control (Sun et al., 2019). (3) Reality falls 
short— student LA ideal privacy expectations exceed LA actual experiences (Tsai et 
al., 2020).

Finally, we also identified three types of solutions for the RQ3:

• Legal-  and framework- based solutions. This solution category involves policy, legal 
analysis and framework development to tackle LA privacy issues. Notably, these solutions 
clarify legal viability (Prinsloo & Kaliisa, 2022), forming a base for technical implemen-
tations. However, merely 18% were practically used, hindered by lacking clear, feasible 
guidance (Marshall et al., 2022).

• Technical solutions. Two technical solution types: algorithm enhancement and tool de-
velopment. They see higher practical use than legal or framework approaches. Still, they 
face issues: limited applicability, data utility loss and costliness (Khalil, 2018). Moreover, 
lacking regulatory guidelines for human tool users.

• Combined solutions. This is a hybrid solution combining the previous two solutions, few 
that are documented (eg, Marshall et al., 2022). Such solutions may hold promise to inte-
grate benefits from previous solutions, mutual reinforcement for the future.

Implications and conclusions

This review identifies eight privacy and data protection issues at all phases of the LA, 
summarises two similarities and three differences in stakeholder perceptions of privacy 
and data protection, and also divides and evaluates previous attempts to address privacy 
and data protection solutions into three categories. Our findings impose considerable 
implications for future research on privacy and data protection in LA. First, eight complex 
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and intertwined privacy and data protection issues show that research in this area needs 
to go further, and future research should look at these eight issues dynamically in the 
context of new technological and social conditions. Stakeholders must remain vigilant 
throughout the entire implementation of LA, as privacy and data protection issues are 
pertinent at almost every phase. There should be no room for complacency, as these 
concerns consistently accompany each step of LA implementation. The results of this 
systematic review suggest that targeted, detailed research should be conducted to better 
meet the expectations of different stakeholders. Lastly, the research presented in this 
review paper emphasises the importance of empirically testing the proposed solutions. 
The field strives for more encouragement to conduct practical experiments in order to 
thoroughly evaluate the efficiency of the proposed solutions to privacy and data protection 
concerns in LA.
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APPENDIX 2

TA B L E  A 2  Search strings for different databases.

Name of the 
database Search strings

Web of Science (((((((((TS = (‘learning analytics’ AND ‘privacy’)) OR TS = (‘educational data mining’ 
AND ‘privacy’)) OR TS = (‘learning analytics’ AND ‘data protection’)) OR 
TS = (‘learning analytics’ AND ‘privacy preserving’)) OR TS = (‘learning analytics’ 
AND ‘trustworthy’)) OR TS = (‘learning analytics’ AND ‘responsible’)) OR 
TS = (‘educational data mining’ AND ‘data protection’)) OR TS = (‘educational 
data mining’ AND ‘privacy preserving’)) OR TS = (‘educational data mining’ AND 
‘trustworthy’)) OR TS = (‘educational data mining’ AND ‘responsible’)

Scopus (TITLE- ABS- KEY (‘learning analytics’ AND ‘privacy’) OR TITLE- ABS- KEY (‘learning 
analytics’ AND ‘data protection’) OR TITLE- ABS- KEY (‘learning analytics’ AND 
‘privacy preserving’) OR TITLE- ABS- KEY (‘learning analytics’ AND ‘trustworthy’) 
OR TITLE- ABS- KEY (‘learning analytics’ AND ‘responsible’) OR TITLE- ABS- KEY 
(‘educational data mining’ AND ‘privacy’) OR TITLE- ABS- KEY (‘educational data 
mining’ AND ‘data protection’) OR TITLE- ABS- KEY (‘educational data mining’ 
AND ‘privacy preserving’) OR TITLE- ABS- KEY (‘educational data mining’ AND 
‘trustworthy’) OR TITLE- ABS- KEY (‘educational data mining’ AND ‘responsible’))

Proquest noft (learning analytics or educational data mining) AND noft (privacy or data protection 
or privacy preserving or trustworthy or responsible)

LAK ‘query’: {Abstract:(‘learning analytics’ AND ‘privacy’) OR Abstract:(‘learning 
analytics’ AND ‘data protection’) OR Abstract:(‘learning analytics’ AND 
‘privacy preserving’) OR Abstract:(‘learning analytics’ AND ‘trustworthy’) OR 
Abstract:(‘learning analytics’ AND ‘responsible’) OR Abstract:(‘educational 
data mining’ AND ‘trustworthy’) OR Abstract:(‘educational data mining’ AND 
‘responsible’) OR Abstract:(‘educational data mining’ AND ‘privacy preserving’) OR 
Abstract:(‘educational data mining’ AND ‘data protection’) OR Abstract:(‘educational 
data mining’ AND ‘privacy’)}

‘filter’: {Conference Collections: LAK: Learning Analytics and Knowledge}
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