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ABSTRACT 

A COMPUTER AIDED APPROACH TO THE NOISE 
ANALYSIS OF RC AND OPERATIONAL AMPLIFIER 

NETWORKS 

by 

DONALD CLARKE 

University of New Hampshire,December, 1980 

A noise analysis algorithm and computer program is 

presented which is based on a relationship between the 

sensitivity of a network function to variations in the 

value of an element within the network and the noise 

associated with that element. The program can handle 

second order RC-operational amplifier networks and will 

compute the output noise over the user specified bandwidth. 

The voltage transfer function of the network is also 

computed. An infinite gain multiple feedback LP filter is 

analyzed and the results compared with another method. 

viii 



INTRODUCTION 

The objective of the work presented in this thesis is 

to provide a means of network noise analysis that can be 

used without extensive prior knowledge of the subject. The 

need for a computer aided noise analysis capability became 

evident while the author was developing low noise active 

filters for use in telephone line noise test sets. The noise 

calculations were involved and time consuming. 

A literature search revealed many papers dealing with 

analysis of network noise in operational amplifier networks. 

However, there were no papers on generalized noise analysis 

programs. 

This paper presents a general noise analysis program 

written in Fortran that can analyze an arbitrary user 

specified second order RC-operational amplifier network, The 

input format is similar to that of well known AC analysis 

programs such as AC CODED. The program output consists of 

the network voltage transfer function and the output noise 

over the user specified bandwidth. 



CHAPTER I 

BASIC CONCEPTS AND RELATIONSHIPS 

Noise-Sensitivity Relationship 

The algorithm is based on a noise-sensitivity 

relationship described in [1] and summarized here. 

v. 
in 

Consider the networks of Figure 1. 

V + l:,V 
V + a 

a 
R R 

a 
Noiseless 

I + t:,I ➔ 
a a 

N V out 

(a) 

N V out 

( C) 

Simulation of Resistance Increment 

Using a Small Voltage Source 

Figure 1 

N 

(b) 

a + 

V out 
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Figure l(a) is a network with a noisy resistor in the i th 

branch. Figure l(b) is the well known noise model of the 

resistor: a noiseless resistor in series with a voltage 

noise generator. Figure l(c) shows the i th branch with the 

noise of the resistor characterized as fluctuations of the 

value of the resistor. 

The relationship between en, the noise generator, and 

R is derived as follows. The V-I relation for the i th 
a 

branch of Figure l(b) is 

V + 6V = R (I + b.I) + e 
a a a a a n, 

and for the i th branch of Figure l(c) is 

Vb+ 6Vb = (Rb+ 6Rb) (Ib + 6Ib) . 

For equivalence, V =V, a b I a=1b' and Ra=Rb. Therefore 

V + b.V = Vb+ b.Vb = V + 6V 
a a 

I + 61 = Ib + 6Ib ::::: I + 6I 
a a 

( 1) 

(2) 

( 3) 

(4) 

Ra= Rb= R (5) 

Applying (3)-(5) and equating (1) and (2) yields 

e = Ib.R + b.Rb.I 
n 

( 6) 

For very small perturbations, the second order term may 

be neglected yielding 

= I6R 

b.R = e /I n 

or (7) 

(8) 

It has been shown that a voltage generator in series 

with a noiseless resistive element can be represented by a 

change in the resistance of that element for small 
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variations. If the voltage source is assigned the value of 

the noise associated with the resistor then a noise­

sensitivity relationship exists from the definition of 

classical sensitivity. This relationship was derived for 

resistive network elements because the algorithm models all 

network noise generators as resistors. The derivation is 

valid, however, for a generalized impedance element [1]. 

Noise .Models 

There are two sources of noise in the type of networks 

the algorithm can handle; thermal noise of the resistors 

and the noise inherent in the operational amplifiers. The 

program uses the power spectral density (PSD) of the noise 

source in its computation. The PSD is the square of the 

noise voltage. For resistors, the PSD is simply 

s n. 
l 

2 = e = 4kTR n • ( 9) 

The noise of an operational amplifier is characterized by 

three equivalent noise generators at the input of a 

noiseless amplifier as shown in Figure 2. 

The PSD of the operational amplifier noise generators 

typically exhibit the 1/f characteristic shown in Figure 3 

and can be fully described by the midband noise value (e 2 
n 

a 
or i 2 ) usually given in v2/Hz or A2/Hz and the break 

n 
a 

frequency fb [ 6] . 

As stated previously, the only noise sources in the 



. 2 or 1 n 
a 

5 

i~ t 
a 

e 
n + 

Operational Amplifier Noise Model 

Figure 2 

Op-amp Input Noise Characteristic 

Figure 3 

Frequency 
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network are resistors and those due to active elements. 

Allowable network elements are resistors, capacitors, 

voltage controlled current sources (VCCS), and operational 

amplifiers. Capacitors have been shown to be noise free [2]. 
Any VCCS is included only to model the noiseless portion of 

an active device and is assumed noiseless. An active device 

noise generator is modeled as a noisy resistor with a noise 

PSD as shown in Figure 3. 

where 

In summary, the general form of the PSD is 

K = 0 

= 

= 

4kTR 

2 e n a 

i 2 
n 

a 

sn. = K
0

(1 + fb/f) 
J. 

fb = 0 Resistor 

= fb Op-amp. 

= fb Op-amp. 

noise 

voltage 

current 

Derivation of the Noise Eguation 

(10) 

noise 

noise 

The noise equation is based on the noise-sensitivity 

relationship discussed earlier and is derived from the 

network sensitivity in the following manner. 

The sensitivity of a network function T to 

variations of a network element R. is defined as 
J. 

for small changes. For Ein 

Ri 
T 

constant 

(11) 



6T 
T 

6E t OU 

Eout 

7 

and ST 
R. 

l 
(12) 

Therefore 

ST -
Rt -

/1 Eout 
Eout 

{13) 

From (8) and the relation R. = V./I. for the i th branch, 
l l l 

S 1R ;· == _V_i_ ~ ~ E out 
; erq Eout 

(14) 

Solving for E t , the desired parameter, yields 
OU 

.6.!:..o ut = S ~i • EVjwt 4 e11 i c1si 
Since the noise sources for all passive elements are 

uncorrelated, and most active element noise sources have 

been shown to be uncorrelated [2], the output noise power 

due to more than one source can be summed. This requires 

that (15) be written in terms of PSD's. 

Since E t OU. 
l 

Vi , ands~. are polynomials in 
l 

the complex variable s, we must take the square of the 

magnitude of (15) to obtain the output power due to the 

noise generated by the i th 

2 
Sn0 ~ = (L\ Eout i) = 

i 
2 e . represents the PSD of 

ni 

(lped;ce ~le)me£t 
2 

{~llt~/(5 Rt • " en) 
the noise associated with 

(16) 

the 

i th impedance element and S represents the PSD of the no. 
l 

output noise due to the i th impedance element. 

The total output noise power is Pt= P1 + P2 + 

. . + P. + ... + P for n noise sources, where P. is the 
l n l 

output noise power due to the i th source. The output noise 

PSD due to the i th source is related to the noise power P. 
l 
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by fz 

p. /sn df (17) 
I 01 

Therefore fl 
wz 

P~ = J Eout O s,-12 0 K ,o (1 + wb~,·'w) dw , v~ R· o, t/ (18) 

w ' ' I 
where K

0 
is defined in (10) and wb = 2Tifb. 

Summing the output power due to all sources gives 

N [Wz 2 
Pt =j ~ l E~t .. sJi o Ko,"(, + Wbif w) dw] (19) 

Since En =~ the noise equation becomes 
out 

The technique used to find E t(s)/V. (s) is 
OU i 

straightforward. After the network transfer function 

T(s)=Eout(s)/ Ein(s) has been found, it is necessary to 

find the transfer function from the input to the voltage 

across th • th b h • • d • E ( ) / ( ) b e i ranc. Divi ing ts E. s y 
OU in 

V. (s)/ E. (s) gives the desired result 
i in 

E out(s) /Er n (s) 
Vi(s)/ Ein(s) 

= ~=N(s)/D(s) 
N'ts) N'(s)/ Dls) (21) 

Because the numerator and denominator are polynomials in 

s with coefficients that are symbol combinations and not 

ratios of symbol combinations, there is only one form each 

of them can take. Since the denominator polynomial is the 

same regardless of where the output is taken, the division 
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indicated in (21) will give a ratio of two polynomials 

ins that is uniquely the function E t(s)/ v. (s). 
OU l 

Therefore, it is only necessary to solve for the 

numerator of V. ( s) / E. ( s) . 
l ln 

There is still one unknown in the noise equation 

and that is SRT(s). If the position of R. in the , l 
l 

transfer function is known, then S~~s) can be written 
l 

down by inspection as 

a .. s i bkms 
k AIJ ( s) BKM ( s) 

2 l] 2 = = 
N ( s) D ( s) N ( s) D ( s) (22) 

R. R. 
l l 

where the transfer function is coded as [3] 

n n-1 = (anl+ ••• +anp)s + (a(n-1)1+ ••• +a(n-l)q)s + 
(23) 

T ( s) 

This implies that if all the R. are coded as to 
J. 

their position in the transfer function, then the 

sensitivity function for that element can be determined 

easily by look up methods. 

The resultant noise equation written in terms of 

the polynomial designators of (21) and (22) is 

2 

E n 
0 

N(s)(AIJ(s) _ BKM(s)) 
N' (s) N(s) D(s) 

K0i(l +w:i) dw (24) 

wheres= jw 
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The Parameter Extraction Process 

The solution of the network transfer function begins 

with the Indefinite Admittance Matrix (IAM). The IAM 

represents a network whose reference or datum is external 

to the network. In a real circuit, ground is usually the 

datum node. However, the network function from one port to 

another is independent of which node within the network 

actually is the datum. To form a definite admittance matrix, 

a node internal to the network is taken as the reference 

node and its row and column are deleted from the IAM. The 

determinant of this matrix contains all information 

necessary to determine the network response provided the IAM 

represents a network modified as shown in Figure 4 [4]. 

E, N 
g E m o 

Eo 

Network Modification 

Figure 4 

N Eo 
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Because the network function does not depend upon a 

specific reference node, any node could be chosen as the 

network datum. Any cofactor of the IAM, therefore, will 

give the same result. The notation C(Y) can be used to 

represent any cofactor of the IAM Y. 

It has been shown [4] that if Y is the IAM of the 

modified network of Figure 4, and if the terms of the 

cofactor of the IAM ~(Y~ are sorted with respect to the 

symbolic parameters g and y according to 
m s 

then 

Eout 
E rn 

( 25) 

(26) 

If some elements of the original network are left 

as symbols, then the coefficients of the voltage transfer 

function may contain these symbols or combinations of these 

symbols. The cofactor can be written in a form relating to 

these symbol combinations. 

M 

C(t) = 2!-i 5ys1 C(!sys/ + 

where 

1::) (27) 

Ki' Kj, and Kk hold the sign information which 

resulted from the extraction of 

symbols, 
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is a combination of symbolic parame ters 

containing y, 
s 

is a combination of symbolic parameters 

containing g, 
m 

is a combination of symbolic parameters 

containing neither g nor y, 
m s 

is an I.AM from which the symbol set S 
Ys. 

J_ 

has been extracted and all other symbols 

set to zero, 

is an IAM from which the symbol set S 
gm. 

J 

has been extracted and all other symbols 

set to zero, and 

Y8 is an IAM from which the symbol set Sk 
k 

has been extracted and all other symbols 

set to zero. 

We can solve for P and P of (27) by equating like 
gm · Y s 

terms of (25) and (27) to get 
lV\ 

I \. ~ ). 
Pys = Ys l K; Sys .. C(Ys-"•. 

f_ ) ~ 1S, 

t=\ 
N 

and 

Pgm = 9m \i<,i5<Jm. C(ls<.lm.) 
Lj-=I J j 

The following procedure is used to obtain the 

contribution to P of the j th symbol combination. 
gm 

Step 1 Form the valid symbol combination S 

(28) 

(29) 

gm. 
J 



Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

13 

Extract each symbol contained ins from 
gm. 

J 

the IAM using the procedure described on 

page 14 to form Ys keeping track of the 

gm. 
J 

sign information K. 
J 

Evaluate C(YS to obtain a polynomial ins 

gm. 
J 

Multiply K. by the value of each symbol 
J 

contained in S except gm 
gm. 

J 

Combine the results of Step 3 and Step 4 

Return to Step 1 and repeat the process 

until all valid symbol combinations which 

contain g have been evaluated 
m 

Sum the contributions for each power of s 

to obtain the numerator polynomial P 
gm 

P is formed using the same procedure. 
Ys 

In (28) and (29) division by y and g, respectively, 
s m 

is indicated. This is achieved during the above process by 

simply ignoring them during computation. 

The extraction of a symbol from the IAM is based on 

another form for C(Y) discussed by Alderson and Lin [4] and 

repeated here. 



14 

where a is a symbol which appears in the IAM represented by 

Yin exactly four elements as follows: 

Yja=O 

y 
a 

= -a + y. I a=O 
im 

= a + y. I a=O 
Jm 

is an IAM where all symbols have been 

set to zero, and 

is an IAM from which a has been extracted 

The actual extraction is accomplished by adding row j 

to row i, adding column m to column k, then deleting row j 

and column m. 

The relationship in (30) is extended to multiple 

extractions by its repeated application as illustrated by 

the following example. Let g and y be two symbols m s 

contained in the IAM of the modified network of Figure 4. By 

applying (30) once to extract g we get m 

( 31) 

Now apply (30) to this result to get 
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( 32) 

Referring back to (25) we can equate terms to get 

PO = C (:t:::) (33) 

Pgm = (-l)jl+ml gm C ~!ly
5
=0) gm] (34) 

( 3 5) 

Y does not exist. Since g and y appear in the 
gmys m s 

same rows of the IAM, the extraction process results in 

y -y in elements y. k and y. meaning y does not 
s s 1 2 2 i 2m2 s 

appear in Y . The combination g y is therefore invalidF 
gm m s 

and in fact can never be valid for any network. 

From (26), (34) ,and (35) 

(36) 

This example illustrates the special case when there 

are no symbols in the original network. 



CHAPTER II 

PROGRAM DESCRIPTION 

The description of the program is based on the flow 

diagrams of Appendix A and B. Each block of the flow diagram 

is numbered and referenced in the text. 

The structure of the program is diagrammed in Figure 5. 

There are two separate executable programs which make up the 

overall noise analysis package. These are NOISE.F4 and SOLVE 

.F4. NOISE.F4 determines the noise equation coefficients for 

each noise source in the network. It also determines the 

voltage transfer function of the network. SOLVE.F4 performs 

the numerical integration of each equation to determine the 

output noise contributed by each source then sums the result 

to obtain the total output noise. 

NOISE.F4 consists of a main program and twelve 

subroutines. Figure 5 shows that the program has four levels 

of subroutines. 

SOLVE.F4 consists of a main program and two 

subroutines. 

Description of NOISE.F4 

Blocks 1 thru 32 constitute the data entry portion of 

the program. Here the input data is accepted from a user 

specified data file and formatted so the program can process 

the information. The user must provide the following 



NOISE.F4 SOLVE.F4 

MAIN MAIN 

PAREXT INT 

MANIAMJ IMAT,CONI I FFORMI I NEQN I 
r---1 

EJ 
-J 

NOCAPI I SUBl I I SUB2 I I SUB3 I I SUB4 I 

Program Level Breakdown 

Figure 5 
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a) the number of nodes in the network, 

b) a description of each element(i.e. R,G), 

c) the nodes which the element connects, 

d) its value (if applicable), 

e) in the case of a controlled source, the 

nodes of the controlling voltage, 

f) the input and output nodes, and 

g) the frequencies over which the output 

noise voltage is to be computed. 

Table 1 summarizes the information needed by the program 

for each type of element and what the program does with it. 

Type 

Resistor 

Capacitor 

vccs 

Op-amp 

Data Required 

Connecting nodes 
Value 

Connecting nodes 
Value 

Connecting nodes 
Controlling nodes 
Value 

Connecting nodes 

Program Action 

Left in symbol form. Stores 
location of symbol, its 
value, and its PSD 

Inserts value into 1AM 

Inserts value into IAM 

Uses operational amplifier 
model. Inserts non-symbol 
values into IAM. Stores 
location of symbols, values, 
and noise generator PSD's. 

Program Input Requirements 

Table 1 
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Block 33 provides a check on the order of the network 

IAM. If the order of the IAM is less than three, the 

parameter extraction method cannot be used. If the order is 

equal to three, then the algorithm can be used but no 

symbolic parameters can be used except gm and ys which are 

necessary to solve for the voltage transfer function. If the 

order of the IAM is greater than three, the algorithm can be 

used. 

Whenever a symbol is extracted from the IAM, a row and 

column are deleted, reducing the order of the IAM by one. 

We desire to solve C(Y), but to have a cofactor the order of 

Y must be greater than one. Since we are looking for the 

voltage transfer function, each term must contain either 

gm or ys( See (25) and (26)). Both symbols will not appear 

in the same term. If N is the order of the IAM, then N-2 

is the maximum number of extractions that can be performed. 

However, one of these is g or y. Therefore only N-3 m s 

original network symbolic parameters can be processed at 

any one time. 

It is easy to see that if N=3 then no original network 

symbolic parameters can be extracted. But if N>3 then the 

symbolic parameters can be processed N-3 at a time. 

Obviously, if N<3 not even g or y can be symbols thus m s 

defeating the algorithm. 

In block 34 the frequencies over which the output noise 

is to be computed are requested. At this point, the network 



20 

has been fully defined and the processing may begin. 

Block 35 segments the symbols into groups of N-3. 

Because of array dimensioning constraints, the maximum 

number of symbols that can be processed at any one time 

is three. If N-3 is greater than three, the group size 

is set at three. Symbols not belonging to the group being 

processed have their values inserted into the IAM(Block 36). 

In block 37, the network is modified as shown in 

Figure 4. This procedure involves storing the position of 

the elements in the IAM where g and y appear. This is the 
m s 

same procedure indicated in the right-hand column of Table 

1 for resistor symbols. The coding of the positions of the 

symbolic parameters in the IAM will be discussed next. 

Each of the network elements will appe~r in the IAM in 

four places as illustrated by the example for R1 and c1 in 

Figure 6. 

s + 
GI - ·G1 0 

-G, G1 0 

0 0 0 

Symbol Location in IAM 

Figure 6 

The symmetrical location of each element in the IAM is the 

result of applying Kirchhoff's current law at each node of 
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the network to obtain the network nodal equations in the 

form I= YV, where Y = sC + G, the IAM. 

The rows and columns where each element is located in 

the IAM can be represented by a quintuple (5 element vector) 

(i j k m p) (37) 

where i and j are row indicators, k and mare column 

indicators, and pis the symbol identifier. Each symbol is 

coded in this manner [4] . 

Blocks 38 and 39 involve forming a symbol combination 

and checking its validity (e.g., whether it is part of the 

voltage transfer function). This can be done without 

touching the I.AM itself by comparing the elements of the 

quintuples. The process is described in detail in [4], and 

is summarized here. It is best illustrated by example. 

Consider the network 

CD 

Low Pass Filter Network 

Figure 7 

G 3 
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where G1 , G2 , and G3 are noise sources and therefore 

symbols. The 1AM associated with this network is 

0 -sC -G 
' z 

0 61 -G, 0 

-sC
1
-G 2 -G, 

Gi+ Gz 
-G3 

+G3+sCi 

0 

( 3 8) 

The location of the symbols are coded in quintuplet 

form as 

(2,3,2,3,l)G 
1 

(l,3,l,3,2)G 
2 

{ 3 9) 

{3,4,3,4,3)G 
3 

For this example, the network will not be modified as 

the procedure can be established without it. 

A symbol combination such as G1G2 is invalid if G2 does 
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not appear in the resultant IAM after the symbol G1 has been 

extracted. The procedure to extract a symbol involves adding 

row j to row i, adding column m to column k, then deleting 

row j and column m. Consider the symbol combination G1G2 . By 

extracting G1 , the IAM becomes 

sc, 
-sC 1 -G2 -G4 

+G +G 2 4 

G +6 
-s c1-Gz Z 3 -G-3 

+sC 1 
( 4 0) 

-G4 -G 
3 G3+G4 

The position of G2 in this IAM is 

(1,2,1,2,2) ( 41) 

Since G
2 

exists in (40), the combination G1G2 is valid. 

Now consider the symbol combination G1G3 . After 

extracting G
1

, the position of G3 in the resulting IAM is 

(2,3,2,3,3) ( 4 2) 

This combination is also valid. 

The process continues for the combination G1G2G3 by 

extracting G
2 

from (40). The resulting IAM is 
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(43) 

The symbol combination G1G2G3 is valid since G
3 

exists in 

(43) after G1 and G2 have been extracted. The quintuple for 

G3 in (43) is 

(1,2,1,2,3) ( 4 4) 

Further insight into the procedure can be gained by 

utilizing a matrix L to organize the operation. The 

procedure is as follows. First, insert all quintuples into 

the first column of Las shown in (45). 

(2 3 Z 3 l) 

3 2) 

3) 
(1 
(3 

3 

4 3 4 

( 4 5) 

When a valid combination is found, the associated quintuple 

is inserted into the next higher column of L. For the 

example given, (41) and (42) would be inserted into column 

two of Las shown in (46). 

(44) reveals that G
3 

exists in the resultant IAM after 

both G
1 

and G
2 

have been extracted. This is indicated by 
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(Z 3 
.., 

3 I) (1 ·2 '? 2) s- '-

(1 3 3 z) (2 3 2 ·.:, 3) 
( 4 6) 

(3 4 3 4 3) 

inserting (44) into the third column of Las shown in (47) 

(2 3 2 3 ,) 

(1 3 

(3 

3 z) 

3) 4 3 4 

(1 2 2 Z) ( l 2 i 2 3) 

(2 ·3 2 3 3) 
( 4 7) 

For this example, the process would continue, checking 

the validity of G1G3 , G1 , G2 , and G3 . 

Block 40 involves the actual extraction of the symbols 

from the IAM. First, the original IAM must be saved since 

extraction will destroy the original matrix information. 

Once this has been done, the adding and deleting of rows and 

columns can begin. In the example, the information necessary 

to direct the extraction process is available in (47) for 

the symbol combination G1G2G3 . (47) is rewritten here with 

reference pointers added to clarify the discussion. 
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➔(2 3 2 3 1) ➔(1 2 2 2) ➔(, 2 2 3) 

(l 3 3 z) (2 3 2. 3 3) 
( 4 8) 

(3 4 3 4 3) 

If G1 , indicated by the reference pointer in column one, is 

extracted from the IAM, the resulting IAM has symbols G
2 

and 

G3 whose positions are given by 

(1,2,1,2,2) and 
(49) 

(2,3,2,3,3) 

If G2 , indicated by the reference pointer in column two, 

is extracted from the IAM which already has had G1 extracted, 

the resulting IAM has symbol G3 in the positions indicated 

by 

(1,2,1,2,3) (50) 

The three quintuples (49) and (50) contain the row and 

column information necessary to perform the actual 

extraction of G1 , G2 , and G3 from the IAM. 

Starting in column one, G1 is extracted from the 

original IAM of order four by adding row 3 to row 2, adding 

column 3 to column 2, then deleting row 3 and column 3. The 

IAM is now of order three. Then, following the pointer in 

column two of L, G
2 

is extracted from the new IAM by adding 
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row 2 to row 1, adding column 2 to column 1, then deleting 

row 2 and column 2. The IAM is now second order. The last 

extraction is accomplished on the resultant IAM by adding 

row 2 to row 1, adding column 2 to column 1, then deleting 

row 2 and column 2. The final IAM is of order one. 

When performing the elementary row and column operation 

operations, the sign may change. It is important to retain 

the sign information. The sign term will be (-l)j+m for 

each extraction. 

In block 41, the dimension of the resultant IAM is 

reduced by one to obtain the matrix whose determinant is the 

desired cofactor. This matrix, which is of the general form 

sC + G, is then converted using equivalence transformations 

to the form K(sI - A) to take advantage of one of many ~] 

fast efficient algorithms to solve for the characteristic 

equation of the matrix A. The process is discussed in detail 

in [4] and summarized here. 

Starting with an nxn matrix of the form sC+G, perform 

the following steps: 

Step 1 

Perform the elementary row and column operations 

to convert the matrix into the form of (51). If the 

rank of c is equal ton, then the form is sI-A and the 

process is complete. 
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r 
I. ➔ 0 Gll · . G,z ,XI 

IX I 

~(s~+~)QI = s + ( 51) 

0 0 Gz, G"22 

The final result is 

If i=O, then 

(53) 

is the final result. If ifn and ifO, then proceed to 

step 2. 

Step 2 

Perform the elementary row and column operations 

to convert (51) into the form of (54). 

I. . 0 
lXI 

0 0 

s + 0 

0 

I. I 

jXJ 

0 

0 (54) 

0 
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If the rank of c22 of (51) is equal to n-i, then the 

form is sI-A and the process is complete. 

(55) 

is the final result. c11 is as depicted in (54). If 

i+jin, then proceed to step 3. 

Step 3 

Perform the elementary row and column operations 

to convert (54) into the form of (56). 

C11 
'l)(P 

Cz, 

0 

0 

0 

P P P [ s C + G] n Q Q = -3-2-1 .. - - ~ --2-3 

C11 0 0 0 

C ii. 0 0 0 
vx.t 

0 0 0 0 s + 

0 0 0 0 

0 0 0 0 

V = i-q 

t = i-p 

G11 G,z 0 'I 0 
t.\_>'P ~"? 

Gl.l G.u. 0 0 0 
\,')i(t 

0 0 -:I .. 
J'A-J a 0 (56) 

I 0 0 0 0 ?"'r 

0 0 0 0 0 
l'":itl-4. 

r = k-p 

u = k-q 

where k=n-(i+j). If p<k or q<k, then det(sC+G)=O. If 

p=q=k, then the result is given by (57). 
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D ~t L-s c + G] = < -
1 

) D ,:1r[ ~ c + G J ( 5 7 ) 
- - Det[P3~fzf, 9,~z~~\] ~ 

5
-2 2 ----2 2 

where c22 and G22 are as depicted in (56). If c
22 

in 

(57) is the identity matrix, then the form is sI-A and 

the process is complete. If c 22~r, then we return to 

step 1 starting with sc22 + G22 of (57) instead of 

sC + G. The process is iterated until the desired form 

is achieved. 

Block 42 represents the algorithm for solving 

det ( sI-A) . An existing program [s] v1as adapted for this 

application so that the output vector of the coefficients 

of the characteristic polynomial would be in the proper 

form. It is also possible for the matrix obtained in block 

41 to take the form G. This will occur if the original 

network had no capacitors, or if the capacitor values were 

eliminated by the parameter extraction process. For this 

case, it is impossible to ·convert the form of the matrix to 

sI-A so a separate subroutine called NOCAP is used to solve 

det (G) . 

Blocks 43 thru 45 code the transfer function as 

described on page 9. When all N-3 symbols in the group 

being processed have been processed, the transfer function 

is complete. 

In block 46, a symbol in the group of N-3 is selected 

to begin the process of determining its contribution to the 
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output noise. Block 47 selects the nodes of the chosen 

symbol as the new network output port and modifies the 

network with g and y accordingly. This follows the same 
m s 

procedure as block 37. 

Blocks 48 thru 55 are similar to blocks 38 thru 45 

except that only the numerator polynomial of the transfer 

function is computed since, according to (21), the 

denominator polynomial is not required to form the noise 

equation. Care must be taken not to destroy the coding of 

the positions of the symbols in the original transfer 

function. 

In block 56, the sensitivity function for the symbol 

being processed is formed from the coded original transfer 

function according to (22) and (23). 

In block 57, the coefficients of the noise equation are 

computed from the polynomials N(s)= PGMOUT(i), D(s)= 

PYSOUT(i), N' (s)= PGMJ(i), AIJ(s)= AIJ(i), and BKM(s)= 

BKM(i) according to (24). 

In block 58 thru 60 the noise equation coefficients, 

the PSD information for the source being processed, and 

the frequency limits over which the noise is to be 

computed are written on a user specified data file. The 

program then sequences through the remaining symbols in 

the group. When all the symbols of a group have been 

processed, another group is selected and the process from 

block 36 thru 60 is repeated; continuing until all symbols 
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have been processed. 

Finally, in block 61, the transfer function is printed 

along with a message instructing the user to execute SOLVE. 

Included in this message is the name of the data file which 

contains the noise equation information. 

Description of SOLVE.F4 

Block 1 constitutes the data entry portion of 

the program. Here the noise equation coefficients, the noise 

source PSD, and the frequency range of integration are read 

from the user specified data file. 

Blocks 2 thru 6 perform the actual integration of the 

noise equation. The integration routine uses the 

trapezoidal rule method of numerical integration with 

correction terms generated using Romberg's Method. It was 

adapted from DQATR which is part of the IBM Scientific 

Subroutine Package. 

Blocks 7 and 8 keep a running sum of the output noise 

power as each source is evaluated. 

When all sources(symbols) have been evaluated, block 

9 takes the square root of the noise power to obtain the 

output noise voltage. 

The output noise voltage is printed in block 10. 



CHAPTER III 

ANALYSIS OF AN INFINITE GAIN 

MULTIPLE FEEDBACK LOW PASS FILTER 

An infinite gain multiple feedback low pass filter will 

be analyzed to illustrate the procedure. The circuit is 

shown in Figure 8. This is the same circuit discussed by 

Treleaven et al [~. The results of the two methods will be 

compared and discussed in the next chapter. 

Step 1 

Label the nodes of the network with ground as node 

1 as shown in Figure 9. 

Step 2 

Create a data file with the network elements 

entered in the format of Table 2 . The discussion 

assumes the reader has knowledge of Fortran and the 

DEC-system 10 and has already performed the login 

procedure. With the system in Monitor mode(indicated 

by a"."), type the following. (User entries are 

underscored) 

.CREATE EX.DAT 

*00100 6 

00200 

00300 

00400 

00500 

R 

2,3 

1125. 

C 



+ 

E. 
in 

+ 

11250. 

1125. 

34 

1020. 

-6 2.2xlO 

2040. 

-6 .lxlO 

Infinite Gain Multiple Feedback LP Filter 

Figure 8 

11250. 

1125. 

-6 2.2xlO 

I 
-= CD 

1020.@) 

2040. 

LP Filter with Nodes Labeled 

Figure 9 

+ 

E out 

_r 

+ 

E out 

r 



Resistor 

Capacitor 

Operational N 
Amplifier 

Voltage 

Controlled 

Current 

Source 

35 

R 

C 

Entered in data file 
using three separate 
lines. 

Type 

Nodes(From,To) :(N ,N) 
X y 

Value 

or(N ,N ) 
y X 

Entered in data file 
using three lines. 

Type 

Nodes (From,To): (N ,N ) 
X y 

Value 

or(N ,N) 
y X 

Entered in data file 
using two lines. 

Type 

Nodes(-in,+in,out): 

(N-,N+,No) 

Entered in data file 
using four lines. 

Type 

Controlled nodes 
(From,To): 

(N IN ) 
X y 

Controlling nodes 
(From,To): 

(NZ ,Nt) 

Value 

Circuit Element Models 

Table 2 



00600 1,3 

00700 2.2D-6 

00800 R -
00900 3,6 

01000 11250. 

01100 R -
01200 3,4 

01300 1020. 

01400 C -
01500 4,6 

01600 .lD-6 

01700 R -
01800 1,5 

01900 2040. 

02000 OA 

02100 4,5,6 

02200 

02300 1,2 

02400 1,6 

02500 1. 

02600 10000. 

02700 $ 

*B 

EXIT 
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When entering the network data, the user must type 

a TAB or CTRL I for each line entry in the file. This 

will position the data in column 7. Also, the$ 

indicates the user has typed ESC. Each line is 

terminated by RETURN. The asterisk indicates the 

system is in the editor mode. Exiting the editor via 

the B command deletes the line numbers from the file. 

Step 3 

Execute the noise analysis program by typing the 

following . 

. EX NOISE 

LINK: Loading 

(LNKXCT NOISE Execution) 

INPUT FILENAME= CKTl.DAT 

OUTPUT FILENAME= SYNDI 

VOLTAGE TRANSFER FUNCTION 

NUMERATOR 
DENOMINATOR 

s3 s 

= 0.00D+0 0.00D+0 0.00D+0 0.14D-3 -0.40D+7 
= 0.00D+0 0.00D+0 0.l0D+l 0.89D+3 0.40D+6 

+++EXECUTE PROGRAM CALLED SOLVE AND USE SYNDI AS THE 
FILENAME+++ 

STOP 

END OF EXECUTION 

CPU TIME: 1.89 ELAPSED TIME: 51.68 

EXIT 

.EX SOLVE 
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LI NK: Loading 

(LNKXCT SOLVE Execution) 

INPUT FILENAME= SYNDI 

THE OUTPUT NOISE= 0.856D-05 

STOP 

END OF EXECUTION 

CPU TIME: 14.38 ELAPSED TIME: 22.92 

EXIT 

VOLTS 



CHAPTER IV 

DISCUSSION & CONCLUSIONS 

The transfer function printed in Chapter III for the 

Infinite Gain Multiple Feedb ack Low Pass Filter is the 

correct one for the network analyzed. However, it is not 

the ideal transfer function 

T(s) kc 

52 + k
1
s + k-z 

that might be expected. Due to the finite gain, finite 

input resistance, and non-zero output resistance of the 

op-amp model used, extra terms appear in the transfer 

function. The algorithm requires that the op-amp have a 

finite gain though it may be very high. It also requires 

that the model have a finite output resistance. These 

parameters are simulated using voltage controlled current 

sources and resistors since they both are of the form 

sC+G. If the gain or output resistor were not connected 

across the appropriate current source, the current would 

have no path to follow and the model would break down. 

Comparison of the results of this work with that of 

Treleaven et al [6] shows a disagreement of less than 3% 

in the value of the output noise. The effects of the 

non-ideal op-amp model appear to be minimal. 

One of the problems with computer-aided circuit 

analysis is keeping the numbers within the range that can 
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be represented by the hardware. Frequency scaling and 

transfer function normalization are employed by the 

program to help minimize the effects of this type of 

machine limitation. 

When capacitors are read from the input data file, 

9 
their values are multiplied by lxlO before they are 

inserted into the IAM. After the transfer function has been 

formed, it is normalized so the coefficient of the highest 

power of sin the denominator is 1.0. Then the transfer 
k 

function is unscaled by multiplying each term sk by (l0-9 ) . 

Subsequent to unsealing, the transfer function is again 

normalized so the coefficient of the highest power of s 

in the denominator is 1.0. This unscaled and twice 

normalized transfer function is the one printed by the 

program. 

The numerator and denominator of the noise equation 

are each of the form 

(58) 
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It is necessary to implement the noise equation in the 

form of (59) to avoid exponent overflows when wk is 

evaluated. Multiplying w by the k th root of the coefficient 

then raising the product to the k th power relieves the 

problem to a sufficient extent. 

The warning "EXPONENT UNDERFLOW" is printed during 

program execution when larger networks are analyzed. This 

means that the result of a multiplication or a division had 

a negative exponent whose magnitude was greater than that 

which can be represented by the machine. This occurred for 

the example of Chapter III. The accuracy of that analysis 

implies that the effect of the underflows is minimal. 

Conclusions 

The output noise voltage of 8.56µV obtained in 

Chapter III is within 3% of the 8.32µV value obtained by 

Treleaven et al [6]. The error can be accounted for by the 

slight difference in the model used for the operational 

amplifier current noise generators. The model used in this 

work is 

( 6 0) 

while [ 6] uses 

( 61) 
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There will be a larger contribution to the output noise due 

to the current noise generators when the model of (60) is 

used. 

The excellent agreement between the results of the two 

methods supports the validity of the algorithm implemented 

in this work. 

Topics for Future Investigation 

The program presented in this work is limited to 

second order networks containing resistors, capacitors, and 

operational amplifiers. The algorithm has been proven valid 

and could be expanded to include other network elements 

such as inductors and transistors. Any element can be 

handled by the program if it is modeled in the form sC+G. 

The implementation uses symbolic functions and 

evaluates them using a numerical integration technique. This 

was found to be extremely slow taking several minutes for 

moderate size networks. Alternative approaches which avoid 

the use of numerical integration might be more desirable 

from a cost/time standpoint and should be investigated. To 

be useful, however, it must be able to handle an arbitrary 

user defined network. 
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APPENDIX A 

OPERATIONAL AMPLIFIER MODEL 

The model used for all operational amplifiers is shown 

in Figure 10 on page 46 . The resistors Re , Ri - , and Ri + 
n n n 

a a a 

represent the input equivalent noise generated by the op-amp. 

The values for Ri 
n 

and Ri + 
n ' 

a 
the current noise sources, were 

a 

chosen to be ten times larger than the largest expected 

network resistance. The PSD assigned to these resistors is 

the PSD of the op-amp equivalent input current noise 

generators and is not in any way related to the resistor 

value. The value for Re was chosen to be ten times smaller 
n 

a 
than the smallest expected network resistance. The PSD 

assigned to this resistor is the PSD of the op-amp 

equivalent input voltage noise generator and is not related 

to the resistor value. 

The noise generator PSD's are of the form K(l+wb/w) 

where 

-17 2 voltage noise generator K = 7xl0 V /radian 

2.39x1o- 9 v2/radian current noise generator 

and wb = 785.4 radians/second 

These values are derived from typical values for 

and fb given in l6] as follows. The three source 

equivalent input noise model of an operational amplifier is 

shown in Figure 11. The algorithm cannot handle an ideal 
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R. 
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a 
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Operational Amplifier Model 

Figure 10 

Re = 10. 
n 

a 

. + 1 8 Ri = R. = 0 
n i a n 

a 
6 
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in 

R = l.6xl0 
5 

g 
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0 
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e n 
----4ao+ __ ___,.__~ 

. + 
l n 
~a 

Operational Amplifier Noise Model 

Figure 11 

voltage source such as e , so it must be modeled as a 
n 

a 

noiseless resistor R in series with a voltage source e n 
a 

The value of R should be kept as small as possible. A 10 ohm 

resistor is used in the program. 

Ideal current sources such as i and i + pose a 
n n 

a a 

similar problem. They also are not compatible with the 

algorithm so they are modeled as a noiseless resistor R in 

parallel with a current source i . The value of R should be 
n 

a 

kept as large as possible. A l00M ohm resistor is used in 

the program. The algorithm, however, cannot handle current 

noise sources so they must be converted to equivalent 

voltage noise sources. This is accomplished by multiplying 

i n 
a 

by R to get e . n. 
l 

The typical values of 
2 

e , n 
;:i_ 

i n 
a 

2 . +2 
in , and fb for the 

a 
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741 op-amp are given in Table 3 [6] . 

2 4.4xlo-16 V2/Hz e n a 

2 2 +2 
l.Sxlo- 24 A2/Hz i = i = i n n n 

a a a 

fb 125 Hz 

Operational Amplifier Noise Characteristics 

Table 3 

Since the program uses w instead off as the frequency 

variable, e 
2 and i 2 must be divided by 2TT and fb 

n n 
a a 

multiplied by 2TT to give the correct result. 

Applying the appropriate factors above to en
2 , in2 , and 
a a 

fb yields the values for Kand wb appearing on page45. 

The remaining elements of the operational amplifier 

model of Figure 10 are used to simulate a finite input 

resistance(R. ) , a finite frequency invariant gain(R), and 
in g 

a finite output resistance(R). The values chosen for these 
0 

resistors reflect a typical 7 41. The parameters are 

summarized in Table 4. 

Input resistance lM ohm 

Gain 160,000 V/V 

Output resistance 50 ohms 

Operational Amplifier Characteristics 

Table 4 



APPENDIX B 

NOISE.F4 FLOW DIAGRAM 

1 

2 

8 

START 

READ 

# Nodes 

READ 

Component 
Type 

TYPE 

Illegal 
Component 

49 

y 

y 

y 

y 

y 



14 

50 

9 READ 
Nodes 

(Frorn,To) 

READ 

Value 

Store 
Value & 
Location 

Blocks 11 thru 13 deleted • 
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READ 

Nodes 
(From, To) 

READ 

Value 

17 Insert 
Value 

into IAM 



18 

19 

20 

52 

READ 
Nodes 

(Frorn,To) 

READ 
Controllin 

Nodes 

READ 

Value 

21 Insert 
Value 

into IAM 
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53 

READ 
Nodes 

(-,+,out) 

28 Increase 
# nodes 
by 2 

29 Store 

Model 
Symbol inf 

30 Insert 
Non-symhol 

values 
into IAM 

'---I ---G> 

Blocks 23 thru 27 deleted 
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31 READ 

3 

34 

35 

36 

37 

Input node 
(From,To) 

Output READ I 
nodes 

(FroP.1,To) 

READ 

Frequency 
limits 

Select 
group 

of symbols 

Insert 
other 

symbols 
into I~1 

Modify 
network 
with 

qm & s 

y 

STOP 
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38 Form 

N 

40 

41 

42 

43 

symbol 
cornbinatio 

Extract 
symbols 

from IAM 

Convert 
sC+G 
to 

sI-A 

Solve 
determinan 

Store 

polynomia 

N 

45 Form & sto e 
transfer 

function 
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56 

Select a 
symbol 

from grou 

47 Remodify 
network­

new output 
ort 

48 Form 

N 

50 

51 

52 

53 

symbol 

Combinatio 

Extract 
symbols 

from IAM 

Convert 
sC+G 
to 

sI-A 

Solve 

determina 

Store 

polynomial 

t 



57 

55 Form & sto e 
numerator 

polynomia 

56 Form & sto e 
sensitivi y 
function 

57 Determine 
noise 

equation 
coefficien s 

58 vJRITE 
Noise 

equation 
coefficien s 

TYPE 

Message 

STOP 
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APPENDIX C 

SOLVE.F4 FLOW DIAGRAM 

START 

l READ 

Input 
data 

Select 

symhol 

Compute 

point of 

evaluation 

Evaluate 

noise 

equation 

Update value 

of integral 

58 
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9 

59 

y 

Sum value of 

noise power 

y 

Compute 

squareroot 

of ower 

10 TYPE 

Output 
noise 

v ltaae 

STOP 
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