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Abstract

This report focuses on the main influences that inverter-based resources have on the power system.
It presents possible solutions that grid-forming inverters can propose as they displace synchronous
generators. The characteristics of grid-forming inverters and grid-following inverters with partic-
ular attention to the grid-forming inverters. It compares their differences and highlights the main
control methods utilized on grid-forming inverter controllers. A simulation is run in the IEEE 9-
Bus grid, where the results of loss of inertia and the impact that grid-forming inverters and virtual
inertia can have.
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Resumo

Este relatório foca-se nas principais influências que a produção através de energias renováveis
têm no sistema elétrico e propõe possíveis soluções que os inversores poderão proporcionar face
a diminuição de geração síncrona. São analisadas as características dos inversores grid-forming e
dos inversores grid-following, com especial atenção nos inversores que formam a rede. Compara-
se as suas diferenças e destaca-se os principais métodos de controlo utilizados nos controladores
de inversores que formam a rede. Uma simulação é realizada na rede IEEE de 9 barramentos,
onde são estudados os resultados da perda de inércia e o impacto que os inversores grid-forming e
a inércia virtual podem ter.
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Chapter 1

Introduction

In the AC conventional power systems, stability was easily maintained because of the physical

properties and control responses of large synchronous generators, where the primary control ob-

jectives of voltage and frequency regulation are achieved through exciter control and governor

control, respectively. Furthermore, these generators’ innate inertia helps keep frequency within

the operating limits during disturbances such as load changes or faults. These properties, coupled

with their ability to regulate the output voltage makes them near ideal voltage sources and essential

components to maintain a stable power grid.

Nowadays, the focus on energy generation has been shifted to renewable energies, stemming

from the concern for the environment, aiming for carbon-less energy production. This shift is

making these resources, such as wind and solar, have a higher demand making their presence in

the power system grow every year, along with energy storage devices, such as batteries. This

change in the power system is illustrated in Fig. 1.1.

Figure 1.1: The evolution of the Power System, where generators are being displaced. [1]

However, from a power system perspective, renewable electricity generation behaves quite

differently from traditional generation facilities. Instead of being centralized, where energy pro-

duction is obtained by a large-scale power plant and then dispatched to the end-users, renewable

1



2 Introduction

energy is dispersed, existing in the form of large or medium power farms situated in remote loca-

tions or small farms located near the end-users, making it harder to manage since the production is

no longer located in one point, but all over the grid. That’s because many renewable energy sources

have their power output dependent on natural resources entirely, which are highly variable, mean-

ing that it may not be possible to control or regulate their energy production (non-dispatchable)

during the occasions when the resources are not available. Lastly, many of these new energy

sources are connected to the power system through power electronic inverters rather than spinning

electromechanical machines. These inverters used in inverter-based resources (IBRs) are generally

designed to follow the grid voltages and inject current into the existing grid, meaning that their

controllers rely on externally generated voltages by synchronous machines to operate. Therefore,

they are known as grid-following inverters (GFLIs). This also means that these resources don’t

have the inertia that the generators can provide, needed for the system’s normal functioning, com-

promising the stability in grids where synchronous generation is decreasing (reduced inertia grids)

and can’t provide the voltage necessary for the entire grid. In case of unintended separation of

the power system, islanded systems comprising only GFLIs will not be capable of functioning

autonomously. Similarly, after a blackout, grid-following inverters cannot support the restoration

process of the bulk power system.

For these reasons, new solutions have been researched to allow the presence of renewable

sources to grow in the grid while mitigating the problems caused by the loss of synchronous

generation. One of them is changing the control methods of the inverters to provide regulable

voltage, simulating a conventional synchronous generator and creating a local power grid. These

types of converters are called grid-forming converters (GFMIs). These controls were initially

designed to be deployed in small power systems (e.g., microgrids) and on small islands (such

as the Azores, Graciosa). Today, grid-forming controls are being considered for deployment in

higher-scale power systems because of their ability to enhance the stability of these grids in regions

or when inverter-based resources primarily serve loads.

This work will focus on the comprehensive analysis of the grid-forming and grid-following

power converters along with RMS-based modeling approaches suitable for dynamic stability stud-

ies in reduced inertia grids, comparing grid-supporting capabilities between grid-forming inverters

and grid-following inverters with frequency support.

1.0.1 Motivation and Objectives

In this dissertation, the challenges created by the increase of renewable energy sources presence

in the grid will be addressed. This increase, coupled with the progressive displacement of syn-

chronous generation, reduces the synchronous inertia present in the system. This inertia reduction

makes the grid more susceptible to disturbances and can lead to instability issues, so this work will

study how grid-forming inverters can lead to a sturdier system.

This work will first detail the main differences between how synchronous generation and
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inverter-based resources operate, with attention to voltage and frequency control and system pro-

tection. Secondly, the characteristics of grid-forming and grid-following inverters will be pre-

sented, exploring their capabilities, advantages, and limitations to provide a clear understanding

of how they can contribute to grid stability and resilience.

A dynamic study encompassing various scenarios is done, with different amounts of inertia

present in the system. This is done in order to assess the impacts of inertia reduction on grid

performance, by analysing key frequency indicators, such as Frequency Nadir and Rate of Change

of Frequency (RoCoF). By simulating these disturbances in the grid, the research aims to elucidate

how grid-forming and grid-following inverters with respond to the changes in the system and how

they can mitigate the adverse effects of reduced inertia.

1.0.2 Document Structure

This document is composed of five chapters:

• In Chapter 1, the introduction to the theme and the context of the work are specified;

• In chapter 2, a literature review of the theme is presented;

• In Chapter 3, the models of the generation, grid-following and grid-forming inverters are

presented and detailed.

• In chapter 4, the test system and scenarios are described, along with the results obtained and

posterior analysis.
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Chapter 2

Impact of Renewable Energy Sources
on the Power System and
Grid—Forming Inverters as a Solution

Traditionally, the main parameters to establish system stability are energy dispatch, voltage and

frequency regulation, and fault protection (associated with rotor angle/dynamic stability). The

shift from generation from conventional synchronous sources to inverter-based resources requires

system protection and management to be re-engineered and updated to support this change. New

grid codes have to be established since uncertainty is higher now due to increased decentralized

production.

In this section, the problems that surfaced because of the increasing share of IBRs on the grid

will be addressed, along with the possible solutions that the GFMIs can provide in order to improve

the power system’s sturdiness. Of course, the problem of voltage regulation on weaker grids isn’t

completely new. Voltage has to be regulated in order to ensure that devices, machines and loads

connected to the grid are being operated at their rated voltage to avoid risk of malfunctioning,

overloading or deteriorating. So, there already are other methods and devices that have been

developed and can be integrated into the power system in order to help regulate and control the

voltage. The methods can be new grid codes, updated to be on par with new technologies and

interactions and ensure proper regulation through defined rules and limits, and the devices utilized

can be load tap transformers or FACTS devices, whether it be static or variable [2].

But while they help with the voltage regulation, if there are not enough elements in the grid to

define the voltage properly, these methods may not be enough to ensure proper voltage regulation

and that’s where GFMIs enter as new possible solution.

2.1 Frequency Regulation

Frequency regulation’s sole objective is to keep/control the frequency at the nominal or set value

(50 Hz in Europe and 60 Hz in North America). For power systems to have a satisfactory operation,

5
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it’s important that frequency remains constant. In this section a comparison between the properties

of synchronous generation and Inverter-based resources will be made.

2.1.1 Synchronous Machine Inertial Behaviour

On grids dominated by synchronous generators, system frequency is maintained by the inherent

mechanics of the rotating masses of the generators. These masses store energy, known as inertia.

In general, inertia is defined as the resistance of a physical object to a change in its state of motion,

including changes in its speed and direction [3]. Applying this definition to a traditional electrical

power system, the physical objects that are in motion are the rotating machinery (synchronous

generators and turbines, induction generators, etc.), connected to the power system. The resistance

to the change in rotational speed is expressed by the moment of inertia of their rotating mass

[4]. As the name suggests, the generators are connected in synchronism to the system, so their

mechanical speed (ωg) is directly coupled to the electrical angular frequency (ωe). This behaviour

can be expressed by the swing equation of single generator, which is described as follows [3]:

Pm −Pe =
d JSGW 2

e
2

dt
(2.1)

The right side of Equation 2.1 is the derivative of the kinetic energy (ESG) stored in the turbine

and generator. This energy is called the inertia constant of a synchronous machine (HSG). It

represents the time period (in seconds) that a generator can provide nominal power by only using

the kinetic energy stored, and is defined as the relation between the stored kinetic energy in the

rotating mass (generator and turbine) when it’s spinning at the nominal angular system frequency

(ωe,0 ), as described in Equation 2.2.

HSG =

JSGW 2
e,0

2
SSG

=
ESG

SSG
(2.2)

With SSG being the apparent power of the generator. Converting Equation 2.2 to per unit values

(−), using Equation 2.1 leads to:

2HSG · dωe

dt
·ωe = Pm −Pe (2.3)

Since the system frequency is considered as a global system parameter, all the power units can

be aggregated into one single unit, represented by a single mass model:

2Hsys ·
dωe

dt
·ωe = Pg −P1 (2.4)

With:

Hsys =
∑

n
i=1 HiSi

Ssys
=

∑ESG

Ssys
(2.5)

ωe =
∑

n
i=1 Hiωi

∑
n
i=1 Hi

(2.6)
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Equation 2.5 being the inertia constant of the power system (assuming only synchronous con-

nected generation and ignoring the inertia coming from the load), P g the total generated power

and Pl the total load power. Ssys is defined as the total generation capacity connected to the system.

Equation 2.6 implements the speed of the centre of inertia. Assuming (ωe) = 1, we can reach the

conclusion:

2Hsys ·
dωe

dt
= Pg −P1 (2.7)

Through this equation and the general definition of inertia in a traditional power system, the

overall inertia can be understood as the collective resistance, manifested as kinetic energy ex-

change between synchronously connected machines (referred to as synchronous inertia). This

exchange effectively mitigates frequency fluctuations arising from imbalances between power

generation and demand. After a fault occurs, such as line outage or load variation, causing the

system’s frequency to change abruptly, the inertia stored in the generators acts and counters this

sudden change, in the short term (up to 5s). Then, primary control acts: the speed-governors of

each generator, affected by the change in active power output, set the new deviated frequency. This

new frequency is established by the droop law of the generators’ governors. After that secondary

control takes place: the automatic generation control (AGC) adjusts the new power output set-

points according to the new load situation, and so the frequency goes back to its nominal value.

This course of actions can be visualized in Figure 2.1. It’s the inertia present in the generators

that allows the system’s frequency to be kept between safe limits, avoiding rupture of the system

operation.

Figure 2.1: Frequency evolution in a synchronous machine dominated grid after a disturbance. [5]

2.1.2 Frequency Regulation on Grids with reduced Inertia

Machine-based generators are being gradually pushed out of the grid, and as a result, the inertia

present in the system is decreased. We can see an example of this trend in Figure 2.2 This is

happening because IBRs with grid-following controls don’t possess inertia. Due to their nature,

they are not directly coupled to the electrical system like synchronous generators, but as the name
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implies, are connected through inverters. The link between the rotational speed of the generator

and the system frequency is therefore removed. As IBRs behave differently, system damping

capabilities are reduced.

Figure 2.2: Evolution of UK’s international grids inertia and possible trend in the next years. [6]

Because of the previously mentioned reasons, in a low inertia grid, the rate of change in fre-

quency (RoCoF) is higher, and the frequency nadir may fall out of the bounds for secure operation,

meaning classic frequency response as seen in Figure 2.1 could no longer be valid [6]. This hap-

pens because there’s an insufficient inertial response to counteract the frequency swing, making

faster control actions necessary to arrest the frequency swings caused by generation and load im-

balance.

To accommodate the need for a faster frequency control action after a large disturbance, me-

chanic generators might not be fast enough to provide primary frequency control, meaning that

inverters, such as GFMIs, appear to be the most viable option for primary frequency control in

systems with low inertia. In April of 2016, the Commission Regulation (EU) 2016/631 establish-

ing a network code on requirements for grid connection of generators was instated [7]. One of

the requirements dictates how IBRs shall participate in the Frequency Containment Reserve and

provide active power in case of faults, further improving the systems stability.

As said before, in the case of synchronous machines, the rotor provides instant inertial re-

sponse, and after that, the primary control takes over. A faster primary frequency response can be

obtained through power converters, as seen in Figure 2.3.

Unlike synchronous generators, GFMIs don’t have kinetic energy stored in their rotating

masses ready to be delivered in case of a frequency anomaly. So, it’s necessary to resort to dif-

ferent methods to inject power into the grid when needed. Usually, grid-forming inverters are

coupled with energy storage (such as batteries) in their DC side, or they’re operated below their

nominal rating to leave some headroom available for deployment when needed. Still, that unused

headroom could represent an opportunity cost for both renewable and fossil-fueled generation.
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Figure 2.3: Typical time scales of frequency-related dynamics control in conventional synchronous
system, along with typical time scales of frequency control provided by CIG. [5]

All grid-forming controls contain P-f steady-state droop law, no matter the type of control.

This law mimics governor’s behaviour in synchronous generators and is responsible for manag-

ing steady-state frequency deviations, meaning that the steady-state operation of GFMIs is equal

between all control methods, yet dynamic response differs [1].

2.1.3 RoCoF and Measurement

Occurrences in the system that cause and imbalance between the total power outputted by the

generation units and the total power that is being consumed in the power system lead frequency to

deviate from its nominal value. The system frequency undergoes constant variations due to regular

fluctuations in generation and load. As explained earlier, the available instantaneous inertia in the

system determines the initial rate at which the frequency will deviate in response to a particular

power imbalance. This is why the RoCoF and important metric that is utilized to measure system

stability and can be calculated as shown in Equation 2.8.

RoCoF =
d f
dt

=
∆Pimbalance

PLoad
· f0

2H
(2.8)

By analysing 2.8, it can be extracted that the inertia constant is inversely proportional to the

RoCoF.

In large interconnected power systems, the issue of rapid rate of change in frequency is not

a significant concern unless there is a system split, leading to the creation of smaller islands.

However, in smaller, independently synchronous systems like those in Australia, Great Britain,

Ireland, and Texas (United States), this phenomenon becomes evident and has necessitated the

implementation of measures to mitigate its impact for various reasons [8]:

• Undesirable Frequency Containment: A high RoCoF is generally unfavorable as it reduces

the time available for frequency containment reserves to address and stabilize the frequency

deviation.
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• Stress on Synchronous Generating Units: Most synchronous generating units are not de-

signed to withstand high RoCoF events, which physically strain the generator and prime

mover components.

• Role in Anti-Islanding Protection: RoCoF is utilized as an indicator in certain anti-islanding

protection schemes. These schemes aim to detect situations where distributed energy re-

sources (DERs) may unintentionally continue to operate in isolation from the main grid.

High RoCoF events can be an indication of such scenarios, leading to DER disconnection

as a protective measure.

To ensure the stability and reliable operation of these smaller systems, managing RoCoF has

become an essential aspect of their grid management strategies. However, power system opera-

tors encounter a significant challenge in obtaining reliable measurements of the rate of change of

frequency (RoCoF) during system imbalance events. The precise measurement of frequency and

its rate of change is crucial in power systems, as they serve as essential input signals for control

and protection systems. Inaccuracies in these measurements and calculations can lead to false

activation of the protection systems, triggering unnecessary disconnections of generators from the

grid. These spurious activations can aggravate frequency management issues and introduce fur-

ther complications in the power system’s operation and stability. Hence, ensuring accurate and

trustworthy measurements of frequency and RoCoF is vital to maintain grid reliability and prevent

unnecessary disruptions [9].

The value of the measured RoCoF depends on the window over which they are measured. As

seen in Figure 2.4, higher measurement windows usually lead to lower RoCoF values, and lower

measurement windows lead to higher values. Short measuring windows provide more detailed

information on the instantaneous RoCoF enabling a more precise assessment of the current situ-

ation. However, they are also more susceptible to noise and fluctuations, which can lead to less

reliable measurements. On the other hand, using longer averaging periods can help reduce the im-

pact of noise and provide a more stable measurement. However, this comes at the cost of increased

latency in the final control signal [9].

Finding the right balance between accuracy and latency is crucial for power system operators.

They need to choose a measuring window that offers sufficiently accurate and reliable measure-

ments of RoCoF while keeping the latency at an acceptable level. It’s a trade-off between obtaining

timely and accurate data to make informed decisions and avoiding excessive delays in implement-

ing necessary control actions. Ensuring this balance warrants effective and efficient management

of power system operations during imbalance events [9]. In isolated systems such as Ireland and

the UK, the maximum RoCoF of 1 Hz/s with a window of 500 ms is being utilized. Most grid

code requirements pertaining to continuous frequency operating ranges can be directly attributed

to the IEEE and IEC standards. This is evident from the ± 0.02 per unit range, which is mandated

by almost all the examples illustrated in Figure 2.5, which demonstrates the acceptable frequency

deviation allowed in various countries [8].
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Figure 2.4: Effect of measurement window time on ROCOF value derived from a frequency signal.
[9]

Figure 2.5: Frequency ranges required in grid codes in different synchronous areas of different
sizes. [8]
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2.1.4 Solar and Wind Power: Modes of Operation

Inverter-based resources such as wind and solar power are now required to possess the same qual-

ities as synchronous generators. In this section, their influence in the regulation of the systems

frequency will be addressed, along with the possible modes of operation these two types of RES

can perform.

2.1.4.1 Maximum Power Point Tracking (MPPT)

As the name indicates, maximum power point tracking is a mode of operation with the objective

of extracting the maximum amount of output power available at any given point in a production

unit. In the case of wind production, the theoretical amount of power that they can extract from

the wind is given by Equation 2.9, where ρ is the air density (kg/m3), A is the area covered by the

blades (m2), and v the wind speed (m/s) [10].

PWind =
1
2

ρAv3 (2.9)

However not all energy from the wind can be utilized, leading to the use of CP , which usually

given as a function of the tip speed ratio λ (the ratio between the speed at the blade’s extremity

and the actual wind speed [10] and the blade pitch angle β (the angle between the plane of rotation

and the blade cross section chord). It has a maximum value of 0.59, meaning that a turbine can

only extract 59% of the wind power. So the actual power outputted by a wind turbine is given by

Equation 2.10 [11]:

PWind =
1
2

ρACP(λ )v3 , λ =
rωR

v
(2.10)

Where ωR is the angular velocity of the rotor (rad/s) and r is the rotor radius (meters). For a

wind turbine, the typical power curve is shown in Figure 2.6. The peak-power-tracking scheme

is based on this characteristic of the wind turbines, and is employed in order to generate the

maximum amount of power.

The method applies incremental adjustments to the speed while continuously monitoring the

power output and assessing ∆P/∆ω . When this ratio is positive, indicating that increasing speed

results in greater power output, the speed is further increased. On the other hand, if the ratio is

negative, further speed changes would decrease power generation. So the speed is maintained at

a level where ∆P/∆ω approaches zero. This scheme is indifferent to errors in local wind speed

measurements and variations in wind turbine design, making it the preferred method. In a multi-

turbine wind farm, each turbine necessitates its own control loop [13], represented in Figure 2.7:

In photovoltaic (PV) systems, the MPPT is usually performed by the DC-DC inverter. The

Maximum Power Point (MPP) is achieved by controlling the load curve of the PV module or

string, making it to intersect the I–V curve where iPV × vPV is maximal as shown in Figure 2.8.

There are several algorithms developed that can achieve the MPP, among them the Perturb and

Observe method. This method is analogous to the previously mentioned peak-power-tracking
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Figure 2.6: Power curve of wind turbine in relation to wind speed. [12]

Figure 2.7: Scheme diagram for maximum power output for each wind turbine. [13]
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method employed in wind power. As perturbances are introduced through voltage variations, the

change in power is observed. If power rises after the change, that direction shall be used again in

the next iteration, until ∆P/∆V reaches zero [14].

n

Figure 2.8: MPPT Operation of PV Unit. [13]

2.1.4.2 Deloaded Operation

In this mode of operation, the generation units are still harvesting a reasonable amount of power,

but below their maximum value, so there is a reserve of power available to participate in primary

frequency control in case of disturbances in the system. In wind farms, the wind turbine’s deloaded

mode has two operational options: underspeeding and overspeeding the rotor, both designed to

optimize power extraction as depicted in Figure 2.9 [10].

This is called Rotor Speed Control. The overspeeding approach is typically favored due to its

ability to enhance the wind turbine generator’s active power, ensuring superior operational stability

and reliability in small-signal conditions [10]. The dynamic deloaded reference power (Pre f ) of

the deloaded wind turbine is calculated using Equation 2.11, where ωr,meas is rotor speed, Preserve

is power reserve margin, ωr,max is the maximum rotor speed and Pdel is the deloaded power [10].

Pre f = Pdel +Preserve
ωr,del −ωr,meas

ωr,del −ωr,max
(2.11)

Where Preserve and Pdel with respect to deloaded percentage (K) are solved using equations

2.12 and 2.13 respectively.

Preserve = K.Pdel (2.12)

Pdel = (1−K).Pmax (2.13)
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Figure 2.9: Deloaded operation active power curve of a Wind Turbine. [10]

In photovoltaic systems, deloaded operation is achieved by increasing the PV voltage beyond

the MPP voltage. As seen in Figure 2.10, by operating at a higher voltage, the PV module produces

lower power than its maximum output, thereby possessing an reserve of power ready to be used in

case of frequency disturbances.

Figure 2.10: Deloaded operation of a PV module. [15]

This approach neglects the consideration of the remaining reserve power for each individual

PV unit. Consequently, it assumes that all PV units contribute an equal amount of active power

necessary for frequency regulation. As a consequence of this assumption, certain PV units with

limited active power reserves may reach their MPP more rapidly, rendering them incapable of

further aiding in frequency regulation. This leads to an uneven distribution of frequency regulation

resources. To address this issue, a novel control signal, denoted as ∆Vreserve , must be introduced
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to represent the remaining reserve power. The updated DC voltage reference is then expressed

through Equation 2.14 [15]:

Vdcre f = (VMPP +Vdeload −Vdc∆ f )− (∆ f ×∆Vreserve ×KP2) (2.14)

This shows that both wind and solar systems can participate in the frequency containment

while in deloaded operation. While this appears to reduce the production of power, the grid is

stronger and better prepared for disturbances, meaning that the probability of system outages or

service delays can be avoided, improving the rentability of the resources. In cases where energy

storage is not available, deloaded operation should be considered.

2.1.4.3 Virtual Inertia

Virtual Inertia refers to the emulation of an inertial response through an inverter based-resource

following a disturbance that causes an imbalance in the power system. This response tries to sim-

ulate the inertial response of a synchronous generator. According to [16] there are four main types

of methods to emulate inertia: Synchronverters (based on electromagnetic and electromechani-

cal equations of synchronous generators), Ise Lab’s Topology (based on the swing equation of

synchronous generators), Virtual Synchronous Generators (based on the frequency/active power

response and droop-based controls). Almost all of these controls can be considered grid-forming

controls, so they will not be addressed here, since they are mentioned later in Chapter 2.5. The sole

exception is the Virtual Synchronous Generator method, since it is a current-source implementa-

tion and relies on the frequency of the system at all times, unlike all the other methods. This means

that this method for providing virtual inertia can be utilized in grid-following inverters operating

in deloaded mode. The Virtual Synchronous Generator present the units as dispatchable currents

sources that can provide dynamic frequency control [16]. The power outputted by the inverter is

described by the following equation:

Pinv = KD∆ω + kI
d∆ω

dt
(2.15)

where, ∆ω and d∆ω

dt represent the change in angular frequency and the corresponding rate-of-

change. KD and KI represent the damping and the inertial constant, respectively. The damping

constant, similar to frequency droop, stabilizes frequency and reduces the nadir, while the inertial

constant quickly counters RoCoF. This is crucial in isolated grids with high initial RoCoF, pre-

venting excessive relay triggers. Figure 2.11 shows the VSG topology and it also shows that a

PLL is required to measure frequency changes and ROCOF, while Equation 2.15 computes the in-

verter’s active power reference. While this method is easy to apply, it has disadvantages. The main

drawback of this topology is that it cannot be implemented in islanded modes where the virtual

inertia unit has to operate as a grid forming unit. Moreover, the system emulates inertia during

frequency variations, but not in input power variations. The use of a PLL is also a disadvantage,
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since performance of PLLs can degrade and compete against each other, especially in weak grids.

PLL systems are known to show steady-state errors and instability especially in weak grids [16].

Figure 2.11: Virtual synchronous generator (VSG) topology. [16]

2.2 Voltage Regulation

Voltage regulation describes the control actions that affect power production, increasing or de-

creasing real and/or reactive power along with network switching operations to keep the system

voltage within the acceptable range. Ideally, the system has the ability to provide near-constant

voltage during variable load and generation situations. As stated in the beginning of this chap-

ter, there are many elements that can participate in the voltage regulation such as transformers,

capacitor banks and synchronous generators.

A synchronous generator can regulate its voltage output through the excitation system, which

consists of an exciter and the respective Automatic Voltage Regulator (AVR). The output voltage of

the synchronous generator is regulated by the AVR, by controlling the amount of current supplied

to the generator by the exciter [17]. This control system is represented in Figure 2.12. The AVR

takes in measurements of current, power, terminal voltage, and frequency of the generator. Then,

the generator’s terminal voltage (Vg) is then adjusted for the load current (Ig) and compared to a

predefined reference voltage (Vre f ) to generate the voltage error (∆V ). Subsequently, this error is

amplified and applied to modify the exciter’s output, consequently regulating the generator’s field

current and eliminating the voltage error [18].

This configuration embodies a classic closed-loop control system. To ensure stable regulation,

a negative feedback loop is established directly from either the amplifier or the exciter. The AVR

subsystem also incorporates limiters to safeguard the AVR, exciter, and generator from excessive

voltage and current, by ensuring that AVR signals stay within predefined limits [18]. In the case of

multiple generators operating voltage regulation is achieved by adjusting active or reactive power

output and control coordination between the generators through their Q-V droop control, expressed
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Figure 2.12: Excitation System and AVR block diagram of a synchronous machine. [18]

as a linear relationship between reactive power and voltage. As so, it can generate reactive power

or absorb it depending on the system’s need [1].

As the generators are displaced and renewable resources take their place, the system loses the

ability to regulate voltage adequately, since GFLIs can’t contribute to voltage generation. These

types of inverters depend on the grid to supply a strong voltage support service, making voltage

regulation at the point of common coupling (PCC) in a system comprised solely of GLFIs very

difficult. Because of those reasons, GFMIs appear to be the promising solution to replace syn-

chronous generators as grid voltage providers in low inertia grids. Unlike GLFIs, that needs a syn-

chronizing unit (such as a PLL) to operate, GFMIs can reach synchronization as soon as they start

operating, similar to how a synchronous machine behaves, and a synchronization mechanism is not

necessary for normal operation [19]. Again, mirroring synchronous machines properties, inverters

provide voltage regulation through Q-V droop laws, which enables joint generation. Almost all

grid-forming controllers have a linear trade-off between steady-state voltage and reactive power,

called volt-volt ampere reactive (VAR) control. This method can be applied to grid-following

inverters as well.

It’s worth to mention that there are reports that indicate that adverse interactions in hybrid

grids, where both inverter and synchronous generators contribute for the voltage regulation [6].

This may be accentuated by the fact that machine voltage exciters and inverter control loops time-

lines overlap, but research is needed.

2.3 System Protection

System protection starts from the detection of abnormal grid operating conditions, such as low or

high impedance faults, and extends to the elimination of these conditions, usually by disconnecting

the faulted segments of the grid, with the objective of maintaining system stability. It is also

concerned with trying to ensure maximum availability of the network i.e., minimizing how much

of the network is disconnected and the duration of those outages, and restoring steady system
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operation. With the growth of renewable energy sources, and the displacement of synchronous

generators, system protection at the transmission-level is changing [20].

Traditional system protections heavily rely on the high fault currents that synchronous gener-

ators provide when a fault occurs in the grid. This helped detect and disperse occurrences where

faulty behaviour occurred without triggering unwanted tripping events, since synchronous gen-

erators’ presence was abundant with great ride-through capabilities. With the displacement of

synchronous generation, the ability to produce the necessary high currents on such occasions is

lost. Grid-following inverters are limited by their control scheme and hardware, so they usually

produce fault current of 2 p.u. or less in steady state, which compared to the currents of around

10 p.u. are too low [1]. This presents a challenge for conventional protection systems, since they

have higher difficulty discerning a real fault in the system from a casual voltage/frequency swing

and raising their sensitivity to power swings could cause unwanted tripping.

Another factor that worsens this problem is the change in the direction of power flow. On

archaic systems, power flow only happened in one direction, from the centralized production to the

consumers. With the surge of RES that is not the case anymore, causing bidirectional power flow,

effectively reducing the fault current even more if the currents have opposite directions. While

it has not been properly tested, compared to GFLIs, in theory GFMIs fault current would have a

better transient behaviour with higher fault currents. Nevertheless, according to [21], if the inverter

reaches its current limitation, the voltage at the PCC may drop, possibly reducing the active power

output so that grid-forming control loop is no longer closed. This can lead to instability, even if

enough energy storage is available. This could be improved by stronger semiconductor devices,

providing higher and more durable fault currents, or operation below the maximum rate. However,

this comes with the setback of higher associated costs and possible power losses [1].

In case of system shutdown, or islanding, where part of the grid is cut-off from the bulk system

caused by a high-signal fault, if the portion that was islanded has only grid-following inverters,

restoring the system will prove particularly challenging. On the other hand, grid-forming inverters

have black start capabilities since by having voltage source behaviour they don’t need a voltage

source to latch onto and synchronize. This behaviour has been consolidated in microgrids.

2.4 Grid-following Inverters and Grid-forming Inverters

A power electronic inverter converts DC power from an energy resource, such as wind or PV,

to AC power to be used in an AC power system. It usually consists of a DC-side (link), and an

AC-side (grid) with a passive filter to prevent switching harmonics from propagating into the grid.

Because the inverter power stage consists of switching devices and passive filters, a closed

loop controller is required so the inverter can operate. The two stages (power and controller) of

a typical inverter can be seen in Figure 2.13. This controller usually uses the measured system

variables and uses them to dictate the behaviour of the inverter, so it’s important to distinguish

both strategies addressed in this work. In these next chapters, the main characteristics of both

types of controllers will be approached.
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Figure 2.13: General Representation of Power Stage and Controller of an Inverter. [1]

2.4.1 Grid-following Inverter

While not being the main focus of this work, grid-following controllers are currently the default

inverter controller and will be into the near future, so it’s key to learn their properties in order to

understand grid stability operations.

They have as the primary objective the injection of active power into the grid, supporting the

grid as the secondary. As seen in Figure 2.14, the controller usually contains two main subsys-

tems: a phase-locked-loop (PLL) that estimates the instantaneous angle of the measured converter

terminal voltage and a current control loop that regulates the AC current injected into the grid.

Figure 2.14: General Scheme of Grid-Following Inverters Control. [1]
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This type of control is often referred to as current control because the current is the physical

quantity that is regulated. So, this control strategy is called grid-following because it assumes

that the system voltage and frequency are already being regulated by external resources, such as

synchronous generators, since it relies on that well-defined terminal voltage waveform so that its

PLL can lock onto and follow.

Despite relying on a well-defined frequency and voltage, grid-following inverters can be pro-

grammed to reduce their contribution to frequency swings. This is known as grid-support func-

tion, called frequency-watt control. Frequency-watt methods are an extension of established grid-

following methods, and they’ve already been used in several grids. This support function will be

addressed in the simulations.

2.4.2 Grid-forming Inverters

GFMIs’ primary objective is regulating the voltage and frequency of the grid. As so, they are

expected to perform as synchronous generators, and thus, it is essential to emulate the important

features of synchronous generators, such as the ability to supply constant power/voltage to the

grid, inertial response, and provide fault current behavior as much as possible.

Figure 2.15: Approximation of a Grid-forming Inverter. [22]

A GFMI can be approximated to a voltage source with a low series impedance, as shown in

Figure 2.15. Unlike grid-following inverters, they do not require a PLL to function. However,

some form of energy storage is required to maintain committed power delivery. Similarly, the

inertial response requires energy storage, at least for the duration of the required response.

With the current limitations that inverters are subjected to, it can be very difficult for the

GFMI to meet the fault current behavior in GFMIs at the same level as synchronous generators.

Therefore, GFMIs need to be oversized, which makes them expensive and less attractive from

an economical point of view. Converting conventional grid-following inverters to grid-forming

ones is typically not feasible for wind and solar applications. The possibility of achieving this
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transformation at a reasonable cost for existing battery storage applications varies, depending on

the type of installed inverters and the specific grid-forming capabilities required [8].

The key aspects and differences between the two types of inverters can be seen in the following

table:

Table 2.1: Main characteristics and differences of GFLIs and GFMIs.

2.5 Grid-forming Controllers

As mentioned before, new control methods have to be researched to control the GFMIs.

According to [22] these converters require new control schemes with the following features:

• Controllers must be compatible with existing systems.

• Robust operation, involving multiple converters distributed over a large geographical area,

without requiring real-time communications for fast control (decentralized control).

• Ability to operate without synchronous machines being present.

• Active and reactive power controls, while ensuring adequate power quality for energy supply

to loads.

The main types of grid-forming controls can be divided into three categories, as seen in Fig-

ure 2.16, droop control, virtual machines, and virtual oscillators. The main characteristics and

variations of these main approaches will be described.

2.5.1 Droop Control

Droop control is the most mature and well-established grid-forming method. It’s based on the

governor action of a prime mover driving a synchronous generator. It’s distinguished linear re-

lation between frequency and voltage versus real and reactive power. This property mirrors the
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Figure 2.16: Main grid-forming categories, along with their control scheme and droop relations.
[1]

synchronous machines behaviour in steady state. These “droop laws” give rise to system-wide

synchronization, where all units reach the same frequency and power sharing, meaning each unit

provides power in proportion to its capacity (or its programmable droop slope).

Usually, a low pass filter is utilized to filter out the high frequency harmonics. Another upside

is that unlike other control strategies, it does not require communication between channels, it

relies only on local measurements. Its performance has been consolidated over the years, and it

provides best steady-state performance than other control methods. Although transient response

of the control can be tuned by adjusting the droop slopes while obeying the stability limits, it can’t

provide inertia which is problematic in case of severe disturbances in low inertia grids.

2.5.2 Virtual Synchronous Machine

As the name suggests, this method tries to emulate a synchronous machine through the controls of

the inverter. The complexity of the virtual machine can vary greatly, and as shown if Figure 2.17

its most basic controller is based on a two-shaft synchronous model that includes stator, damper

and excitation windings. The model takes the measured voltage at the PCC and calculates in real-

time the output current of the virtual machine. The active power and reactive power are controlled

based on the virtual torque and virtual excitation voltage, respectively [23].

2.5.3 Synchronverter

Just as the previous method did, this method tries to emulate a synchronous machine. However,

it does not depend on the tracking of reference currents or voltages, and parameters, such as

inertia, damping, field inductance and mutual inductance can be adjusted on the fly. In order
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Figure 2.17: Power synchronization controller of the Virtual Synchronous Machine. [22]

to avoid the need for a dedicated synchronization unit, such as a phase-locked loop (PLL), self-

synchronization ability can be implemented by using a PI controller to drive the error between the

internal frequency and the grid frequency to zero, as described in [24]. Normally, the controller

relies on a dedicated synchronization unit to provide the frequency reference, voltage reference,

and phase reference.

2.5.4 Matching Control

This type of control manages the DC-AC energy exchange of a converter by matching the elec-

tromechanical energy exchange of a synchronous machine. It requires only measurements of the

DC voltage and no other inner loops, avoiding the usual control-delays that other types of strate-

gies have. It controls the DC link, similar to how a mechanical rotor is controlled. It utilizes the

duality of converter DC voltage and the generator rotor frequency, hence the name. It considers the

DC-link capacitor as a storage device. That capacitor’s voltage is utilized to regulate the frequency

of the converter bridge [25].

2.5.5 Virtual Oscillator Controllers

This method is based on the emulation of nonlinear oscillators. Its main characteristic is that the

model emulates an oscillator circuit with a natural frequency that coincides with the nominal AC

grid frequency. The oscillator is made of a resonant LC tank through which frequency can be set.

Studies show that this method also exhibits Q-V and P-f droop laws in steady state [22].



Chapter 3

Modelling of the Test System and
Generation Units

In this chapter, the modelling of the test system will be presented, along with the models and con-

trols for the synchronous generators, grid-following and grid-forming inverters. The test system

(9-Bus IEEE System) and all its components were built in a MATLAB/Simulink platform.

3.1 Synchronous Machine Modelling

To represent the synchronous generators, ideal voltage sources were avoided since they could not

adequately represent the machines dynamic behaviour. So, a model was developed, as seen in

Figure 3.3, that simulates a Round Rotor Synchronous Machine through the Synchronous Gen-

erator pu Standard block. It’s worth to mention that while the models utilized to simulate the

synchronous generators are the same for all generators, their parameters differ. The excitation

system of the governor is comprised of a thermic governor that sets the mechanical power of the

machine and an excitation system that regulates the output voltage, represented in Figure 3.4.

Both the synchronous generator and the excitation system are blocks available by default in the

Simulink Library. In Table 3.1, a description of the parameters used by the dynamic model is

provided.

The Excitation System block implements a DC exciter, without the exciter’s saturation func-

tion. The basic elements that form the Excitation System block are the voltage regulator and

the exciter, and its control is described in Figure 3.1. The exciter is represented by the transfer

(Equation 3.1 function between the exciter voltage V f d and the regulator’s output e f :

Vf d

e f
=

1
Ke + sTe

(3.1)

Where Ke is the exciter self-excitation at full load field voltage in p.u. and Te is the exciter

time constant in seconds.

25
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Table 3.1: Input parameters of the synchronous generator model.

Figure 3.1: Excitation System Control.
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The thermic governor (TGOV) was chosen and built, since it is simpler and allows for easier

parameter tuning than other existent governors, such as the hydraulic governor. The control system

incorporates a speed-droop block, where the parameter R is the permanent droop. Among the

various parameters, the position of the valves plays a crucial role as they regulate the flow of

steam. The governor’s time constant is represented by T1, while T3 models the reheater’s time

constant. T2/T3 signifies the fraction of total turbine power generated by the high-pressure section.

The turbine damping factor, Dt, denotes the derivative of power produced concerning the turbine

speed. For steam, nuclear, and gas turbines, Dt is commonly assumed to be zero. Within the speed

governor control loop, VMAX represents the upper speed limit, while VMIN serves as the lower

speed limit, and it should be greater than zero.

Figure 3.2: Block Diagram of steam turbine governor control. [26]

The model built in MATLAB/Simulink is present in Figure 3.5. In this example, the con-

trol presented has an integral regulation loop present in the generator with the highest nominal

rating, so that nominal frequency (50 Hz) can be achieved in steady-state operation. During the

simulations, this regulation loop is removed, since this dissertation aims to verify the primary re-

sponse/control of the generation units following a disturbance in the system.
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Figure 3.3: Model of the Synchronous Machine in MATLAB/Simulink environment.

Figure 3.4: Governor and Excitation System Models in MATLAB/Simulink environment.

Figure 3.5: Control System of the Steam Turbine Governor (with Regulation Loop).
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3.2 Grid-Following Inverter Modelling

In order to represent the GFLI, a PV unit was modeled. As mentioned in Chapter 2, since this

model is representing a GFLI, it can be represented as a current source with grid-supporting capa-

bilities, namely in participating in the power-frequency control of the power system (frequency-

watt control). To simplify the simulation of this type of inverter, the model Three-Phase Dynamic

Load (Figure 3.6) present in the MATLAB/Simulink library, can be utilized to represent the dy-

namic behaviour of a Grid-Following Inverter. The values being controlled in this type of inverter

are the active and reactive power. This is done through set-points, which are reference values for

the active and reactive power, making a variable load a suitable model base. For this inverter to be

able to control its output active power an external control is utilized. This control is described in

Figure 3.7 and the implementation of this control is shown in Figure 3.8:

Figure 3.6: 3-Phase Dynamic Load Block that simulates PV Generator.

The parameters required in order to define the model are:

• P0: Active Power at initial Voltage [W];

• Q0: Reactive Power at initial Voltage [var];

• V0: Initial positive-sequence Voltage [pu];

• θ0: Initial positive-sequence Phase [◦ ];

• TFilter: Current filtering time constant [s];

• UN : Nominal L-L voltage [Vrms];

• fN : Nominal Frequency [Hz].

It’s worth to mention that the values of P0 and Q0 will be the same as the measured values

of active and reactive power that were being injected into the system during steady-state by the

synchronous generators that will be displaced and substituted by the respective Grid-Forming

Inverter. This will help compare different scenarios, since the initial state (steady-state) will be

equal among scenarios, further highlighting the dynamic differences, since the injected power will

only change due to system disturbances. This block outputs the vector m, which contains the direct

sequence Voltage, V (p.u.), active and reactive power, P (W) and Q (var).
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Figure 3.7: P-f control block of the PV Generator. [27]

Figure 3.8: Implementation of the P-f control of the PV Generator.
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3.3 Grid-Forming Inverter Modelling

In order to represent the GFMI, a droop-based model was utilized. GFM droop control is achieved

by implementing the droop equations:

f − fre f =−mp(P−Pre f ) (3.2)

V −Vre f =−mq(Q−Qre f ) (3.3)

Where:

• f - Measured frequency

• fre f - Frequency reference

• mp - Active power droop gain

• P - Measured active power

• Pre f - Active power reference

• V - Measured voltage

• Vre f - Voltage reference

• mq - Reactive power droop gain

• Q - Measured reactive power

• Qre f - Reactive power reference

The GFMI behaves as a controllable voltage source behind a coupling reactance as shown

in Figure 3.9. The proper sizing of this coupling reactance makes it so that the inverter output

active power, P, and reactive power, Q, can be approximately decoupled. Both the internal voltage

magnitude, E, and the angular frequency, ω , are controlled by the droop controller. The droop

control was chosen due to its simplicity and slightly better behaviour in steady-state, since fault

behaviour won’t be addressed in this dissertation.

Figure 3.9: Equivalent System of the GFMI model.
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Figure 3.10 (a) and (b) show the P-f droop control and Q-V droop control respectively, which

regulate the inverter phase angle and internal voltage magnitude during normal operations. The

P-f droop control maintains synchronized phase angles among multiple grid-forming inverters

during normal operations. When two inverters operate in parallel under P-f droop control, any

disturbance causes an increase in the output power of one inverter. Consequently, the P-f droop

control reduces the angular frequency ω of the internal voltage, lowering the phase angle, δdroop.

This prevents the inverter from further increasing its output power, ensuring synchronization. This

control mechanism operates on negative feedback principles and guarantees synchronization when

multiple grid-forming inverters work together. Additionally, the controller depicted in Figure

3.10 a) safeguards against the inverter’s output power exceeding Pmax or falling below Pmin. By

implementing the P-f droop control, load sharing between grid-forming inverters is achieved [28].

On the other hand, the Q-V droop control prevents the circulation of reactive power between

grid-forming inverters. As shown in Figure 3.10 (b), the Q-V droop control ensures that the

magnitude of the grid-side voltage follows a predefined Q-V droop characteristic by regulating

Edroop using a proportional-integral controller. By employing this control mechanism, circulating

reactive power among the inverters is effectively managed [28].

Figure 3.10: GFM Droop Control: (a) P-f droop control and overload mitigation control. (b) Q-V
droop control. [28]
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To simulate the GFMI the Simplified Synchronous Machine was utilized. The electrical sys-

tem of the Simplified Synchronous Machine block consists solely of a voltage source behind a syn-

chronous reactance and resistance. It utilizes a simplified 1st order synchronous machine model

with no damping effect. With these properties, as well as a direct feed-back action through a

seep-droop function (R), the following Equation (3.4) holds:

∆ω =
1

2Hs
(∆P− 1

R
∆ω)⇐⇒ ∆ω

∆P
=

1
2Hs+ 1

R

(3.4)

Where:

• ω - Rotor angular velocity;

• H - Inertia constant;

• P - Output active power;

• R - P-f droop

The transfer functions for the angular P-f and Q/V power relations are as such:

∆ω

∆P
=

mp

Td ps+1
=

1
Td p
mp

s+ 1
mp

(3.5)

∆V
∆Q

=
mQ

TdQs+1
=

1
TdQ
mQ

s+ 1
mQ

(3.6)

By combining Equations 3.4 and 3.5, the GFMI P-f droop (mP) and inertia (H) parameters can

be calculated:

1
Td p
mp

s+ 1
mp

=
1

2Hs+ 1
R

⇐⇒
Td p

mp
s = 2Hs ⇐⇒ H =

Td p

2mp
s (3.7)

1
mp

=
1
R
⇐⇒ mp = R (3.8)

This block has the following input parameters:

• S – Nominal Power (VA);

• UN – Line-to-line Voltage (URMS);

• fN – Operation Frequency (Hz);

• J – Moment of Inertia (kg.m2);

• Kd – Damping factor (pu T/pu w);

• p – Number of pairs of poles;
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• R – Internal Resistance (Ohm);

• L – Internal Reactance (H).

It’s worth to mention, that the parameters chosen to specify the Grid-Forming Inverter will be

based on the synchronous generator that it will be displacing. As such, S, UN , fN and p are already

defined, where the rest of the parameters can be calculated by Equations 3.7 to 3.8. The output

of this block is comprised by the m vector, which contains the electrical power, Pe(W), internal

voltage, Ea (V) and rotor speed, ω (rad/s). In Figure 3.11 the implementation of the control is

presented. It shows the general workings of the controller: there are two set-points for active

power and voltage. The inverter generates the voltage and current using those set-points, which

are filtered as to not exceed the inverters limits. The outputted values (frequency and reactive

power) are sent into the inverter, where it applies the droop control ( through the P−ω and Q−V

droop relations), so that values of the active power and voltage match the defined set-points.

Figure 3.11: Implementation of the GFMI control in MATLAB/Simulink environment.



Chapter 4

Test System and Scenario Definition

In this section the test system that will be the base for all simulations will be described and pa-

rameterized. Firstly, in Chapter 4.1 the 9-bus system main parameters are be presented, and the

production system and loads are characterized. In Chapter 4.2 the evolving operation scenarios

are presented and described. This system, along with the models described in the previous chapter

were developed in the MATLAB/Simulink environment to support the present study.

4.1 IEEE 9-Bus Grid

The IEEE 9-Bus system was developed and has been used for years to analyse the dynamics

of new elements in power systems. For this work, a modified IEEE 9-Bus System provided by

OPAL-RT [29] is used to assess the behaviour of synchronous generators, grid-following and

grid-forming inverters operation in steady state and after minor perturbances. Since IBRs behave

differently from traditional synchronous generation, special attention must be taken to how the

software simulates the grid. An assumption frequently used in many modern simulation tools is

that the power system has a hypothetical speed reference called the centre-of-inertia speed that

stays close to the nominal value during and after a transient event. However, this may no longer be

valid when there is a significant increase in inverter-based generation. This is because inverters do

not have rotating inertia, and the cycling speed of the generated voltages, controlled by methods

such as droop and virtual oscillator control, may change abruptly during faults. This sudden

change in cycling speed can occur because the controllers are dependent on the instantaneous

power and current delivered by the inverters [1]. Considering the increasing share of IBRs that

will grow in the system as the scenario changes, the MATLAB/Simulink software was chosen, due

to its simplicity and capability to emulate both synchronous and inverter-based production.

The system is comprised by nine buses, three synchronous generators and three loads. The

systems single-line diagram is presented in Figure 4.1.

The generation contains three steam power stations with a total apparent power rating of 907

MVA, located on Buses one, two and three. The total system load consumes an apparent power

rating of 350 MVA, with 330 MW of active power and 115 MW of reactive power. The main

35
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Figure 4.1: Single Line Diagram of the IEEE 9-Bus Grid.

parameters regarding the generators are presented in Table 4.1, along with the output powers

measures in steady-state. Loads specifications are presented in Table 4.2. All the three loads are

of constant impedance.

Table 4.1: General data of the Synchronous Generators and respective power injected in steady-
state.

The power transmission system operates at a voltage of 230 kV. The generators are then con-

nected through step-up transformers. The detailed parameters of the whole grid (generators, trans-

formers, loads and lines) are available in the Annex.
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Table 4.2: Load general parameters.

4.2 Scenarios Description

In Figure 4.1, the grid its represented in its first scenario, where generation is purely synchronous.

This means that all three generation units are steam power stations, where the electrical power is

created by synchronous generators. In this scenario the system has plenty of inertia reserves.

For the second scenario, the two smallest generators (Gen. 2 and Gen. 3) are replaced by PV

units, also known as a grid-following inverter. The grid in this scenario has hybrid production (both

synchronous and inverter-based) so the natural inertia reserves are diminished by an respectable

amount. This scenario is simulated in order to check the consequences of loss of inertia in the

system, along with generation units capable of voltage and frequency control.

In the third scenario, the grid now becomes completely inertialess, with the last remaining

synchronous generator (Gen. 1) being replaced by an IBR with a battery storage device, also

known as grid-forming inverter. This scenario aims to assess the capabilities of a grid-forming

inverter to sustain the system compared to a traditional synchronous machine.

For the fourth and last scenario, the grid-forming inverter that was now present in Bus 2 (GFLI

2) will be replaced by another grid-forming inverter. In this scenario, the impact of an increased

share of GFMIs in the systems stability will be verified. Throughout all simulations the system

will always have three generation units and three loads present. The evolution of the scenarios is

summarized in Table 4.3.

Table 4.3: Scenario Summary.
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4.3 Simulation and Results

This section aims to validate the Grid-Forming Inverters interaction with the grid and test their

capabilities. Different simulations are performed in order to replicate different scenarios. All the

simulations are performed through MATLAB/Simulink environment. The system is firstly op-

erating with exclusive synchronous generation. After that generators start being displaced and

substituted by grid-following RES and lastly grid-forming inverters to evaluate the systems evo-

lution facing decreasing synchronous generation, and consequently decreasing inertia. There is a

total of four scenarios, where their configuration and posterior results from the simulation are pre-

sented in the next subsections. For testing and results, the system is considered already energized

and in steady operation (voltages stabilized and frequency at 50 Hz). Balanced RMS-simulations

are performed to study frequency and voltage responses after small disturbances, first with load

changes, and second with the outage of the highest rating generator. All these disturbances hap-

pen at t=110s, and all the simulations run enough time for the system to restore balance after the

disturbances.

4.3.1 Simulation with Synchronous Machines (Scenario 1)

To create a base reference for the rest of the scenarios, the system was built and tested with syn-

chronous machines only, with ratings and voltages already described in section 4.1. The power

rating of the generation units and initial injected powers are maintained equal throughout all the

simulations and scenarios.

4.3.1.1 Load Change

Figure 4.2: Active Power output of generation units in scenario 1 for the case of load change.

For the case of load change, a sudden increase in the load at Bus 8 is simulated to assess the

systems’ response, with power equal to 10% (90W) of the total production capacity (900 W). This
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Figure 4.3: System Frequency Evolution in scenario 1 for the case of load change.

is done in all scenarios. The results obtained are summarized in Figures 4.2 and 4.3. Observing

the active power response of the generators, it can be seen that the disturbance is cleared within 2

to 3 seconds. Since, in this scenario, the production is fully synchronous, the system has a high

reservation of inertia, which provides lower values of RoCoF. So, in this case, this small signal

disturbance does not pose an alarming threat to the systems’ stability, since both the RoCoF and

frequency nadir don’t break any limits.

4.3.1.2 Outage of the Generation Unit with the Highest Power Rating

Figure 4.4: Active Power output of generation units in scenario 1 for the case of outage of gener-
ator 1.

In this case, the generation unit with the highest power rating is chosen due to being the unit

that is injecting the most active power into the grid when compared to the rest. Since the other
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Figure 4.5: System Frequency Evolution in scenario 1 for the case of outage of generator 1.

two generators need to be able to sustain the system after the outage, an appropriate dispatch was

set, to allow for the system to have the proper reserves in order to survive the disturbance. The

results are summarized in Figures 4.4 and 4.5. As it can be seen, both the RoCoF and the Nadir

have bigger absolute values than in the load change, as losing a generation unit affects the system

more deeply than a 10% load change.

4.3.2 Synchronous Generator with Two Grid-Following Inverters (Scenario 2)

In this case, the two smallest generators (Generators 2 and 3) were substituted with a grid-

following inverter, representing PV units. In this scenario there is only one unit with reserves of

inertia and the ability to regulate the voltage and set the frequency. Since this units’ removal/outage

would lead to the power system shutdown, in this section only the case where there is a load change

will be simulated. Since new grid codes have been introduced that forces the IBRs to participate

in the power-frequency regulation, the PV units simulated in this work are modelled so they are

able to regulate their output active power following disturbances on the grid. To study the impact

in this regard, two sub-scenarios are tested: first with no virtual inertia, and the second one, the

PV units include a control where virtual inertia is introduced.

4.3.2.1 Load Change

Figures 4.6 and 4.7 are the results obtained without virtual inertia control, while Figures 4.8 and

4.9 are the results from the case with virtual inertia.

As it can be seen in Figures 4.8 and 4.9, by introducing virtual inertia in the grid-following

inverters, their active power response is more accentuated than in the case of no virtual inertia.

Since the RoCoF is higher in the moments immediately after the disturbance, and it’s the param-

eter that is being measured to regulate the output of the virtual inertia, the injected active power

from the grid-following inverters is also higher in those moments. However, as it can be seen by
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Figure 4.6: Active Power output of generation units in scenario 2.a (no virtual inertia) for the case
of load change.

Figure 4.7: System Frequency Evolution in scenario 2.a (no virtual inertia) for the case of load
change.
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Figure 4.8: Active Power output of generation units in scenario 2.b (with virtual inertia) for the
case of load change.

Figure 4.9: System Frequency Evolution in scenario 2.b (with virtual inertia) for the case of load
change.
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comparing the active power response of the synchronous generator (Gen. 1) to the response of

the grid-following inverters, the behaviour of the grid-following is still “following” the grids fre-

quency. While the synchronous generator answers immediately following the disturbance, due to

the inertia reserves that it contains (inertial response), the grid-following inverters, while their re-

sponse is fast, is not immediate. This contributes for higher values of RoCoF in the early moments

after a disturbance.

4.3.3 Grid-Forming Inverter with Two Grid-Following Inverters (Scenario 3)

Figure 4.10: Active Power output of generation units in scenario 3 for the case of load change.

Figure 4.11: System Frequency Evolution in scenario 3 for the case of load change.

In this scenario the last remaining synchronous generator is replaced by a grid-forming in-

verter, thus making this systems production being completely inverter-based. This means that

from this point, there are no natural inertia reserves present in the grid. The grid-following inverter
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regulates and controls both the voltage and the frequency of the system, while the grid-following

inverters keep providing support with the P-f regulation.

As so happens in the 2nd scenario, here too it can be seen the difference between the response

of a GFMI and a GFLI. The GFMI is behaving as a synchronous machine and providing and

immediate response to the disturbance detected in the system.

4.3.4 Two Grid-Forming Inverters with one Grid-Following Inverter (Scenario 4)

For the fourth and last scenario, the grid-following inverter present in Bus 2 (GFLI 2) is replaced

by a grid-forming inverter. The system now has 2 generation units providing the system with

voltage and frequency control. Since that’s the case, in this scenario, both the load change and

the outage of the generation unit with the highest rated power are simulated, in order to verify the

dynamic behaviour of the system after such disturbances. Figures 4.12 and 4.13 are the results

obtained in the case of load change, while Figures 4.14 and 4.15 are the results obtained in the

case of outage of the generation unit with the highest power rating.

Figure 4.12: Active Power output of generation units in scenario 4 for the case of load change.
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Figure 4.13: System Frequency Evolution in scenario 3 for the case of load change.

Figure 4.14: Active Power output of generation units in scenario 4 for the case of outage of
generator 1.
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Figure 4.15: System Frequency Evolution in scenario 4 for the case of outage of generator 1.

4.4 Result Analysis

In this section, the results obtained will be compared, and to understand better how the loss of

inertia affects the power system. Also, there is a sensibility analysis of the parameters of virtual

inertia of the grid-following inverters and the inertia parameter of the grid-forming inverters.

In Table 4.4, the two system stability indicators (RoCoF and frequency nadir) values mea-

sured throughout the scenarios are displayed. In order to better characterize the differences, three

different sliding window sizes are chosen: 500ms, 250ms and 125ms.

Table 4.4: RoCoF and Nadir values obtained in all scenarios for the case of load change.

By analysing the values of the RoCoF in Table 4.4, it shows that, in general, the system suf-

fered from higher RoCoFs when transitioning from the first scenario to the second. This was to

be expected, since inertia is lost in this transition, and consequently system damping capabilities
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were also reduced, resulting in a higher rate of change. However, it also shows that in all time-

frames except 500ms, from scenario 3 to scenario 4, the RoCoF experienced an improvement. By

that can be deduced that a higher share of GFMIs in the system appears to lead to a more robust

system that can better withstand disturbances. Between scenario 2 and 3, the indicators values

are practically equal, which means that the GFMI is indeed behaving like a synchronous machine

when it comes to regulate the frequency. One key aspect to draw from here is that the normal

window of 500ms that is commonly used in the existing grid codes (as referred in Chapter 2) does

not seem to be suitable for monitoring systems with low or non-existent natural inertia. Since

the absence of inertia leads to more violent changes, the 500 ms window is not narrow enough to

capture the fast changes on this type of grid. Both the 250 ms and 125 ms windows appear to be

much more suitable for measuring in low inertia systems. As the sliding window decreases, the

value of RoCoF increases, which is to be expected, since the smaller the window, the closest it is

to the true derivative of the frequency, thus giving more accurate (and higher) values.

For the case of loss of generator 1, the RoCoF values are much higher than when a load change

happens, which is to be expected, since the imbalance between production and consumption is

substantially higher in this case. This also leads to lower frequency nadir, since the number of

units is reduced, therefore reducing the inertia and power available to counteract the frequency

swings. As seen, in Table 4.5, in the 4th scenario, while the RoCoF is higher and the nadir is

lower, it’s worth to mention that in this scenario there is only one generation unit with voltage

and frequency control capacity after the disturbance, while in the 1st scenario there are two. Even

with this disadvantage, the GFMI alone can sustain the voltage and frequency. However, for both

cases the new operation frequency falls outside of the allowed bounds for operation, which could

lead to load shedding, which is undesirable. So other methods have to be implemented in order to

stabilize the system.

Table 4.5: RoCoF and Nadir values obtained in all scenarios in the case of outage of generator
with the highest rating.

4.4.1 Sensibility Analysis of the Inertia Parameters

In this section, to better understand the importance of the virtual inertia in the response of a low

inertia power system, a sensibility analysis of the inertia parameter is done. To analyse the pa-

rameter for the virtual inertia control present in the grid-following inverter, the 2nd scenario was

chosen, due to being one of the scenarios with higher presence of this type of converter, so the
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changes have a higher change to be more accentuated. The model utilized to control is the P-f

response based control, as seen in the following equation [16]:

Pinv = KD∆ω + kI
d∆ω

dt
(4.1)

Where:

• Pinv – Output active power from the inverter [MW]

• KD – Damping constant (frequency droop)

• KI – Inertial constant

• ∆ω– Change in the angular frequency

The parameter that will be tested is based on the RoCoF, leading to higher RoCoFs to cause

higher injection of virtual inertia to help mitigate the disturbances. The virtual inertia parameter

amplifies the signal to better adjust the power injected to be adapted to the inverters maximum

output rating.

With this control, the influence on the output power and frequency was tested. Just from

observing the results from varying the inertia parameter, it’s possible to extract through Figure

4.16 that as the parameter increases, so does the initial active power outputted by the inverter.

This change can also be seen in the frequency (Figure 4.17), as the frequency swing is flattened

out, due to the increased active power response. Although, in the moments immediately after the

disturbance, the frequency does not suffer any changes, due to the minor delay that the control

has. Nevertheless, by concurring with Table 4.6, the RoCoF values are diminishing throughout

all window sizes, specially in a window of 250ms. It can be deduced that the 500ms window is

somewhat large to measure properly the changes, while the 125ms window is a slightly narrow,

since as mentioned before, the control has a delay of about 100 ms.

Table 4.6: RoCoF and Nadir values obtained throught sensibility analysis of the virtual inertia
parameter of GFLI 2.

The same sensibility analysis was performed for the moment of inertia (J) parameter of the

grid-forming inverter in the 3rd scenario, where it is the only generation unit capable of voltage

and frequency regulation, to verify how this parameter affects the response of the inverter after a

disturbance. The results obtained are presented in Fig 4.18 - 4.19 and Table 4.7. The results show
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Figure 4.16: Effect of the Virtual Inertia Parameter on the active power response of GFLI 2.

Figure 4.17: Effect of the Virtual Inertia Parameter in GFLI 2 on the frequency response.
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an overall improvement in the active response and frequency swings. In respect to the active power,

it shows that the initial answer does not change, in cases of higher inertia, the outputted power does

not drop as soon, and the oscillations are reduced. This is also observed in the frequency behaviour,

where an improvement was also experienced, especially in the early response. The window most

affected was the 125ms, since in this control there is no delay, and the simulated inertial response

resembles more the inertial response of a synchronous generator. Overall, it can be concluded that

virtual inertia can be a vital method to help mitigate the weaknesses of low inertia systems.

Figure 4.18: Effect of the Virtual Inertia parameter on the active power response of GFMI 1.

Table 4.7: RoCoF and Nadir values obtained throught sensibility analysis of the virtual inertia
parameter of GFMI 1.
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Figure 4.19: Effect of the Virtual Inertia parameter of GFMI 1 on the frequency response.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this work a study was conducted in a modified IEEE 9-Bus System where the dynamic response

of generation units such as synchronous generators, grid-following inverters and grid-forming

inverters. This was done by creating a reference base where the generation is fully synchronous,

and then progressively replacing the synchronous generators with inverter-based generators, firstly

with grid-following inverters and lastly with grid-forming inverters.

By analysing the results obtained throughout the different system configurations, it was shown

that as the inertia present in the power system is lost, the system weakens. This was specially

demonstrated in the RoCoF (Rate of Change of Frequency) values, that worsened. On the other

hand, by displacing a grid-forming inverter for a grid-following inverter, the systems response

was tighter, lowering the RoCoF. However, in the case of the disconnection of the generator with

the highest rating, it showed that in the case where the grid-forming inverter was regulating the

voltage after the outage showed RoCoF values that were considerably higher the values obtained

when the system was comprised by synchronous generation only. The results for the Nadir were

inconclusive, since the disturbance tested (load change) was not disruptive enough to provide

determining results.

Virtual inertia was also tested by performing a sensibility analysis both for grid-forming and

grid-following inverters. By raising the controls parameter value, for both cases the response

improved, however the “inertial“ response of the grid-forming proved to be more reliable, since

its action more closely mimics a natural inertial behaviour of a synchronous generator and acts

earlier, while the response from the grid-following inverter had a higher delay, due to the need to

measure and filter the frequency in order to act. Overall, virtual inertia appears to be an important

method to increase the stability of low inertia grids.

In conclusion, as synchronous generation is being displaced in the power system, grid-forming

inverters appear to be a promising solution for the problems caused by increased inverter-based

resources penetration and consequent low inertia. However further research and development

is needed, since that while their efficiency has been already established in small grids such as

53
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microgrids with no synchronous production, their behaviour has not been properly tested in larger

grids. Since it’s a relatively new technology their methods have to be validated, improved and

standardized in order to allow the grid-forming inverters to play their role in larger scale power

systems.

5.2 Future Work

While in this work the capabilities of the grid-forming inverters to control and regulate the voltage

and its frequency, the testing was done with disturbances (generation-consumption imbalances)

only. To further evaluate the possibilities and limitations of this type of converters, an analysis

could have been done where a high-impedance fault occurs in the system, to verify how the lower

fault currents would affect the system. The testing could be done in a larger grid in order to mea-

sure how the location of the fault/disturbance affects the dynamic response of the inverter, and to

see what the optimal/minimum grid-forming-grid-following ratio would be to ensure secure sys-

tem operation. Since grid-forming converters design is dependent on its control implementation,

different kinds of control could be implemented and simulated to compare how each control reacts.
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Appendix

Table A.1: Synchronous Generators Data.
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Table A.2: Excitation System Data.

Table A.3: Steam Turbine Data.
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Table A.4: Dynamic Load/Grid-following inverter data.

Table A.5: Simplified Synchronous Machine/Grid-forming inverter data.

Table A.6: Transformers Data.
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Table A.7: Line Parameters.
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