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Abstract 

In this age of abundant information, the retail sector must establish systems for properly 

evaluating data patterns and trends. These strategies are critical in assisting retailers making 

well-informed selections about which products and how to include them in promotional 

campaigns. Recommender systems are intended to provide data-driven insights to mer-

chants, allowing them to streamline the typically arduous processes involved in campaign 

development. Aside from automating campaign creation, these systems are designed to rec-

ommend product combinations that correspond to consumer preferences, making them a 

great resource for merchants looking to improve and automate marketing initiatives. 

As a result, this work focuses on the development of a recommender system to automate the 

process of creating and simulating marketing campaigns in the retail industry using data min-

ing and machine learning techniques. The system is composed of four different models di-

vided into two flows: the first (Products Discovery) simulates a basket of products to include 

in the campaign based on prior trends, data mining methodologies, and basket analysis, rec-

ommending a balanced selection of popular and profitable products, and the second (Cam-

paign Generation) provides an estimated price for each product and simulates the daily out-

come of the campaign through each of the retailer stores, providing insights such as profits, 

costs, revenues and sale quantities. The system is additionally supplemented by a web app 

for campaign generation and user interaction with the system, as well as multiple dashboards 

for analyzing simulations and evaluating output metrics. 

Evaluations and results shown that all models performed well, producing satisfactory results 

in terms of recommended products, estimated prices, and forecasted campaigns. Further-

more, the retailer's ability to personalize both campaign generation and dashboard analysis 

provides agility and improves decision-making capabilities. As a result, the recommender 

system's ease of use and precise analytics reduce the time and effort spent on the campaign 

development process, giving retailers more time to focus on details and specific insights. 

 

Keywords: Recommender System, Retail Sector; Campaigns; Data Mining; Machine Learn-

ing; Basket Analysis; Web App; Dashboards 
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Resumo 

Nesta era de abundante informação, o setor de retalho deve estabelecer sistemas para avaliar 

adequadamente os padrões e tendências dos dados. Estas estratégias são cruciais para ajudar 

os retalhistas a fazer seleções informadas sobre quais os produtos e como os incluir em cam-

panhas promocionais. Os sistemas de recomendação têm como objetivo fornecer informa-

ções baseadas em histórico de vendas aos comerciantes, permitindo-lhes simplificar os pro-

cessos normalmente árduos envolvidos no desenvolvimento de campanhas. Além de auto-

matizar a criação de campanhas, estes sistemas são projetados para recomendar combinações 

de produtos que correspondam às preferências dos consumidores, tornando-se um ótimo 

recurso para comerciantes que procuram melhorar e automatizar iniciativas de marketing. 

Como resultado, este trabalho concentra-se no desenvolvimento de um sistema de recomen-

dação para automatizar o processo de criação e simulação de campanhas de marketing na 

indústria de retalho através do uso de técnicas de data mining e machine learning. O sistema 

é composto por quatro modelos diferentes divididos em dois fluxos: o primeiro (Descoberta 

de Produtos) simula um cesto de produtos a incluir na campanha com base em tendências 

de vendas, metodologias de data mining e basket analysis, recomendando uma seleção equi-

librada de produtos populares e lucrativos, e o segundo (Geração de Campanhas) fornece 

um preço estimado para cada produto e simula o resultado diário da campanha em cada uma 

das lojas do retalhista, fornecendo informações como lucros, custos, receitas e quantidades 

vendidas. O sistema é complementado por um aplicativo web para a geração de campanhas 

e interação do utilizador com o sistema, bem como vários painéis analíticos para analisar 

simulações e analisar métricas de apreciação. 

As avaliações e resultados mostram que todos os modelos tiveram um bom desempenho, 

produzindo resultados satisfatórios em termos de produtos recomendados, preços estimados 

e campanhas simuladas. Além disso, a capacidade de o retalhista personalizar tanto a geração 

de campanhas quanto a análise dos painéis analíticos proporciona agilidade e melhora as 

capacidades de tomada de decisão. Como resultado, a facilidade de uso do sistema de reco-

mendação e as análises que fornece reduzem o tempo e esforço gastos no processo de de-

senvolvimento de campanhas, permitindo aos retalhistas concentrarem-se nos detalhes. 

 

Palavras-chave: Sistema de Recomendação, Setor do Retalho; Campanhas; Data Mining; 

Machine Learning; Basket Analysis; Aplicativo Web; Painéis Analíticos  
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1.  Introduction 

This chapter will summarize the project's motivation, the retail group which the study takes 

place, the problem definition, and the general substance of the thesis. The present study uses 

AI and data analytics to demonstrate how the retail business can be leveraged to generate 

more automated and successful marketing campaigns. 

1.1.  Motivation 

The retail market is fiercely competitive, with companies continuously looking for innovative 

methods to boost sales and gain a competitive advantage. Effective marketing campaigns are 

one of the most used methods for retailers to achieve this (Kallier Tar & A Wiid, 2021). On 

the other hand, creating appellative marketing initiatives may be complex since it necessitates 

a thorough grasp of customer behaviour and industry trends (Kelley, 2020). 

Data Analytics (DA) and Artificial Intelligence (AI) have seen significant growth in the retail 

business in recent years, and these technologies have the potential to revolutionize how mer-

chants create and execute marketing activities. One of the primary advantages of employing 

AI in retail is its capacity to evaluate enormous volumes of data swiftly and efficiently. This 

enables merchants to observe patterns and trends that would be difficult or impossible to 

spot manually (Cao, 2021). An AI-based recommendation system, for example, may assess 

client purchase history, patterns, and demographic data to provide customized marketing 

recommendations, which can lead to improved conversion rates and sales (Kelley, 2020). 

Basket analysis and price forecasting may provide valuable insights into customer behaviour 

and market trends, helping firms to create more targeted and profitable campaigns. 

Not only is DA useful in marketing and assessing business indicators, but it is also helpful in 

logistics, enabling the effective storage, analysis, and comprehension of vast volumes of data 

created by integrating online and physical shop orders. As (Lalou et al., 2020) stated in their 

research, DA and AI can help third-party logistics operators who oversee receiving, storing, 

and delivering items to retail outlets with demand forecasting and decision-making. These 

operators may enhance inventory management and human resource planning by applying 

data analytics, resulting in more efficient and sustainable supply chain management. This is 

especially critical in today's fast-changing economy when demand uncertainty is high, and 

supply chains must deal with demand fluctuations. 
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This study aims to look at how data mining, analytics and AI may improve the efficacy of 

marketing efforts in the retail business, by lowering retailer efforts and increase sales. The 

research will focus on using data analytics, heuristics, basket analysis and forecasting to es-

tablish an intelligent recommendation system for retail marketing. 

1.2. Retail Group 

The current research and the previously described analyses will be created utilizing real data 

from a genuine retail business in Portugal. 

The Portuguese group has been in the retail industry for more than 60 years and is a market 

leader in wholesale food and non-food goods. The firm has evolved and brought consumers 

throughout the years owing to its appealing quality-price ratio, selling thousands of products 

daily in different stores. The retail company even has its own branded items, garnered cus-

tomers’ trust and increased their devotion to the retail group. 

Three hypermarket consumer purchase data from this Portuguese retailer will be used in the 

present work, in which an average of 28 million products or packs of products are sold each 

year to around 400 loyal clients. 

1.3. Problem Definition 

With the introduction of technology and the explosion of data availability, the retail business 

has seen tremendous changes in recent years. This has resulted in an excess of data for mer-

chants to examine and make sense of, but the sheer volume of data can make it difficult for 

managers to operate their firms successfully. Understanding client habits, which is critical for 

making informed decisions and optimizing business operations is one of the retail managers’ 

most demanding challenges (Venuturumilli et al., 2016). 

Retail managers must rely on human data analysis, which is time-consuming and prone to 

mistakes, in the absence of innovative technologies such as AI and data analytics. Further-

more, manual data analysis can only give limited insight into client behaviour and purchase 

trends. As a result, managers may need more information to make judgments. 

The application of AI and DA in the retail business, on the other hand, can change how 

managers understand and make choices about their consumers (Lekhwar et al., 2019). These 

tools help managers quickly and correctly evaluate vast volumes of data, giving them a thor-

ough insight into client behaviour and purchase trends. This can help them better judge 

which things to invest in, how to price them, and how to sell them. 
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Furthermore, these technologies can assist retail managers in identifying patterns and trends 

that would be difficult or impossible to find through manual examination. This can assist 

them in identifying new opportunities and developing strategies for capitalizing on them. 

Managers, for example, may evaluate which products are most popular, when times of day 

or week are busiest, and which promotions are most successful by evaluating client purchase 

data (Kallier, 2017). 

In this manner, the goal of this work is to develop an automated campaign generator to 

assess retailers on the difficult process of creating a campaign, by recommending the most 

efficient and profitable products to include and their prices, and then forecasting the daily 

results. 

Initially, the user informs the recommender of how many products are meant to be included 

in the campaign, and the model then suggests products that should be included based on the 

outputs of a product rule-based model and a basket analysis model. In addition, the system 

calculates a projected price for each product based on a variety of parameters, including 

seasonality, supplier purchasing costs and product price history in previous campaigns.  Fi-

nally, the system generates an output consisting of daily forecasts of each product's selling 

volumes across all stores. This will provide the retailer (as a system user) with an overview 

of the campaign's profitability, costs, revenues, and quantities sold, enabling for more effec-

tive decision making. 

The outputs of the recommender system should not be followed blindly without careful 

examination and investigation. As the name implies, this solution is intended to recommend 

a more efficient basket of products to the retailer, exhibiting the results of each product dur-

ing the campaign duration, and the retailer may then choose to use the entire output as a 

next campaign, or even select only a subset of products based on their success. 

1.4. Contents 

This work aims to create an intelligent recommendation system for retail campaigns that will 

employ data analytics, basket analysis and campaign results forecasting to automate the pro-

cess of carrying out campaigns and marketing activities. The system will assess customer 

behaviour and market trends and generate recommendations for effective marketing. 

In Chapter 2, the literature review will look at existing research on data analytics and AI in 

the retail industry, with a focus on automated campaigns using price forecasting systems and 

market basket analysis, as well as an overview of specific forecasting approaches such as 
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regression models and time series. Following that, Chapter 3 introduces the data that will be 

used as well as its structure, and covers all the models produced in the solution, as well as 

how they communicate with one another to generate the recommender's outputs. In Chapter 

4, multiple methodologies are employed to analyze these models, and the overall results are 

displayed on analytic dashboards. Finally, Chapter 5 will explain the work's final conclusions, 

as well as some future improvements to enhance the system's capabilities and precision. 
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2.  Literature Review 

This review aims to assess the present level of research in the retail industry on data analytics, 

campaigns, and artificial intelligence. This review will apply these principles to campaign re-

sults forecasting and market basket analysis. 

Section 2.1 will investigate the application of data analytics in the retail sector, emphasizing 

its potential for improving decision-making and consumer experience. The function of cam-

paigns in the retail business, including targeted marketing and tailored promotions, will be 

examined in Section 2.2. 

Section 2.3 will dive into artificial intelligence applications in retail, including sales forecasting 

and market basket analysis. Sales forecasting entails using machine learning algorithms to 

project future sales based on past data, whereas market basket research entails analyzing con-

sumer purchase data to find potential cross-selling opportunities. 

Overall, this literature review aims to provide a complete overview of the present state of 

research in these domains and to highlight prospective topics for future research in the retail 

industry's application of data analytics, marketing, and artificial intelligence. 

2.1. Data Analytics in Retail 

Data analytics (DA) has recently become a more crucial tool for retailers. They can discover 

important client base segments using these methods and then modify their marketing and 

sales strategies better to suit the requirements and preferences of these segments. Providing 

individualized and pertinent items and services can aid companies in boosting client loyalty 

and revenue (Prasad & Venkatesham, 2021). 

DA may give organizations a competitive edge in the fiercely competitive retail sector by 

assisting them in identifying new opportunities and streamlining existing operations 

(Lekhwar et al., 2019).  

Retailers can employ these techniques, for instance, to segment their clientele, personalize 

marketing initiatives and spot cross-selling opportunities. Retailers can also enhance the cus-

tomer experience by evaluating data on client interactions and purchase histories, for in-

stance, by making recommendations or providing individualized discounts (Ricci et al., 2015). 

Furthermore, the Customer Relationship Management (CRM) area is crucial for data analyt-

ics in the retail sector. Retailers can better understand their consumers' requirements, tastes, 

and behaviour by evaluating customer data, and they can then utilize this knowledge to focus 
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their marketing and sales efforts. Enhancing client satisfaction and loyalty can increase sales 

and profitability (Lekhwar et al., 2019). 

Additionally, by incorporating intelligence into the pricing calculation, DA can enhance and 

provide relevant outcomes in the product selling value. Pricing optimization uses data and 

analytics to determine an item's or service's best price based on variables including demand, 

cost, competition, and other outside considerations. Online retailers can improve sales by 

setting prices that appeal to customers through price optimization, and they can also max-

imize profits by ensuring that prices are set at a level that allows for an acceptable margin 

(Ferreira et al., 2016). 

2.2. Campaigns 

Campaigns are promotional efforts performed by retailers to attract customers and enhance 

sales (Yee et al., 2010). These promotions might be bargains, loyalty programs, or one-of-a-

kind events. In the digital era, merchants increasingly use email marketing, social media, and 

other online methods to engage with customers and spread the word about their initiatives 

(Kallier, 2017). 

The capacity to segment and target customer groups is a vital component of retail marketing 

operations. Data analysis and CRM systems may assist in gaining a comprehensive insight 

into consumer demographics, interests, and behaviour (Lekhwar et al., 2019). 

However, successful retail campaigns must also be well-planned and implemented (Yee et 

al., 2010). This includes developing specific goals and objectives, establishing the amount of 

money and resources required, and monitoring and evaluating the campaign's outcomes. Fo-

cusing on analytics, often known as data-driven decision-making, might be incredibly advan-

tageous (Davenport & Harris, 2007). 

Basket Analysis (BA) (which will be approached in topic 2.5) and predictive models for cat-

egorization are also widely utilized to automate the campaign generation process. In the pa-

per "Applying Instant Business Intelligence in Marketing Campaign Automation" by (Yee et 

al., 2010), an automated Business Intelligence system was developed to assist retailers in de-

fining the most effective campaigns, increase sales and provide a more pleasant shopping 

experience for users.  

In this solution, a BA model was used to understand the most popular things purchased 

jointly, so that clients may consider purchasing additional products that were secondary to 

them at the time. In addition, Machine Learning (ML) models such as Naive Bayes and 
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Decision trees were utilized in a categorization prediction model to aid merchants in client 

segmentation, resulting in an automated direct marketing solution (Yee et al., 2010). 

Moreover, information technology helps firms meet customer trends in competitive business 

contexts (Lekhwar et al., 2019). Organizations can only prosper if they can predict client 

trends properly since client behaviours and expectations are intimately connected to the sat-

isfaction percentage of customer-oriented presentations. However, it is critical to maintain 

organization, keep data updated, and build solid solutions that promote scalability and trust 

in the results. Organizations must keep sales data available and update it regularly to accu-

rately evaluate clients' purchasing patterns.   

To recap, retail campaigns are an important tool for attracting new consumers and retaining 

existing ones, and they are effective when a mix of targeted marketing, skilled planning and 

execution, and data-driven decision-making is employed. 

2.3. Artificial Intelligence approaches 

Artificial intelligence (AI) is a fast-evolving area with the potential to dramatically affect a 

wide range of businesses and facets of our everyday life. AI can give businesses a competitive 

advantage by allowing them to make better and faster choices, automate jobs, and improve 

consumer experiences (Davenport, 2018). 

According to artificial intelligence scientist Stuart Russell, AI can radically transform human 

civilization’s character by revolutionizing how we live and work (Russell, 2019). The author 

argues in his book "Human Compatible: Artificial Intelligence and the Problem of Control" 

that the key to ensuring that AI evolves in a way that benefits humanity is to connect it with 

human values and aims. 

Furthermore, because the positive impact of applying these solutions is enormous, they may 

be actively utilized in the business sector. In his book "How to Put the Artificial Intelligence 

Revolution to Work," Thomas Davenport claims that AI solutions improve decision-making 

by analyzing large amounts of data and providing insights that can help businesses make 

better decisions. The automation of various tasks that are repetitive, time-consuming, or re-

quire a high level of accuracy; improves customer experiences by enhancing client interac-

tions and gives enhanced competitiveness by obtaining an advantage over competitors 

through the ability to make better and faster choices, automate activities, and improve cus-

tomer experiences. (Davenport, 2018). 
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AI, like other industries, has transformed the retail industry. The growth of e-commerce 

platforms, the rising demand for client profiling and technological advancements forced the 

automation and computerization of various formerly manual procedures. The response to 

this revolution was centered on extensive data collection and analysis of customer actions 

and trends (Hunt & Rolf, 2022). 

Despite the benefits, some retailers are still determining these new approaches. According to 

McKinsey (Chui et al., 2017), roughly 42 per cent of retail owners admitted being unsure 

about the benefits of AI, particularly in terms of business cases and return on investment 

(ROI) and so, it is critical to comprehend how AI solutions might benefit this industry.  

AI solutions in the retail sector can improve consumer interactions at many stages of the 

customer experience, such as search, suggestions, and after-sales assistance. They can also be 

used to increase the efficiency of real and virtual store administration and optimize merchan-

dising. Moreover, by enhancing demand forecasting and automating ordering and warehouse 

procedures, they can be used to optimize supply chain management (Cao, 2021). In addition, 

AI can be utilized in marketing management to dynamically modify prices and make smart 

marketing decisions, increasing sales and profits. 

2.4. Forecasting Campaigns 

Estimating campaign results is critical in assisting organizations in making educated decisions 

and attaining their objectives. It can help organizations set realistic expectations and decide 

whether to change their strategies (Ahmad et al., 2016). Campaign outcomes can vary widely 

amongst firms, and companies may be willing to commit large sums of money to achieve 

their goals. In this case, prediction of results can help both businesses and their customers. 

Analyzing past data from the same sector and local competitors can produce realistic esti-

mates of results. This can be performed using data mining techniques, which may include 

gathering information on a variety of aspects influencing results, such as target audience, 

marketing channels, and product/service quality. Businesses may utilize the expected results 

to alter their tactics and make educated decisions (Khaydukova et al., 2015). 

In terms of the technological principles underlying result forecasting, regression models or 

time series approaches are commonly used, as discussed in the sections that follow. 



9 

 

2.4.1.  Regression models 

It is prudent to introduce the notion of Machine Learning (ML) before digging into regres-

sion models. Machine learning aims to extract knowledge from data (Rebala et al., 2019). ML 

is also known as predictive analytics or statistical learning, and it is a research topic that 

combines statistics, artificial intelligence, and computer science (Müller & Guido, 2017b). 

There are two main learning models in ML: supervised and unsupervised. The supervised 

models focus on predicting an outcome based on data entries with answers, whereas the 

unsupervised models rely on patterns and similarities rather than answers (Rebala et al., 

2019). Regression models are supervised and forecasted based on existing data (with re-

sponses), with the addition of working with numerical features. Classification models, on the 

other hand, despite also being supervised, are used to forecast categorical data (Janiesch et 

al., 2021). As a result, regression models can be used to forecast prices since they predict 

numerical values based on existing data and features.  

However, selecting the right model to produce forecasts is a critical step during the develop-

ment process. Various existing models for each type of ML technique differ greatly; there-

fore, it is critical to carefully select the proper model that will achieve the best performance 

for the input data, features, and existing constraints (Rebala et al., 2019).  

Techniques such as cross-validation (CV) and hyperparameter tuning are often employed 

during this phase to determine the optimum method and settings for the input dataset, as 

described by (Lucas et al., 2020) in his study. CV evaluates an ML model's performance by 

training it on a section of the dataset, testing it on a different portion, and then repeating this 

procedure numerous times with different splits of the data to obtain an average performance.  

This can be done with various input models to determine which is more likely to produce 

better results (Ziegel, 2003). On the other hand, hyperparameter tuning is the process of 

adjusting a machine learning model’s hyperparameters (or configurations) to improve its per-

formance on a given dataset (Atkinson et al., 2020). Prior to training, hyperparameters are 

configuration options for a machine learning model. They are not learned from the training 

data and are frequently set using heuristics or a process known as hyperparameter optimiza-

tion. Different machine learning models have different sets of hyperparameters and selecting 

the proper values for these hyperparameters can substantially impact the model's perfor-

mance (Geron, 2017). 

One noteworthy use of regression models in forecasting comes from (Ferreira et al., 2016), 

who solved a multi-product pricing optimization model with reference price impacts using 
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regression trees with bagging and an efficient method built by the researchers. The research-

ers conducted a field experiment to test the price decision support tool and observed that it 

resulted in a 9.7% gain in income with a 90% confidence interval, emphasizing how these 

models may aid in price forecasting and, as a result, enhanced revenue. 

2.4.2.  Time series 

Time series analysis is defined by (Rob J Hyndman & George, 2014) as a set of techniques 

used to evaluate and forecast data gathered over time. These methodologies indicate that 

data patterns and trends can be used to estimate future values. This methodology employs 

decomposition, smoothing, and exponential smoothing to reduce noise and discover under-

lying patterns in the data. It also includes more sophisticated approaches, such as autoregres-

sive integrated moving average (ARIMA) models, which may be used to provide more accu-

rate forecasts (Brockwell & Davis, 2002). 

Even though these models are primarily used to estimate numerical values based on historical 

data, efficiently assessing trends, cycles, and seasonal components, the ARIMA model is of-

ten utilized in forecasting stock prices or economic indicators (Rhanoui et al., 2019).  

In (Chouksey, 2018) publication, one application of this approach was detailed for forecast-

ing stock prices. In his study, three time series models were employed to make predictions: 

ARIMA, PROPHET, and KERAS with LSTM (Long Short-Term Memory) to compare 

their performance. The results showed that, while the LSTM model looked to be more ca-

pable of predicting stock values in the near term, the PROPHET and ARIMA models pro-

vided a more consistent output. 

Another application of time series models for forecasting product prices in the retail sector 

comes from (Ahmad et al., 2016), where the researcher independently utilized a basic Auto-

regression model and a Vector Autoregression (VAR) model with just pricing data from local 

competitors as input, as well as wholesale pricing regions and delayed wholesale prices (prices 

from the previous day of model training) as exogenous input. The VAR model is a statistical 

model used to evaluate multivariate time series data. It varies from the ARIMA model in that 

VAR represents the linear interaction of several variables with each other, whereas ARIMA 

models the reliance of a single variable on its previous values and past errors. Overall, his 

work (Ahmad et al., 2016) stated that the results revealed that incorporating delayed whole-

sale pricing resulted in a substantially larger improvement in prediction accuracy, ranging 

from almost 12% to 40% when compared to not using wholesale prices. The total 
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improvement obtained by integrating rivals and delayed wholesale prices ranged between 5 

percent and 50 percent. 

2.5.     Market basket analysis 

Understanding client purchasing patterns, namely, what products are typically purchased to-

gether, is an intriguing yet critical component of data analytics in the retail sector. Knowing 

this may help shop owners determine which product packs should appear together in pro-

motions or campaigns or even aid in reorganizing actual stores (Grau, 2017). 

The Apriori algorithm is the most often used method for mining association rules from a 

transactional database that meet the user-specified minimum support and confidence levels. 

This strategy is widely utilized in numerous areas, including banking, telecommunications, 

marketing, commerce, and web analysis, and several adaptations have been developed in 

recent years (Chen et al., 2005). The Frequent Pattern Growth algorithm (FP-Growth) is 

another extensively used approach for identifying itemsets in large datasets without using the 

Apriori algorithm's generating and testing processes. This approach lowers time loss by first 

compressing the database into a tree structure known as the FP tree, which includes the 

itemsets' association information. The database is then partitioned into conditional data 

structures, each of which relates to a frequent object, and these databases are mined inde-

pendently. The method works by continually reducing the difficulty of discovering huge 

common itemset models into the problem of locating minors and merging suffixes. It gives 

strong selectivity by employing somewhat repeating items as a suffix, lowering search costs 

dramatically (Sagin & Ayvaz, 2018). 

Furthermore, finding association rules is one important step in developing market basket 

analysis solutions. Association rules are a data mining technique that is used to detect patterns 

or links between distinct objects in a dataset. These criteria can be used to detect links be-

tween different types of information or to identify goods that are frequently purchased to-

gether (Sagin & Ayvaz, 2018). One other important concept for understanding this process 

are the frequent itemsets, which are sets of items that frequently appear together. The Apriori 

and FP-Growth algorithms are commonly used to identify frequent itemsets (Grau, 2017). 

Nevertheless, it is crucial to comprehend associations and frequent itemsets, and to evaluate 

them using some criteria. As explained in (Pradana et al., 2022) research, there are some 

measures that are also used to compare and analyze the strength of the associations between 

itemsets, such as:  
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• Support: quantifies the frequency with which a given itemset appears in transactional 

entries in the database (a group of items). It is obtained by dividing the number of 

transactions which contain the itemset by the total number of transactions. 

𝑆𝑢𝑝𝑝(𝐴 → 𝐵) =  
𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝐴 𝑎𝑛𝑑 𝐵

𝑇𝑜𝑡𝑎𝑙 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠
          [2.1] 

• Confidence: is a measure of an association rule's correctness defined as the ratio of 

transactional records containing both itemset A and itemset B to transactional rec-

ords containing just A. It is used to represent the possibility that a consumer who 

buys item set A will also buy item set B. 

𝐶𝑜𝑛𝑓(𝐴 → 𝐵) =  
𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝐴 𝑎𝑛𝑑 𝐵

𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝐴
         [2.2] 

• Lift: is an indicator of the strength of association between two itemsets derived as 

the ratio of observed support for itemsets A and B to predicted support if A and B 

were independent. It is used to show how probable itemset B is to be purchased 

when itemset A is purchased. 

𝐿𝑖𝑓𝑡(𝐴 → 𝐵) =  
𝐶𝑜𝑛𝑓(𝐴 → 𝐵)

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒
  ,        [2.3] 

𝑖𝑛 𝑤ℎ𝑖𝑐ℎ 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = 𝑆𝑢𝑝𝑝(𝐵) 

Despite this, there are other more specific indicators such as leverage, which measures the 

influence of B on the occurrence of A, and conviction which represents the degree of de-

pendency of the association rule by measure of the degree of unexpectedness of an associa-

tion rule, defined as the ratio of the expected confidence of the opposite rule to the confi-

dence of the original rule (Han et al., 2012). 

2.6.      Contributed Work 

This section describes the primary publications and studies that formed the basis for the 

current research. The key objectives, models and technologies, data, and assessment metrics 

of each of these investigations are summarized in Table 1. The purpose of this section is to 

provide an overview of the present state-of-the-art used, as well as to highlight the strengths 

and weaknesses of previous research efforts. 
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Paper 

Name/Ref-

erence 

Task/Objective Models/Tech-

nologies Used 

Data Evaluation Measures 

Prasad, J. P., 

& Ven-

katesham, T. 

(2021) 

Understanding the im-

pact of big data analyt-

ics on the retail sector 

Big data Retail cus-

tomer data 

Effectiveness of data-driven 

decision making in the retail 

sector 

Hunt & Rolf 

(2022) 

Discuss the implica-

tions of AI and auto-

mation in retail for 

consumers, retail or-

ganizations and work-

ers 

AI, Automation 

and Robotics 

Results from 

5 focus 

groups with 

European 

trade union-

ists working 

in retail 

Focus group conversations 

and transcript analysis 

yielded insights that were 

compared to public data, ac-

ademic research, and media 

stories 

Cao (2021) Investigate the benefits 

of AI for retailers 

Grounded the-

ory multiple-

case analysis 

54 repre-

sentative re-

tailers' adop-

tions and im-

plementa-

tions of AI 

between 

2008 and 

2018 

Data- and solution-centric 

perspectives, as well as the 

concept of value creation 

logics 

Ahmad et al. 

(2016) 

Predict the retail prices 

of products at every 

outlet in each city 

Four vector au-

toregression 

models 

Historical re-

tail pricing of 

the goods at a 

target outlet 

and competi-

tor outlets, as 

well as the 

product's an-

ticipated 

wholesale 

price 

Outperforms a simple auto-

regression approach in ex-

periments carried out using 

data obtained from outlets 

in five North American cit-

ies 

Khaydukova 

et al. (2015) 

To investigate the ef-

fect of total product 

quality on black tea re-

tail pricing 

Potentiometric 

electronic 

tongue and Par-

tial Least 

Black tea 

samples pur-

chased in re-

tail stores in 

Mean relative errors of 

about 15% for Spain’s tea 

bags and 25% for loose-

packed tea from Russia for 

the prediction of retail price 
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Squares (PLS) 

regression 

Spain and 

Russia 

using PLS regression mod-

els 

AKGÜL et al. 

(2018) 

Examining the concept 

of business intelligence 

and its infrastructure 

for benefit in various 

sectors, with emphasis 

on the retail sector 

Business Intelli-

gence 

Enterprise 

data 

Emphasized the benefits of 

business intelligence appli-

cations and its contributions 

to the applied sectors 

Grau, G. R. 

(2017) 

Analyze the market 

basket of clients in a 

Spanish retail organiza-

tion to discover things 

that are purchased to-

gether 

BigML, machine 

learning tech-

niques, analytics 

tools 

Customer 

purchase 

data from a 

retail com-

pany in Spain 

The project's performance 

is measured by the results 

presented at the conclusion, 

which should reveal which 

things are purchased to-

gether at the store 

Ferreira, K. 

J., Lee, B. H. 

A., & Simchi-

Levi, D. 

(2016) 

Optimizing pricing de-

cisions for an online re-

tailer 

Machine learn-

ing techniques 

and a multiprod-

uct price optimi-

zation algorithm 

Historical 

lost sales and 

demand of 

new products 

Increase in revenue by ap-

proximately 9.7% with a 

90% confidence interval of 

[2.3%, 17.8%] 

Kallier, S. M. 

(2017) 

To determine the influ-

ence of RTM cam-

paigns of retailers on 

consumer purchase be-

havior in South Africa 

Personalized 

real-time mar-

keting, multi-

channel engage-

ment 

Data was col-

lected from 

consumers of 

retail stores 

Quantitative approach, in-

fluence on consumer pur-

chase behavior 

Table 1 - Main research papers overview & comparison 
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3. An Intelligent Recommender System for Retail Cam-

paigns - Data and Models 

This chapter provides an overview of the data that was utilized in the study, as well as the 

models that make part of the Recommender System for Campaigns in the Retail Business.  

In addition to providing the data source, the information regarding the content of the dataset 

will also be explained, serving as the basis for the remainder of the study, giving the back-

ground knowledge required for understanding and interpreting the results. 

Also, in this chapter provides an overview of the recommender system models and work-

flow, which is composed by three major components: Models Flow, Products Discovery, 

and Campaign Generation. To begin, the Models Flow section will approach at the solution’s 

architecture, outlining how the many components connect with one another to achieve a 

single output: the automated campaign. 

The Products Discovery component identifies the most profitable product categories as well 

as the association between commonly purchased products. Then, the Campaign Generation 

component will cover how the estimated prices of products and the daily campaign results 

predictions based on previous data are used to generate campaign results. The User Interface, 

which will be also mentioned, enables campaign settings to be configured and recommenda-

tions to be viewed (section B of the Annex).  

The tools used to develop these models as well as the entire architecture of the system are 

described in the section A of the Annex. 

Finally, this chapter will go over the specifics of each component and how they interact to 

form an effective recommender system for retail campaigns. 

3.1. Data source 

As previously stated in 1.2, the data for this study came from a Portuguese retailer. As is 

customary in the retail sector, most of the information that enters a company's database 

originates from sales to the end customer, which when done on the retailer's premises are 

often done via Point of Sales (POS) equipment. With the evolution of technology, POS de-

vices became more autonomous and able to acquire more information from each sale. These 

devices, also known as cash registers, oversee reading all the things that the consumer wishes 

to buy, creating invoices, and then entering all the information into a database. This process 
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occurs every time a client makes a purchase, independently of the store, since all the infor-

mation is gathered onto a central database. 

In the current case, the retailer saves the sales data in a Structured Query Language (SQL) 

database, which exists in their local servers. This database contains information about the 

whole business of the retailer, including product inventory, stocks, sales, client information, 

data regarding purchases to suppliers, and even workers history, having data from 2017 to 

the middle of 2022. 

3.2.  Data structure and content 

Because the database's real structure is composed of several tables referring to various sectors 

of the business and just a small quantity of data will be required for this study, procedures to 

organize and structure the information needed the data will be required. Data Definition 

Language (DDL) operations will be established to do this, by creating visualizations that will 

strictly contain the information needed. DDL refers to actions that change, delete, or gener-

ate metadata rather than altering existing data (Amornchewin, 2018). 

Table 2 shows which tables will be used as a foundation for the DDL operations that will be 

pursued further. 

Table name Description 

DIM_Produtos Contains information of each existing product and its category. 

DIM_Campanhas Includes structural information of previous campaigns, such as temporal in-

sights (when it started and ended) and the type of campaign. 

FACT_Campanhas Contains which products were in each campaign. 

FACT_Encomendas Has the data regarding purchases from the retailer to suppliers, including the 

products, quantity, and purchase price. 

FACT_Vendas Possesses all sales data from the retailer, including products sold, quantities, 

and closing price of sale. 

DIM_Loja Contains structural data from the retailer stores. 

Table 2 - Data source tables required 

As seen, the table names have a prefix of FACT or DIM, which may aid in determining 

which type of table it is, either by knowing if the table contains facts (FACT) or dimensions 

(DIM). 

According to one of the most widely read books in this field, “The Data Warehouse Toolkit” 

by (Kimball & Ross, 2013), in Business Intelligence (BI) workflows, raw data enters 
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unprocessed and unstructured, and during the Extract, Transform, and Load (ETL) process, 

all information is treated and organized before being allocated to a Data Warehouse (DW).  

Initially, in the Extract (E) phase, data is extracted from the source and placed in a Staging 

Area (SA) to be worked on. The information will next be rearranged and treated according 

to the business rules in the Transform (T) step. Finally, the transformed data is placed in a 

DW during the Transform (T) phase. Tables in the DW are pre-defined as facts (FACT) or 

dimension (DIM), depending on whether they contain numerical data (such as sales infor-

mation, inventories, number of people, etc.) or categorical information (such as product de-

tails or workers information for instance), respectively. 

The retailer’s database is the output of a BI workflow, and so, it is defined as a DW, guaran-

teeing quality and organization in the data. 

3.3. Models Flow 

A campaign generator system requires several pieces of information and computations to 

produce an output, which should include the following key components: the products to be 

included in the campaign, an approximate price for each product, how many quantities of 

each product will be sold on each day of the campaign, and finally, the total profit that this 

campaign will have. 

To achieve all these aspects, several analyses and processes must be carried out during the 

campaign creation process, since factors such as the real cost of each product and the amount 

of stock on hand may visibly impact the campaign result. There are also user inputs that are 

critical to the campaign's design, such as how many days it should last or how many products 

it should feature. As a result, these flows, which handle numerous distinct components in 

campaign development, must execute quickly and interact with one another.  

Therefore, the solution, which is created and staged in Python, includes the models required 

to achieve the simulated outcomes, which are: Best Products, Basket Analysis, Price Estima-

tion, and Forecasting Model, in that sequence. Each of them runs in flow and requires some 

type of user input which is read from the system’s UI (described in the section B of the 

Annex), whether it's the number of products to explore, the price estimation behavior, or 

the campaign duration. Because of their similarities and roles in the recommender system's 

architecture, these models are grouped into two flows: the Products Discovery flow, which 

is composed of the Best Products and Basket analysis models, wherein the product basket is 

generated, and the Campaign Generation flow which evolves the Price Estimation and 
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Forecasting models, where the previously discovered basket of products is associated with 

prices, and then the actual campaign is forecasted. 

Furthermore, all the models interact in some manner with the primary SQL Server database, 

providing significant information about existing items, costs, margins, stocks, and sales. All 

this information is necessary to compute the outputs of each model. 

Finally, the produced campaign details, including daily anticipated results for each product, 

must be stored in the database so that they may be reviewed and compared to the actual 

campaign results as they occur. 

The diagram below depicts how each model communicates with each other, with the UI, and 

with the database in the appropriate phase sequence. 

 

Figure 1 - Overall architecture of the recommender system 

3.4. Products Discovery flow 

One of the most crucial parts of developing a retail campaign is to define its content. Care-

fully choosing products, having a diverse basket of possibilities across categories, and select-

ing the ones that are more profitable are all important considerations. 

Retailers may boost their sales and revenue by identifying the greatest products. Furthermore, 

having a diverse product basket with multiple categories can assist retailers in attracting a 

diverse range of customers. Also, understanding which products are the most profitable can 
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assist merchants in optimizing their marketing strategies and promotions to maximize the 

Return on Investment (ROI).  

The Products Discovery flow, accountable for generating the campaign basket, encompasses 

the Best Products and the Basket Analysis model. The first section’s logic is entirely com-

puted using SQL Server and selects an initial set of products to include in the campaign's 

basket. This first batch of products was picked with the goal of raising client interest and 

revenues for the merchant in mind.  

The Basket Analysis section, which is executed using Python, is then supposed to enrich the 

basket with products that are more likely to be sold, while considering the already selected 

set of products by the Best Products section. 

In the parts that follow, the importance of product discovery and how it might affect a re-

tailer's overall success will be covered, as well as the path for identifying the best products 

and assessing the basket. 

3.4.1. Best Products model 

The Best Products for a retailer to include in a campaign are those that will improve sales, 

consumer interest, and profitability. So, when deciding which products to include, several 

factors should be considered, including seasonality and customer trends, actual stock in ware-

houses, product popularity in previous campaigns, and profits (Kallier Tar & A Wiid, 2021). 

Profit is one of the most essential topics, which may be defined as (for product x): 

 

𝑃𝑟𝑜𝑓𝑖𝑡 (𝑥) = (𝑈𝑛𝑖𝑡 𝑝𝑟𝑖𝑐𝑒 (𝑥) − 𝑈𝑛𝑖𝑡 cost (𝑥))  ×  𝑆𝑎𝑙𝑒 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 (𝑥)  [3.1] 

 

Furthermore, focusing solely on the most profitable products and their trends may not be 

the best strategy. As previously mentioned, having a diverse basket is an important consid-

eration, and to do that, the product category should also be investigated. 

To do so, the first step is to research previous campaigns, analysing the products included, 

their respective categories, and the success of each product in such campaigns.  

However, the success of some products may vary seasonally, and this factor has a greater 

impact in the retail industry.  

Consuming cod fish, for example, is more likely to occur during the winter in Portugal, alt-

hough watermelon may be more popular during the summer. To deal with this, a seasonal 

component should be added to the analysis. 
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Figure 2 - Product category analytics 

As shown in the Figure 2, the first analysis (table on the left) shows the number of goods in 

each category in each campaign, as well as the quarter in which the campaign happened, and 

the seasonal component is thus ensured. 

The output of the above figure is composed by the following labels: 

Label Definition Data Type 

Table on the left 

Campaign ID 
Unique identifier of each campaign that ever 

happened. 
Integer 

Quarter 
Quarter of the year in which the campaign 

happened. 
Integer 

Product Category 
An aggregator of products based on their use 

and type. 
String 

Nº of products 
Number of products in the respective category 

and campaign. 
Integer 

Category profit (€) 
Represents the profit achieved by the category, 

in the respective campaign. 
Float (currency) 

Purpose 
Obtain the number of products and profit in every existing campaign 

for each existing category. 

Table on the right 

Average nº of prod-

ucts 

Average number of products in the respective 

category, for every past campaign, per each 

quarter. 

Integer 

Category ranking 
Ranking of categories by the profit achieved in 

past campaigns, per quarter. 
Integer 

Purpose 
Obtain most profitable categories in each quarter, based on previous 

campaigns. 

Table 3 - Definition of labels present in the best categories analytics 
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With that information, the second analysis (table on the right) can be performed, which in-

volves ranking each category based on its profit. The categories that earned the most profit 

in prior campaigns can thus be discovered and ranked, together with the average quantity of 

products within each category.  

Following that, by ordering the category ranking ascending and getting, say, the top ten cat-

egories, you can filter the results and get the most profitable categories based on previous 

campaigns, customer trends, and seasonality. Then, a method for generalizing the number 

of products based on the top campaigns must be discovered, which can be accomplished by 

obtaining a category weight. Each category weight can now be computed using the calcula-

tion below (for category c, and top x categories t): 

 

𝑊𝑒𝑖𝑔ℎ𝑡 (𝑐) =
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑛º 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 (𝑐)

∑  𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑛º 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 (𝑡)
  [3.2] 

 

Further to the calculation of the corresponding weight for each top category, the succeeding 

output is obtained: 

 

Figure 3 - Weights per top categories 

This output is composed by the following labels: 

Label Definition Data Type 

Quarter 
Quarter of the year in which the campaign 

happened. 
Integer 

Product Category 
An aggregator of products based on their 

use and type. 
String 

Product Category – 

Weight (%) 

The weight of the corresponding category, 

in the total of the top x categories. 
Float (percentage) 

Purpose 
Obtain the most profitable categories and their weights, to further 

know the number of products to choose per category. 

Table 4 - Definition of labels present in the best categories weights 



22 

 

The next step is to use the estimated weights to acquire the previously indicated top items. 

To accomplish so, an overview of existing items per category, as well as their average profit 

in previous categories, must be computed. This data must account for previously indicated 

factors such as seasonality and existing stock per product. As a result, only data from cam-

paigns in the same quarter as the one in which the process is being run is used, and items 

with insufficient stock for the campaign duration defined by the user (labelled as such) are 

eliminated, so they are not even suggested in the next phases. 

This allows one to comprehend the success of these items as well as how they are dispersed 

in terms of profitability inside their respective categories. With this information, it is also 

possible to calculate the respective product ranking, which will order products by their profit 

inside each category.  

To finish the process and collect the best items to include in the campaign, one piece of 

information must be obtained: the exact number of best products to include. This amount 

is set by the system's user and can range from five to fifty items. 

This information is depicted in the following figure, along with an example of the actual 

calculations: 

 

Figure 4 - Products per category display 

As can be seen, the number of products to include in each category is computed using the 

previously calculated category weights as well as the overall number of best products to in-

clude (user input). As a result, this number may be defined as follows: 

 

𝑁º 𝑜𝑓 𝑏𝑒𝑠𝑡 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 𝑝𝑒𝑟 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦

= 𝑟𝑜𝑢𝑛𝑑(𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 𝑊𝑒𝑖𝑔ℎ𝑡 (%) × 𝑇𝑜𝑡𝑎𝑙 𝑁º 𝑜𝑓 𝐵𝑒𝑠𝑡 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠, 0) 

[3.3] 
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The labels displayed in Figure 4 can be defined as: 

Label Definition Data Type 

Product Code Unique identifier of each product. String 

Average Product 

Profit (€) 

The average profit achieved with each prod-

uct in past campaigns, per category, in the 

quarter of analysis. 

Float (currency) 

Product Ranking 

Ranking of products by the profit achieved 

in past campaigns, per category, in the quar-

ter of analysis. 

Integer 

Total Nº of Best 

Products 

The number of best products to be included 

in the campaign, chosen by the user. 
Integer 

Nº of Products for 

Current Category 

The number of products for each category 

to include in the campaign, calculated using 

the formula [3.3] 

Integer 

Purpose 

Obtain product rankings per category based on profitability, using 

data from previous campaigns in the same quarter of analysis and fil-

tering out products with insufficient stock. 

Table 5 - Definition of labels present in the product ranking analysis 

It is worth noting that the first five columns of this table (shown in Figure 4) are combined 

into a single final table that contains the average profit and ranking of each product per 

category for the current quarter and is updated once every day in the database. The concept 

of materialization is to store data from a previous analysis into a table, and this is used when 

the analysis takes too long due to its complexity or volumetry of information, and when it is 

written into a table, the results are displayed more quickly, avoiding the need to pre-compute 

all the information. This implies that all the computations required to arrive at the best items 

based on the sales table (which has tremendous volumetry) do not have to be performed in 

every single iteration. So, every day, this table is updated with the current day's sales data, 

and it is then used in each execution along with the total number of best goods (defined by 

the user). 

Finally, one more rule must be applied in order to find the final basket of best products, 

which can be accomplished by filtering the results presented in Figure 4 to only get records 

in which the Product Ranking is lower or equal to the Nº of Products for Current Category, allowing 

the most profitable products in each category to be obtained based on the previously calcu-

lated number of products per category (for instance, if some category has three products, 
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then the three most profitable products from that category, based on past campaigns in the 

same quarter, will be the chosen ones). 

 

𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛: {
𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑅𝑎𝑛𝑘𝑖𝑛𝑔 ≤ 𝑁º 𝑜𝑓 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠 𝑓𝑜𝑟 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦, 𝐼𝑛𝑐𝑙𝑢𝑑𝑒𝑑

 
 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑅𝑎𝑛𝑘𝑖𝑛𝑔 > 𝑁º 𝑜𝑓 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠 𝑓𝑜𝑟 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦, 𝑁𝑜𝑡 𝐼𝑛𝑐𝑙𝑢𝑑𝑒𝑑

   

[3.4] 

 

The rule present in the equation [3.4] represents the filtering that is made on the results. As 

an example, Figure 5 demonstrates this constraint for a single category (CAFES E 

MISTURAS), which got a total of three products based on earlier category weights compu-

tation and total number of top products to include: 

 

Figure 5 - Best Products filtering example 

In this manner, the output which is passed to the Best Products model would consist of a 

collection of products, the total number of which was determined by the user, composing 

the most lucrative products per category, where the number of products per category reflects 

the behaviour applied to successful previous campaigns. The architecture behind the Prod-

ucts Discovery process is demonstrated in Figure 6, containing the steps involved and the 

communication between systems. 
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Figure 6 - Products Discovery architecture 

3.4.2. Basket Analysis model 

As previously approached in section 2.5, the Basket Analysis process is a technique used to 

identify patterns and associations between items frequently purchased together.  

Regarding the type of data in hands, the Apriori method was the one to use to calculate 

product associations, due to its effectiveness in mining association rules from transactional 

databases, and it is also preferable due to its scalability and incremental mining feature, al-

lowing fast results in large datasets. 

To begin, data is required to calculate relationships between items, and these associations 

can only be identified when every product purchased, every transaction that has ever oc-

curred is analysed and as expected, the more data utilized for calculating associations, the 

more accurate the findings will be. So, as the first step, the model will need to go through all 

the sales data. Because sales data from a retailer contains a large amount of information, and 

this process will only serve to enrich the actual basket of products discovered in the previous 

section, the basket analysis model will only work with invoices that include the products 

computed in the Best Products section, this way computing associations with less data and 

producing more accurate results. 

To begin, this model will take the list of best products as an initial input and calculate asso-

ciations using data from every invoice that has featured that product, enriching the final 

basket with products that normally go well with the ones previously discovered. 

After knowing the best products, a request to the database is made to get the actual sales 

data. Table 6 contains the definitions of the dataset that serves as the second input to the 

model. 
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Label Definition Data Type 

Product Code Unique identifier of each product. String 

Ticket Code 
Unique identifier of the invoice in which the 

product was purchased. 
Integer 

Sale Date Date in which the invoice was produced. Date 

Purpose Obtain the list of sales in which the best products existed. 

Table 6 - Definition of labels present in the basket analysis input dataset 

The data granularity in this scenario differs from past analysis, with one row per product in 

an invoice reflecting a significant volumetry of information. Furthermore, sales with fewer 

than two products were excluded for consistency and to avoid deceiving the results. 

Following, the calculation of the frequent itemsets using Apriori is needed, to take conclu-

sions from the associations found. The technique of locating sets of items that frequently 

appear together in a given dataset is referred to as frequent itemsets discovery.  

However, some data modification was performed prior to utilizing the One Hot Encoding 

(OHE) approach. Because the Apriori can execute bitwise operations such as counting the 

occurrence of itemsets and creating candidate itemsets, this method will make it easier to sift 

through all the sales data by minimizing memory use and providing efficient data processing. 

These processes may be faster in terms of computing than processing the original dataset 

with categorical values. A visual clarification of what this method performs can be observed 

in Figure 7. 

 

Figure 7 - One Hot Encoding representation 

With the rearranged dataset, the process of finding the most frequent itemsets can then be 

performed. For this specific purpose, the lift measure was the one used since it measures 

the of the strength of association between two itemsets, demonstrating how likely it is that 

itemset B will be purchased if itemset A is purchased (for additional clarifications, see sec-

tion 2.5).  
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This method, like the Best Products process, requires a particular quantity of products to be 

added to the final basket. This relates to the number of products added to the Best Products 

collection using Basket Analysis. Likewise, the user is the one who defines this amount as an 

input, which will be used in this phase. 

Finally, after computing the frequent itemsets and the resulting association rules, the ones 

with the greatest amount of lift will be chosen, based on the quantity of products to be added 

by the user.  

It is also crucial to note that items discovered in this phase that were previously discovered 

in the Best Products process are deleted to minimize duplicating campaign suggestions. Also, 

if a certain item which is found but does not have sufficient stock for the campaign duration, 

is also removed from the suggestions. This process is illustrated in Figure 8: 

 

Figure 8 - Basket Analysis output filtering 

Beyond that, and as a last step, the output of this model is combined to the output of the 

Best Product, yielding the Product Discovery result. This final product basket is then utilized 

to calculate the campaign, a procedure that will be discussed in the next sections. 

The architecture underlying the Basket Analysis flow may then be seen in the image below, 

which is made up of the orderly flow of stages taken to reach the outcome. 
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Figure 9 - Basket Analysis architecture 

3.5. Campaign Generation flow 

This section covers the process of generating the actual campaign, which is the recommender 

system output. The Price Estimation and Forecasting modules are included in the Campaign 

Generation flow, which cover the process of assigning prices to products and simulate cam-

paign results. 

Working with the previous flow output, which is the basket of products that will comprise 

the campaign itself, some additional information must be added. The approximate price that 

each product should have, as well as how that campaign, composed of the previously com-

puted basket of products and prices, will operate, are crucial pieces worth understanding. 

This process is critical because it tells the retailer how many units of each product will be 

sold and at which price, on each day of the campaign and in each store, as well as how much 

profit the retailer should make (this profit is computed using the equation [3.1], based on the 

estimated price evaluated by the Price Estimation model, the actual product cost, and the 

predicted sale quantities produced by the Forecasting model). 

Before delving into these flow models, a section devoted to data rearrangements outlines 

several critical modifications performed to sales data to improve the effectiveness of the 

Price Estimation and Forecasting models and reduce processing time and computational ef-

forts. 
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3.5.1. Data Rearrangement 

As previously stated in section 3.2, the data utilized for the present solution is derived from 

a typical Business Intelligence (BI) procedure known as ETL (Extract, Transform, and Load), 

implying that the data is already structured, processed, and ready for consumption. Other-

wise, if this was not the case and the data was raw as it came from the Point of Sales (POS) 

devices, some additional tasks would need to be completed for the information to be as clean 

and rearranged as possible, such as removing irrelevant information, dividing the data into 

different and organized tables with keys and constraints, and so on. 

Based on this, transformations are few and less radical, but some need to be performed. 

Because the system is dealing with data from retail sales, the granularity of the sales table 

would be one row per product in an invoice on a store in a day, implying a massive volumetry 

of information. Processing all this data would take a long time and provide a poor user ex-

perience, which is why pre-materializing aggregated data or minimizing the need to recom-

pute models at each execution is vital to consider. 

As previously stated, several of these time-saving strategies are suggested in the Products 

Discovery models. In the Best Products method, data is pre-materialized by entering aggre-

gated information on product rankings by category into a table and updating this information 

daily. In the Basket Analysis method, however, none of these strategies can be employed 

since the highest granularity of data (one row each product on an invoice on a store in a day) 

is required to calculate the product associations. 

However, pre-materializing data may be rather useful for the following models, since whether 

assessing past product pricing or training a model to forecast the daily outcomes of each 

product, the maximum granularity of data is not required, because the concept of invoice is 

unnecessary. 

Based on this, a process to materialize aggregated data into a table is responsible for this part, 

which updates the data in the materialized table once per day. This process will write the data 

with a granularity of one row per product in a store on a day, summing information like the 

sales, costs, stock quantity or amount of units sold for that day in each store, and then com-

pute labels like the profit. Furthermore, this procedure ignores data that can be regarded as 

outliers or that can affect the data's quality, such as credits, empty invoices, sales with a price 

of zero, among other things. These outliers may rise due to system faults, and this technique 

stops them from passing to the models. 

A snapshot of this table can be observed in Figure 10: 



30 

 

 

Figure 10 - Snapshot of materialized aggregated data from sales 

As a result, this table will have a daily result for each product, indicating how popular it was 

at each store, at what price and with what cost, showing the entire profit for the merchant 

on that product. 

Table 7 contains the definition of each field in the materialized table: 

Label Definition Data Type 

Sale Date Date in which the invoice was produced. Date 

Product Code Unique identifier of each product. String 

Store 
Unique identifier of the store in which the 

product was sold. 
Integer 

It’s in a Campaign? 

Has the value 1 if the product was on a cam-

paign at that store on that day, and a value 

of 0 otherwise. 

Boolean 

Stock Quantity 
Represents the amount of stock that the 

product had on that day at that store. 
Integer 

Sales Represents the amount sold, in euros. Float (currency) 

Costs 
Represents the costs regarding the sales of 

that product. 
Float (currency) 

Unit Cost 
Symbolizes the unit cost of that product on 

that day. 
Float (currency) 

Unit Price 
Symbolizes the unit price of that product on 

that day. 
Float (currency) 

Amount Sold The number of units sold. Integer 

Profit 
The total profit achieved, being calculated 

using the equation [3.1] 
Float (currency) 

Purpose 
Materialize converted sales data in a table to reduce computing pro-

cessing by lowering the volumetry of data to evaluate. 

Table 7 - Definition of labels present in the aggregated data from sales 



31 

 

Based on this, the materialized table holding the aggregated sales data will be utilized as the 

basis for the subsequent Price Estimation and Forecasting methods, increasing computation 

performance, and drastically lowering the volumetry of data to analyze. 

3.5.2. Price Estimation model 

One key aspect of any campaign in any business segment is the price of each product. Yet, 

pricing can be a complex matter since lots of aspects can be involved, such as the price 

applied in competitors, costs, margins, consumer interests or even stock quantities (Grewal 

et al., 2011). If the goal is price optimization, all these factors must be examined since the 

ideal price sought tries to maximize or minimize margins, stocks, or public interest.  

In this situation, a price estimation will be performed, which will consider previous seasonal 

behaviors that were applied in each product during a campaign. However, some of the pre-

viously specified aspects, such as stocks and margin maximization, are also being explored, 

but in previous models, as discussed in the Products Discovery section (3.4), by selecting 

products with enough stock for the current campaign and the most profitable ones consid-

ering the season. 

To estimate pricing based on product campaign history, past product data, particularly the 

change in product price when it joins the campaign, must be analyzed. This, however, re-

quires daily analysis of each product's sales data to determine the C Day (day in which the 

product went to campaign). Even though the previously described materialized sales data 

table is utilized in this process, one more materialized table with even less data can be built 

expressly for this operation to minimize processing massive volumes of information. 

As described in the previous section (3.5.1), the daily updated materialized sales data has a 

granularity of "one row per product in a store on a day," which means that if the retailer has 

three stores, this table will have three rows per product on a day. However, because the price 

of each product is the same in each existing store, the store label is unnecessary in the dataset. 

If the store label is subsequently deleted, the number of rows decreases to one-third of the 

original size of the dataset, indicating a considerable reduction in data. As a result, the pricing 

estimating model will only use a limited version of the materialized sales data table, without 

the store component. 

As previously stated, the C Day for each product must be determined to examine historical 

store pricing practices when the product joins the campaign. This must be done for each 

product separately since the price changes that a product experiences when it enters a 
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campaign vary greatly across product categories and between different products within the 

same category. For example, a more costly wine may receive an average discount of 5 euros 

when it participates in a campaign, but a cheap wine may only receive a fifty-cent discount.  

Another factor to consider is the time of year. Using an example from section 3.4.1, con-

sumption of cod fish in Portugal increases significantly during the winter season while re-

maining relatively low during the summer, implying that customers will seek this product 

more frequently during the fourth quarter of the year. As a result, this product may suffer a 

bigger discount during non-wanted seasons such as summer to boost customer interest in 

the product, but it may have a tiny discount when it joins the campaign in the winter consid-

ering people will purchase this product anyhow. 

As a first stage, an analysis per product per day must be performed, checking every time in 

the past that the product joined a campaign, and if it happened, performing the price differ-

ence between the preceding day of the campaign and the campaign price. This can be ac-

complished using the below formula, for product p, campaign c and campaign starting day 

cd: 

 

𝐶 𝐷𝑎𝑦 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (𝑝, 𝑐) = 𝑈𝑛𝑖𝑡 𝑃𝑟𝑖𝑐𝑒 (𝑝, 𝑐𝑑 − 1) − 𝑈𝑛𝑖𝑡 𝑃𝑟𝑖𝑐𝑒 (𝑝, 𝑐𝑑)     [3.5]  

 

After applying this logic for each product, a result like the one shown in Figure 11 is achieved: 

 

Figure 11 - Price Estimation C Day Difference 

The existing labels of the above analysis are described in Table 8: 
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Label Definition Data Type 

Product Category 
An aggregator of products based on their 

use and type. 
String 

Product Code Unique identifier of each product. String 

Sale Date Date in which the invoice was produced. Date 

It’s in a Campaign? 

Has the value 1 if the product was on a cam-

paign at that store on that day, and a value 

of 0 otherwise. 

Boolean 

Unit Price 
Symbolizes the unit price of that product on 

that day. 
Float (currency) 

C Day Difference 

Represents the price difference when a 

product enters in a campaign, calculated us-

ing formula [3.5] 

Float (currency) 

Purpose Compute the C Day Difference for every campaign of each product. 

Table 8 - Content of Price Estimation C Day Difference analysis 

Based on this, the data required for the Price Estimation model is nearly complete, but it 

may be further aggregated. As previously stated, each product's price will be calculated by 

applying historical behaviors to the current product price, implying that the most recent price 

will suffer the average difference that was normally applied to that product when it entered 

prior campaigns. One thing to note is that the term difference, rather than discount, is used. 

When items are placed in campaigns, their prices are normally reduced; but, in some situa-

tions, such as when the stock for that product is typically low or the demand for that product 

is particularly high, the price may not be reduced. These patterns are typically seasonal, being 

cached by this process by computing the C Day Difference averages quarterly. This concept 

is covered by the following equation, for product p and quarter q: 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐶 𝐷𝑎𝑦 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (𝑝, 𝑞) =
∑ 𝐶 𝐷𝑎𝑦 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (𝑝, 𝑞)

𝑁º 𝑜𝑓 𝐶𝑎𝑚𝑝𝑎𝑖𝑔𝑛𝑠 (𝑝, 𝑞)
     [3.6] 

 

One example of this process applied to a particular product can be observed in Figure 12: 
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Figure 12 - Average C Day Difference applied to a specific product 

In this example, the technique is applied to a specific product in the cod fish category, which 

suffers a decreased price discount during campaigns during seasons with higher demand for 

that product. So, in most cases, it may generate positive results (which will result in discounts 

to the real product price) but, in certain situations, it may get negative values (which will 

produce increases in the price). This can be understood by looking at formula [3.5], because 

the C Day Difference is calculated by subtracting the product price on the previous day of 

the campaign from its price on the actual day of the campaign, implying that positive values 

are categorized as discounts and negative values as price increases. 

After this data is computed, it is requested and utilized by the python Price Estimation model, 

which will only use it for the previously computed basket, composed by the Best Products 

and Basket Analysis ones. The algorithm will then locate the most recent price for each one 

of these products and apply the Average C Day Difference computed in the database for the 

current quarter of analysis, generating the estimated price in this manner. 

There are some situations that require special attention, such as when there is no past cam-

paign data for a specific product or when the predicted price is less than the current product 

pricing.  

The model takes the following actions to comply with the first occasion: If the product has 

no data for previous campaigns in the current quarter, the Average C Day Difference from 

the previous quarter is used; if the previous quarter information is also missing, an average 

of the existing quarters with data for that product is used; finally, if the product has never 

had any campaigns, the Average C Day Difference for every four quarters will be empty, and 

so the average of this value is computed using data from other products in the same category, 

in the current quarter. 

The second example, defined by predatory pricing, is when a seller sets the price of a product 

below its cost, which is a circumstance to avoid. The Price Estimation model may produce 

this if the current quarter's Average C Day Difference is large enough to cause the current 

product price to fall below the cost. This is also more likely to occur if the retailer's current 

product price is near to its cost, implying a low margin. To address this, in these cases, the 
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Price Estimation model will add a 5% margin to the actual product cost and use it as the 

estimated price. 

The architecture for this model, as well as the requests between the Python model and the 

database, may be seen in the image below. 

 

Figure 13 - Price Estimation architecture 

3.5.3. Forecasting model 

The forecasting model employs a combination of database information and prior model out-

put as a final step to estimate how a campaign made of a basket of products, each with a 

defined price and cost, would perform. Moreover, once applied, this model is expected to 

inform how many things will be sold and how much profit that campaign would generate 

throughout the previously defined number of days that it should endure. 

So, in order to accomplish this, this model should learn from previous activity of each dis-

covered product in the newly created campaign, that is, all previous sales information regard-

ing these products, and then predict how many quantities will be sold in each day, taking into 

account the estimated price in the previous model, as well as its cost (each product cost is 

daily updated in the database and it comes through the ETL process described in section 

3.2). The profit is then determined using the equation [3.1] by knowing the daily forecasted 

sales quantity for each product in the campaign. 

Because the component to be forecasted is numerical (the sales quantity) and is based on a 

collection of factors (such as the day, store, product price, or product cost), a regression 

model is the best technique to meet this requirement. 
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Based on this, as a first step, this model will request outputs from the previous models, such 

as which products will be contained in the campaign, and what’s the corresponding price for 

each one of them. Second, to train the regression model, the history of sales data for those 

products must be extracted. Because the needed information is the daily outcome of each 

product, and a granularity of one row per product in a store on a day is sufficient, the aggre-

gated sales data collected and updated by the method described in section 3.5.1 is then uti-

lized to train the model. The model then extracts the relevant data and performs some simple 

pre-processing activities such as associating the correct data type with each label. Another 

procedure related to the feature engineering process that had to be accomplished was dealing 

with text-based data. Labels like the product code or category are textual, and while they are 

required for the forecasting model, they cannot be used in regression algorithms. To address 

this, a process of hashing these columns using the label encoding technique, converting them 

to integers while maintaining their integrity, was implemented. After training and compute 

predictions, the hashed values which were previously mapped are then decrypted, returning 

to their original value. 

More extensive data treatment and pre-processing tasks are not required to be performed to 

the data present on the Data Warehouse (DW) because the data has already been arranged 

by the ETL process (section 3.2); additionally, the process of creating aggregated sales data 

(section 3.5.1) already computes similar tasks such as the removal of outliers (invoices with 

negative or 0 final prices) or the removal of products that do not have sufficient stock con-

sidering the campaign duration (done by the Best Products & Basket Analysis models de-

scribed in sections 3.4.1 and 3.4.2). 

With the needed information prepared, the data is then divided into two datasets, one re-

garding the categories needed for the forecasting operation (x) and other containing the label 

to predict (y), as described in Table 9: 

 

Label Definition Data Type 

x 

Year Year in which the sale happened. Integer 

Quarter Quarter in which the sale happened. Integer 

Month Month in which the sale happened. Integer 
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Day Day in which the sale happened. Integer 

Weekday Day of the week in which the sale happened. Integer 

Store 
Unique identifier of the store in which the 

product was sold. 
Integer 

It’s in a campaign? 

Has the value 1 if the product was on a cam-

paign at that store on that day, and a value of 0 

otherwise. 

Boolean 

Product Category 
An aggregator of products based on their use 

and type (encoded). 
Integer 

Product Code Unique identifier of each product (encoded). Integer 

Unit Cost 
Symbolizes the unit cost of that product on 

that day. 
Float (currency) 

Unit Price 
Symbolizes the unit price of that product on 

that day. 
Float (currency) 

Purpose Obtain the history sales data needed to train the regression model 

y 

Amount Sold The number of units sold. Integer 

Purpose 
Obtain the history sales data needed (amount sold) to train the re-

gression model 

Table 9 - Definition of labels present in the data for training the regression model 

This data structure is then used to train the models as further stated in section 4.1.3, first to 

find the most appropriate regression model and its hyperparameters, and then to do the 

necessary evaluations. 

With this, the model could then be trained with sales data related to previously discovered 

products (outputted from the best products and basket analysis processes described in the 

previous sections) and then forecast the amount sold for each product in each day of the 

campaign and in each store for a certain duration of campaign days defined by the user. The 

profit and margin obtained with the generated campaign can also be computed using this 

information, as well as the previously estimated product prices and current product costs. 

The data flow and architecture of this model are depicted in a more intuitive manner in 

Figure 14. 
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Figure 14 - Forecasting model architecture 

Now that all models have been described, it is able to evaluate the entire Recommender 

System as a distinct flow with many components talking with one another. To accomplish 

this, the system flow is described below, using the acronyms RS User (Recommender Sys-

tem's user), UI (Gradio Python UI Controller that communicates with the models), DB (da-

tabase in SQL Server), and the model acronyms BP (Best Products), BA (Basket Analysis), 

PE (Price Estimation), and FM (Forecasting Model). 

 

Component Action 

RS User 

Passes as input variables the number of best products -> varBP, basket analysis products 
-> varBA and the campaign duration (in days) -> varCD 

Executes the Products Discovery process 

UI Ivokes the BP model passing variables varBP and varCD 

BP 
Executes DB procedures to find products with sufficient stock for the campaign dura-
tion 

DB 

Computes product category weights (based on the previous number of products per 
category) on previous campaings for the same period 

Ranks products inside each category based on their profitability 

Outputs the product’s treated dataset -> dbBPProducts 

BP 

Based on dbBPProducts, applies filters to get the most profitable products per category, 
based on the category weights, profitability ranks and on varBP 

Returns the modified dataset -> bpOutput 

UI Gets bpOutput and passes it to the BA model, together with varBA 

BA 
Queries DB and finds through past sales data the best associations to match with the 
BA basket of products 

DB Returns data -> dbBAData 

BA 

Computes the associations between products based on dbBAData and keeps the more 
correlated ones based on the lift measure and on the varBP 

Outputs the BA products -> baOutput 
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UI 
Aggregates bpOutput and baOutput products -> productsOutput 

Shows the productsOutput to the RS User 

RS User 

Chooses if the discovered products satisfy the business requirements 

   Yes -> Executes the Campaign Generation process 

   No -> Re-runs the Products Discovery or exits the system 

PE 
Executes DB procedures for each productsOutput product to get the Average C Day Dif-
ference  

DB 

Finds in previous campaigns on the same period the average price difference for each 
product when it enters in a campaings 

Outputs Average C Day Difference and the latest available product cost -> dbPEData 

PE 

Modifies the productsOutput to add the respective estimated price and last available cost 
provided from dbPEData 

Outputs the consolidated dataset -> peOutput 

UI Invokes the FM passing as input the peOutput and varCD 

FM Requests DB previous aggregated sales data regarding the products present in peOutput 

DB Returns data -> dbFMData 

FM 

Pre-processes and rearranges dbFMData and peOutput using the same techniques 

Trains the regression model 

Performs predictions 

Returns dataset with predictions -> fmOutput 

UI 

Computes profit, sale quantities and amount of products aggregations based on 
fmOutput 

Presents the data to the RS User 

RS User 

Chooses if the generated campaign should be saved in the database 

   Yes -> Writes the campaign and PBI gets refreshed 

   No -> Re-runs the Campaign Generation process or exits the system 

Table 10 - System's flow 

The flow of the Recommender System given in Table 10 explains how each component 

communicates with each other to obtain the desired result. 

The model components (BP, BA, PE, and FM) as well as the DB details were thoroughly 

covered in this chapter, while the UI component is addressed in Annex section B. Also de-

tailed in the Annex (in section C) is the tabular data model implemented in MS Power BI, 

which serves as the foundation for the reports analyzed in the following chapter. 
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4. Evaluation and Results 

This chapter describes the evaluation process that was designed to analyze the efficiency of 

the recommender system's models, as well as an overview of the outcomes and outputs from 

the system's user perspective.  

The evaluation method involves performing tests and assessments on the models, which are 

divided into two flows: Product Discovery and Campaign Generation. These evaluations are 

intended to determine whether these models provide answers to the evaluation research 

questions. 

The results of the system are then discussed later in the chapter. To aid in the analysis pro-

cess, a collection of dashboards was created using the Power BI reporting tool (with the data 

model specified in section C of the Annex), which is intended to be the primary tool for 

viewing the recommender system's results. As a result, the dashboards can precisely examine 

these results, which are composed of a basket of discovered products, their prices, and a daily 

prediction of quantities sold, revenues, costs, and profits. 

4.1. Models Evaluation 

Model evaluation is an important step to assess the efficacy of a model. A campaign recom-

mender system is a process that demands precise assessments which, for the current system 

features, are divided in three categories:  

• Are the recommendations accurate and meet the user requirements? In other words, 

are the products suggested satisfying the company's preferences and needs?  

• Are the estimated prices correlated with the past pricing patterns and respect the 

company’s policies?  

• Are the forecasts precise in a way that will not mislead the user with inaccurate in-

formation?  

These topics are critical and demand evaluations and specific analytics that can ease the pro-

cess of answering them. 

4.1.1. Evaluation Protocol 

To complete the necessary evaluations, the models of the recommender system were divided 

into two key groups: Product Discovery and Campaign Generation. To accomplish the most 

accurate evaluation process, the data used for assessment differs between the two groups. 
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The whole history of campaigns was used in the Products Discovery evaluation to compute 

specific metrics, which were then compared to a produced basket of products using the Best 

Products and Basket Analysis models. For the Campaign Generation evaluation, a random 

previous campaign from mid-2021 was chosen, and its basket of products was utilized as an 

input for the Price Evaluation and Forecasting methods, the outputs of which were then 

compared to the real ones that occurred in the chosen campaign. The models' evaluation 

measures were also different. The recall at k measure (equation [4.4]) is used in both Products 

Discovery models to determine whether the proposed basket of products is a popular choice. 

The MAE (Mean Absolute Error) metric was used in the Price Estimation model to under-

stand how estimated prices differ from actual prices, whereas in the Forecasting model, 

measures such as MAE, RMSE (Root Mean Squared Error), and R2 (R-Squared) were used 

for the assessment. These metric’s equations are shown below. 

𝑀𝐴𝐸 =  
1

𝑛
∑| 𝑟𝑒𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 |      [4.1] 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑(𝑟𝑒𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 −  𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒)2      [4.2] 

𝑅2 =  1 −  
∑(𝑟𝑒𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 −  𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒)2

∑(𝑟𝑒𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 −  𝑚𝑒𝑎𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑒𝑝𝑒𝑛𝑑𝑎𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒)2
  [4.3] 

Although with the above methodology a clear validation of the recommender system results 

can be made, formulating targeted research questions aims to streamline the assessment of 

model outputs, ensuring a more straightforward and insightful analysis. Considering this goal, 

this evaluation process intends to answer to the following questions: Are the products dis-

covered by the Best Products and Basket Analysis models (Product Discovery process) pop-

ular choices in past campaigns? Is there any product suggested by the Product Discovery 

process which was never part of any campaign before? Is the estimated price MAE from the 

Price Estimation model lower than 10 cents? Do the forecasted daily sale quantities in each 

store follow real data patterns and trends? These questions will be approached in the end of 

the Models Evaluation section. 

4.1.2. Products Discovery Evaluation 

As previously stated in section 3.4, two models fuel the Products Discovery flow: the Best 

Products model and the Basket Analysis model, and they are linked since the latter works 

with the outputs of the first. 
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Starting with the Best Products, this model uses several heuristics and computations to 

choose the most profitable products with sufficient stock to include in a campaign. It com-

putes this at the category level, learning from previous campaigns the percentage of products 

per category that are typically included in the campaign's basket and calculating which ones 

were the most rentable for that season. Aside from that, the quantity of best items discovered 

by the algorithm is determined by the user and varies with each execution (section 3.4.1). 

This model's output is a set of products, each of which corresponds to a category, and it is 

ensured that the number of products per category to include in the campaign follows past 

business patterns, and that each category contains the most profitable products, namely, 

those with the highest success in terms of margins and amounts sold.  

Second, the Basket Analysis model explores the sales history for links between different 

products purchased in the same tickets, identifying patterns of customer behavior, and rec-

ommending the most likely item to be sold (consequent) beside a certain item (antecedent). 

This model takes the basket generated by the Best Products model and looks for the best 

outcomes for those antecedents. Moreover, the number of products to enrich the basket 

with basket analysis is also chosen by the user, which may differ within each execution of the 

model (section 3.4.2). 

To perform the assessment, a study of the most included items in the whole history of cam-

paigns was performed, with each product assigned a rank based on its participation in previ-

ous campaigns. This information can then be utilized to determine whether the model’s out-

put encompasses popular products in campaigns or even products that have never been in 

campaigns before. This evaluation technique is known as recall at k, and it measures the pro-

portion of relevant products successfully recommended to the user among the top k recom-

mended items (Airen & Agrawal, 2022), and it is calculated using the equation below. 

 

𝑅𝑒𝑐𝑎𝑙𝑙@𝑘 =  
𝑁º 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑡𝑜𝑝 𝑘 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛º 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠
          [4.4] 

 

Following that, data needs to be prepared for the evaluation. Therefore, these models were 

tested with a total of 140 products (which is the average amount of products in campaigns, 

calculated using past campaigns information) generated by the Best Products and Basket 

Analysis models and the results were compared to the previous findings on a single analysis, 

as shown below (for the top ten rows). 
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Figure 15 - Snapshot of the Products Discovery evaluation process 

Figure 15 depicts the analysis's result, which consists of 140 rows, one for each product 

generated by the models. This data is then supplemented with the findings of an examination 

of the entire campaign history. Table 11 describes the analysis content. 

Label Definition Data Type Provenience 

Product Category 
An aggregator of products based on their use and 

type. 
String Best Products 

Product Code Unique identifier of each product. String Best Products 

Profit Ranking 
The product's profitability ranking [3.1] inside 

each category. 
Integer Best Products 

Nº of Campaigns 
The number of campaigns in which the product 

was used. 
Integer 

Campaign’s his-

tory analysis 

Ranking of Cam-

paigns Coverage 

The product's ranking of previous campaigns 

coverage computed in each category. 
Integer 

Campaign’s his-

tory analysis 

Purpose Compare the Products Discovery’s outputs to real past campaign’s data. 

Table 11 - Definition of labels present in the Products Discovery evaluation process 

Based on this, the first ten products shown in the picture represent the most and second 

most chosen products in previous campaigns for their respective categories (accordingly to 

the ranking of campaigns coverage).  

Firstly, this research revealed that 100% of the 140 products generated by the model were 

part of campaigns in the past. Secondly, in attempt to acquire more accuracy in the results, 

the recall at k measure was computed for each category. Because categories have a distinct 

number of products that are included in campaigns, the top 35% most popular items in each 

category were utilized to establish the cluster of relevant items (denominator of the equation 

[5.1]). The basket of 140 previously discovered products was then compared to this cluster 

of relevant items, and the average recall at k was 85 percent, indicating that 85 percent of the 

products discovered by the Best Products and Basket Analysis models represent the top 35 

percent most popular products in each category, showing positive outcomes. 
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Therefore, it was discovered that the products generated by this model are not only rentable 

and popular, but they are also the most chosen ones for incorporating campaigns in each 

respective category. 

4.1.3. Campaign Generation Evaluation 

There are two main models for the Campaign Generation component, as explained in section 

3.5: Price Estimation and Forecasting. 

Because this component of the system is primarily focused on predicting or forecasting spe-

cific values, comparing the model's results to actual prior data is a more accurate approach 

to assess them. 

To do so, data from a random campaign that existed in mid-2021, with 235 products, was 

picked and retrieved. This random campaign was retrieved using a SQL method that re-

trieved a list of all previous campaigns' unique identifiers (IDs) to a database table, assigned 

a random ordering, and then selected one campaign ID. Following that, the Products Dis-

covery output was replaced with the products that were truly part of that specific campaign. 

Finally, the Campaign Generation section was carried out based on those products, for the 

time and duration of the randomly selected campaign (in this process, the forecasting model 

was trained with sales data up to the date in which the randomly chosen campaign happened, 

to avoid biased results). 

In terms of price estimation, the model adopts a technique that entails learning the typical 

patterns of price fluctuations when each product enters a campaign (section 3.5.2). This pro-

cedure assigns an anticipated price to a product, which may or may not be suitable based on 

some circumstances or business strategies. 

A specific dashboard was constructed in Power BI (PBI) utilizing a constructed data model 

(described in section C of the Annex) to examine how each estimated price differed from 

the real price of each commodity. To refine the study, users can use data filters in this visu-

alization, such as the generated campaign via its unique ID, the product or product category, 

or even the store. Then, two pie charts show how the created campaign differs from the 

actual one in terms of profits and sales volume. Finally, a table with a data granularity of one 

row per product is provided, containing the Price Estimated model's estimated price, the true 

price applied to that product, and the MAE. Figure 16 contains an example of this analysis, 

which can be observed below. 
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Figure 16 - Price Estimation model's evaluation (dashboard) 

As shown in the figure, the MAE was about 0.02 euros, indicating a clear approximation of 

the real given prices to the products and an understanding of the pricing patterns by the 

model. Once this data is available and computed, it is added together as the final piece to 

calculate campaign forecasts however, before that, the appropriate regression model must be 

chosen. 

To start with, in regression algorithms, data must first be divided into a training set and a test 

set for the model to be evaluated and generalized. The training set aids in model learning and 

parameter estimation, whereas the test set serves as an independent benchmark to evaluate 

the model's performance on unseen data, ensuring robustness and preventing overfitting. 

The typical split between training and test sets is 70 - 80 percent on the training set to 20 - 

30 percent on the test set, and in this case the split was 75 percent - 25 percent. Because the 

training dataset corresponds to sales data with time dimensions, shuffling is avoided while 

splitting datasets in train and test, avoiding forecasts of past values with predictions of future 

values. 

Afterwards, the next stage is to create the regression model that will forecast the sale quantity 

per product during the campaign. One critical step in accomplishing this is selecting the 

appropriate algorithm to perform the operation. There are several regression models that can 

provide quite accurate forecasts, but they all differ in how they obtain their results, and cross-

validation is one method for determining which method is best for the data at hand, which 

is used to evaluate a model's performance and generalization capacity. By providing a more 
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rigorous estimate of the model's efficacy, this method helps to mitigate concerns such as 

overfitting, giving a comprehensive evaluation of the model's performance on multiple sub-

sets of the data (Unpingco, 2016). 

So, the cross-validation procedure was computed using fourteen of the most adequate re-

gression algorithms for the current problem, and the results of the best four (based on the 

RMSE and R2 metrics) are represented below, in Table 12. 

Algorithm RMSE R2 Specifications 

Random Forest 32.0 0.65 
Model split: 

75 percent training 

25 percent testing 

Training Dataset: 

One year of sales data 

XGBoost 38.8 0.61 

K-Nearest Neighbors 36.6 0.54 

Decision Trees 43.1 0.37 

Table 12 – Forecasting model cross-validation results 

The results of the cross-validation procedures are shown in Table 12, computed with the 

dataset represented in Table 9 of section 3.5.3, as it is the proper data structure to train the 

model and further perform forecasts. Also, one year of sales data was used for this process, 

corresponding to 1.6 million rows approximately. In addition, as previously stated, the train 

and test sets were separated without data shuffling to avoid predicting past values with future 

ones (for the current example with data from one year, having February in the test set while 

November is in the train set). With Random Forest achieving the best results, with a lower 

RMSE (Root mean squared error), which is a measure of the average difference between the 

predicted and actual values, and a higher R2 (R-Squared), which represents the proportion 

of the variance in the dependent variable that is predictable from the independent variables, 

indicating how well the model fits the data. This way, when analyzing through these variables, 

it is intended to choose the model with a lower RMSE and a higher R2 (Géron, 2017).  

Even though the errors appear to be somewhat high, they may not be cause for concern 

since the models were validated using their default parameters. These parameters are known 

as hyperparameters in the field of regression algorithms, and they differ between algorithms, 

playing an important role in the model's performance and behavior. Also, there is no such 

thing as a universally optimal parameter because they can behave quite differently depending 

on the data being processed. As a result, hyperparameter tuning may be required to discover 

the optimal hyperparameters for the current model. This process evolves by performing 
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multiple combinations of values to find the optimal configuration to find the optimal values 

in a specific model, being a computationally intensive process depending on the complexity 

of the data evolved (Rebala et al., 2019). 

This process was executed for the Random Forest algorithm (as the one which presented 

better results), using a model with a split of 75 – 25 percent, also using the dataset represented 

in Table 9, similarly to the cross-validation tests yet, in this case, solely 4 months of sales data 

were used, due to the complexity of calculations performed by the hyperparameter tuning 

procedure, representing 400 thousand individual rows of data. 

Following the discovery of the regression model to employ and the most relevant hyperpa-

rameters based on the prior tests, the model may be evaluated. As previously explained (sec-

tion 3.5.3), the Forecasting model will utilize the history of sales of each product in the cam-

paign basket (previously assembled by the Products Discovery flow) to anticipate how many 

quantities of each product will be sold over the campaign days.  

To test this model, a basket composed by the products from the previously used random 

campaign was collected (with the same products used for the Price Estimation model evalu-

ation), and all their sales history was then employed to train the model (with about 500.000 

rows). Following the pre-processing and feature engineering phases (described in section 

3.5.3), the model was trained, and several assessment metrics were derived from it, as shown 

in Table 13. 

RMSE MAE R2 Specifications 

48.05 13.61 0.70 

Model split: 

75 percent training 

25 percent testing 

Training Dataset: 

Entire sales data for the 235 products (be-

longing to the randomly chosen campaign) 

Table 13 - Forecasting model evaluation measures 

Before comparing these values to the cross-validation metrics (in Table 12) for the chosen 

method (Random Forest), it is important to note that in this case the data volume passed as 

input to train the model has decreased significantly to approximately 500 thousand rows, and 

also that the method's hyperparameters were changed to those that better fit the actual data. 

By examining the above values, it is possible to observe that the RMSE has grown, even 

though the R2 has also increased. This suggests that, despite having a higher goodness of fit, 

the error rose. This phenomenon could be caused by several factors such as having a lower 



49 

 

volumetry of data, which increases the error, nonetheless, some other factors will be ap-

proached further in this chapter. 

To better understand the deviations between the predicted and actual values, a Shapley Ad-

ditive Explanations (SHAP) analysis may be performed. SHAP assigns contributions to each 

feature in a prediction model to assess their impact on individual predictions. SHAP aids in 

understanding model decisions and nurturing transparency, which is critical for informed 

decision-making, by quantifying feature importance and interaction effects.  

This research was conducted using the previously mentioned data for the basket of products 

chosen in earlier evaluations, to understand the amount of impact in the forecasts made by 

each feature, either to make them higher or lower than the actual values. The SHAP results 

are shown in the image below, where the color of each dot indicates whether that feature 

value was high or low for that row of the dataset, and the horizontal location indicates 

whether the effect of that value led to a greater or lower prediction. 

 

Figure 17 - SHAP analysis 

The graphic shows that, as expected, features such as the product, its price and cost, and 

whether it is in campaign have a significant impact on the forecast. Since the model is trained 

with the entire sales dataset with a label identifying if the product was or not in campaign at 

that day, it’s comprehensible that the model captures the pattern of increased sales quantities 

when the product actually is in a campaign, and that’s the reason why there is a cluster of red 

dots (high feature value) on the right side of the vertical line, meaning an high impact on 

forecasted sale quantities above the real values.  
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Another important aspect is the product code (textual label, since it may contain letters), 

which is the product's unique identity and is included so that the forecasting model can un-

derstand individual product patterns. In this scenario, this label had a significant impact on 

forecasts above the real values, showing that certain sales trends from some products may 

be influencing forecasts for other products, which may result in erroneous results in some 

cases (later, one approach to overcome this situation is suggested in Chapter 5). Nonetheless, 

comparing the outcomes of this model to real-world data is another technique to validate 

them. To do this, the same randomly selected campaign as previously detailed in the Price 

Estimation evaluation was used, but this time the forecasted number of items sold was com-

pared to the actual amount sold on each day of the campaign, store, and product. This anal-

ysis was also created on a dedicated dashboard for the subject, where several filters, like those 

found on the prior evaluation dashboard, can be used. Although, in this example, the antic-

ipated values are compared to the actual ones on a line chart to better understand not only 

the model's accuracy, but also how it fits the data trends, which can be critical for the retail 

sector. If no data filters are applied on the dashboard, the observed quantities sold represent 

the sum for the total of products and stores, which may not be precise for some assessments; 

however, by filtering any specific product, category, store, or combination of filters, the data 

fits into the user's needs. One example of this visualization, regarding the same real campaign, 

which was approached previously, can be seen in Figure 18. 

 

Figure 18 - Forecasting model's evaluation (dashboard) 
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By assessing the forecasted and actual values using the line chart, it is possible to determine 

that there is some fluctuation in the number of products sold in the early days of the cam-

paign. Because the recommender system forecasts the quantity of products purchased at 

various stores on specific days, it is vulnerable to several external factors that are difficult for 

the system to comprehend. One of these factors could be the weather, as rainy days make it 

difficult for customers to go shopping. Other factors that may have an impact on the normal 

pattern of sales include news in the media or financial problems. These factors are sometimes 

inaccessible to the system and can explain why some odd behaviors occur. 

Nonetheless, the forecasted values followed the true data trend for the rest of the campaign, 

which is critical in this case, and the variance is not as significant when looking at the overall 

profit and sale numbers (in the pie charts). The same study but applied to a specific store 

(rather than evaluating as a whole) can be seen in the Annex (section D), yielding even more 

precise results not only on a daily view but also on the total profit and sale quantities.  

The same analysis but with the first five days removed from the forecast can also be seen in 

the same Annex section, to determine whether this behavior was due to an issue with the 

model or an unusual fluctuation of the real values, and from that test it was proven that the 

forecasted values followed the same trend on the remaining days, leading to a successful 

outcome. 

After evaluating the full recommender system models, the previously indicated research 

questions (in section 4.1.1) can be evaluated. “Are the products discovered by the Best Products and 

Basket Analysis models (Product Discovery process) popular choices in past campaigns?”, the recall at k 

measure obtained an 85 percent result in the Products Discovery Evaluation (section 4.1.2), 

indicating that most of the suggested products corresponded to the most included products 

in previous campaigns (more popular ones). It is important to note that, as demonstrated in 

this process section (3.4), the discovered products by the Best Products and Basket Analysis 

models are chosen based on their profitability (equation [3.1]), which includes prices, costs, 

and sale quantities, rather than their previous popularity among campaigns (although the 

number of products to include per category is). 

“Is there any product suggested by the Product Discovery process which was never part of any campaign 

before?”, also as demonstrated by the Products Discovery evaluation, 100 percent of the sug-

gested basket of 140 products has previously been used in campaigns. 
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“Is the estimated price MAE from the Price Estimation model lower than 10 cents?”, the Price Estima-

tion evaluation (section 4.1.3) found that the average MAE was 0.02 euros (or 2 cents), indi-

cating a remarkably low error and a MAE lower than 10 cents. 

“Do the forecasted daily sale quantities in each store follow real data patterns and trends?”, when com-

paring the predicted values with the real ones for a specific past campaign in the forecasting 

model evaluation, it was possible to observe that the forecasted data follows the real data 

trend, although in the few initial days of that specific campaign showed some deviation, it 

did not appear to be a recurrent behavior but rather a single occurrence which was proven 

in section D of the Annex when the deviation days were not considered on the forecast. 

4.2. Reporting 

Dashboards, as a visual representation of key performance data, enable users to easily mon-

itor system outputs. Advanced analytics go beyond surface-level interactions to show subtle 

patterns and preferences in user behavior. This level of information allows for constant al-

gorithmic improvement, matching the recommender system with changing user dynamics. 

The integration of dashboards and analytics is a compelling requirement; this combination 

supports adaptive strategies, employing data-driven insights to successfully create and refine 

user experiences. 

As previously stated, MS Power BI (PBI) was the tool of choice for producing reports, with 

a data model and metrics established in accordance with all modeling best practices (section 

C of the Annex). Then, using this model, some analyses were built to simplify the process of 

assessing the Price Estimation and Forecasting models (section 4.1.3). Finally, in the same 

report, the main analytical tool, termed cockpit, was created, having all the information re-

quired for the user to keep track of the generated campaigns and all their information. The 

lateral buttons control the flow between the cockpit and the evaluation analyses (as can be 

seen on the figures of section 4.1.3). 

This dashboard is split into three sections: the cockpit itself, scatter, and the tabular view. 

The first is a simple yet effective way to view all essential information and Key Performance 

Indicators (KPIs). In the second view, a scatter chart displays an overall comparison of the 

profit rate, revenue, and sale quantities. Ultimately, in the last the generated campaign data is 

displayed as a matrix for a more direct assessment. Figure 19 illustrates a high-level perspec-

tive of the cockpit for a single filtered campaign. 
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Figure 19 - Cockpit dashboard overview 

To begin, not only the cockpit, but all dashboards in this report, have a menu. This menu 

offers various filters, including the campaign unique identifier (seen in the picture above as 

being filtered to a specific created campaign), date filters to refine the campaign period, prod-

uct category, name and code slicers, and store. All these filters can be used, and they are kept 

in sync throughout all the report's displays (an image of the menu can be seen in section D 

of the Annex). 

Moreover, this dashboard focuses on five key metrics: sales, costs, pricing, profits, and quan-

tities. These measurements are provided in a variety of displays across the cockpit. The top 

bar chart compares the quantity sold to the profit made on each day of the campaign, while 

the bottom bar chart (displayed as a waterfall chart) shows the daily profit fluctuations and 

the three primary product categories responsible for that shift, whether positive or negative. 

In addition, the left tornado chart depicts the top 10 most profitable product categories, and 

the right card offers a list of all the products developed during that campaign, along with 

their estimated price and overall profit ratio. Finally, the top gauge shows the total predicted 

sales and how they correspond to the campaign costs, while the below card presents the 

campaign description in plain text in terms of the previously described metrics.  

In the second view, an intriguing overall analysis of the campaign outcomes can be examined, 

providing the viewer with unique insights into the performance of the generated campaign's 

basket. A scatter chart is provided in this dashboard, comparing the profit ratios (y axis) with 
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the revenues (x axis) of each product (which can be filtered by category through the menu). 

This analysis is demonstrated in Figure 20. 

 

Figure 20 - Scatter chart overview 

As can be seen, each marker refers to a distinct product, with the size varying in proportion 

to the number of units sold. This view is also separated into four quadrants to aid in the 

detection of interesting or irrelevant products, enabling essential decision making. Most 

products, as is common in the retail industry, have a low profit and a low sales volume, but 

the amounts sold influence the relevance of marketing such items. Furthermore, products 

with high profits but low sales volume must be promoted to increase sales quantities and, as 

a result, revenues. Finally, products with low profits but large sales volume are at the basis 

of the campaign, and actions may be taken to minimize costs or increase sales volume to 

increase profitability. 

Finally, the third view is a tabular view with a matrix that connects the daily view of the 

product hierarchy (category, names, and codes) with the previous analyses' primary metrics 

for a more direct examination of the data (a snapshot of this view can be seen in section D 

of the Annex). 

In addition, some other relevant elements were introduced to facilitate quicker assessments 

and detail. One example is cross filtering, which is a natural PBI function that has been 

strengthened by the built data model architecture, allowing interactive filtering across visuals 

with clicks in specific data points, promoting faster analyses without the need to go to the 

menu. 
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Figure 21 - Cross filtering 

The image above depicts an example of cross filtering, in which by filtering a certain product 

category (vinhos maduros, shown by an arrow in the lower left corner), all the remaining 

dashboards are also filtered, displaying data for that specific category. 

Furthermore, the drill through functionality was implemented, which allows the user to right 

click a certain data point (like cross filtering) and then navigate to a tabular view including all 

data related to that data point, whether it be product categories, names, stores, or campaign 

days (an image of this analysis can be seen in section D of the Annex). 

Finally, features such as exporting the data behind each visual to Excel or exploring the data 

model through Power Pivot are accessible, allowing the user to share reports and use the 

recommender system data for external analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



56 

 

  



57 

 

5. Conclusions & Future Work 

This research investigated the design and implementation of a recommender system built 

exclusively for the retail sector, with a focus on recommending campaigns based on previous 

sales patterns and data, hence expediting the campaign creation process. Various aspects of 

data analytics in retail, campaign management, artificial intelligence methodologies, data min-

ing, and forecasting strategies were examined during this journey. 

Handling and analyzing large volumes of data has become a problem for retailers in today's 

data-driven landscape, and the integration of automated processes validates this effort by 

incorporating thorough campaign performance metrics simulation. Such simulations give re-

tailers the invaluable ability to predict and assess individual product popularity, associated 

costs, revenues and, ultimately, campaign profitability, allowing them to fine-tune their strat-

egies in real-time, adapt to market dynamics, and maximize the efficiency and effectiveness 

of their promotional efforts. 

This way, a comprehensive framework for product discovery, pricing estimation, and cam-

paign simulations was successfully built by leveraging the potential of these insights. The 

evaluation results demonstrated that the models are effective in improving the process of 

selecting a basket of products to incorporate into a campaign by optimizing product recom-

mendations, in assessing the process of selecting product prices by accurately estimating 

them based on past patterns, and in easing the process of simulating various detailed infor-

mation about how that campaign would perform daily per store using forecasting techniques. 

This study, however, is more than just a conclusion; it is a basic steppingstone toward the 

improvement of retail automation, providing a solid platform for future research and inno-

vation in this dynamic field. 

As this research concludes, it is critical to recognize that the road of improving recommender 

systems in the retail industry is continuing. Because of the ever-changing nature of the retail 

industry and the exponential growth of data, ongoing development is required. Further de-

velopments in recommender systems, as well as all aspects of retail automation, are antici-

pated in the future. The refinement and optimization of data mining and AI-powered systems 

will stay at the forefront of research and innovation. These systems are the foundation of the 

ability to deal with the intricacies of today's retail world, and their ongoing research and 

improvement will result in even more precision, efficiency, and effectiveness in directing 
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retail initiatives. As a result, there are several topics that serve as upgrades to the produced 

campaign recommender system and to make it more automated, flexible, and accurate.  

To begin, the Best Products (3.4.1) and Price Estimation (3.5.2) heuristic operations to locate 

the ideal products and estimate prices may be enhanced. What these models have in common 

is that they undertake extensive data mining operations on seasonal patterns as a foundation, 

improving model accuracy by examining them for temporal relationships. As these relation-

ships become shorter, the models' ability to produce better results improves. Currently, the 

seasonal components of the models focus on quarters; however, utilizing monthly seasonal 

components might enhance overall accuracy despite increasing the computer power required 

to execute the calculations. Furthermore, the Products Discovery (3.4) flow might benefit 

from UI improvement by including a wizard that allows the recommender system user to 

alter the recommended basket, allowing products to be added or removed before the Cam-

paign Generation section executes, providing the user greater flexibility.  

Moreover, the Price Estimation model's (3.5.2) estimation of prices could be enhanced. As 

of now, this model analyzes past pricing strategies and patterns when products enter cam-

paigns and replicates them seasonally; however, including a price greediness metric (as an 

input) would increase the recommender system's flexibility by allowing the user to define a 

low or high greediness when estimating prices, where lower means a more conservative price, 

and higher means a more ambitious price (based on the original estimated prices). 

The regression model (3.5.3) could potentially benefit from some changes, which would un-

doubtedly improve its accuracy in estimating sales quantities. Because this model predicts 

with a high level of detail (sale quantity for a product with a price and cost, on a given day in 

a store), and because it deals with real-world sales data that is susceptible to external factors, 

any other label that aids in understanding would significantly improve its outputs. Some of 

them are store closing days, which are easily detectable by the model when they are consistent 

(always on the same weekday, for example), but when they are punctual (like vacations or 

local holydays) and differ between stores, they may be difficult for the forecasting model to 

detect, as feeding this information to the model would resolve the issue. Similarly, access to 

weather data is critical; wet days are usually not inviting for people to go shopping, and this 

is especially true in the retail sector, where customers must sometimes carry significant vol-

umes of groceries. So, telling the forecasting model whether the day would have heavy rain 

or not would undoubtedly improve accuracy, detecting unexpected reductions in sales quan-

tities (on rainy days) or increases in sales quantities (probably in the day prior to the rainy 
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day). Furthermore, observing the Campaign Generation Evaluation section (4.1.3), one thing 

to notice is that the product code label (unique product identifier) had a significant impact 

on forecasts above the real values (can be seen by analyzing the SHAP plot in Figure 17), 

indicating that certain sales trends from some products may be influencing forecasts for other 

products, which may result in inaccurate results. One possible explanation for this scenario 

is that the regression model is trained with all the sales data (with the discovered products as 

input), and thus training it individually (one model per product) would cluster each product 

pattern on a closed model, better captioning each product's data. This method would greatly 

improve the accuracy of the results, but it would require far more computer power. 
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Annex 

A. Tools 

a.      SQL Server database 

As described in section 3.1, the data for the study is stored in a SQL Server database. It is 

prudent to use SQL databases' tools since they give performance and scalability in data man-

agement and analytics (Molinaro, 2013). 

Aside from that, some data preparation steps must be completed to organize the data that 

will be used as input to the models. Furthermore, because of the volume of information in 

the database (approximately 60 million records), it is critical to provide well-structured ana-

lytical views to avoid overloading the model with irrelevant data. 

As previously noted, some DDL operations will be introduced to do this. This procedure is 

divided into three major steps: 

• Views: developing analytical views that join only the essential data from many tables 

in the database. Views in SQL Server are objects like tables, with the exception that 

they do not contain data (they only store metadata) because they are built of a SQL 

query that produces a certain output, which is executed every time the view is ac-

cessed (Molinaro, 2013). The major objective of these views is to avoid unnecessary 

data from being entered into the model, as well as to keep all necessary data struc-

tured in a few items. 

• Tables for model outputs: to store all the model’s information regarding the gener-

ated campaigns, some tables need to be created. These tables will materialize the 

model’s output, consisting in the forecasted prices for each product in the campaign, 

and the information about the products that should be sold together that is given by 

the basket analysis model.  

• Table for process logs: it's critical to understand what happens when the model runs. 

To do this, a table holding information on the model's outputs and user interaction 

will be built, with the goal of keeping when the model was performed, any errors that 

may occur, and which campaigns were generated (by storing the campaign ID). 
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b.      Python 

Python is a popular machine learning programming language due to its ease of use and ver-

satility. It provides a diverse set of libraries that give sophisticated data analysis and model 

creation tools (Müller & Guido, 2017a). 

Because most of the operations in the current job will be analytical and ML related, several 

specific libraries may be useful owing to the tools they provide and the trust that the global 

community has in them. One example is Scikit-learn, which is a sophisticated Python ma-

chine learning package. It provides a comprehensive set of tools and methodologies for de-

veloping intelligent systems, including supervised and unsupervised learning algorithms, pre-

processing and feature extraction tools, and assessment measures. This library is constructed 

on top of NumPy and SciPy, as indicated in the book "Hands-On Machine Learning with 

Scikit-Learn and TensorFlow," and provides an easy and uniform interface for implementing 

machine learning algorithms. It also works nicely with other scientific Python tools like mat-

plotlib for data display and pandas for data management (Géron, 2017). 

As previously stated, it is intended to create the market basket analysis model and the price 

forecast model in Python, both of which require communication with the SQL database to 

collect and write data. 

c.      User Interface & Analytics 

One important step is to provide a way for the user to interact with the model. User engage-

ment with ML models is critical since it enables the input of preferred parameters as well as 

the observation of results in an orderly and intuitive manner. This allows the user to custom-

ize the model to their individual requirements and acquire a better grasp of the model's out-

put. Furthermore, this interaction enables the user to assess the model's performance, detect 

any flaws or inconsistencies, and make appropriate improvements.  

This increases transparency and trust in the model while also giving the user more control 

over the model's output.  

Gradio is a reasonable option for interacting with the model, which is essentially the User 

Interface (UI) for inputting preferred variables and executing the process. Gradio is a Python 

library for creating interactive machine learning models that is both user-friendly and effi-

cient. It's simple to integrate with existing code and has a streamlined interface for user inputs 

(Krishnamurthi & Indiramma, 2021). 
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On the other hand, the analytical component of the models’ outputs is also crucial. One tool 

that offers plenty of options for data modeling and presentation is Microsoft Power BI (PBI). 

PBI has been increasing in popularity over the last years due to its ease-of-use tools for 

conducting dashboards, and for its flawless integration with other Microsoft products (Pear-

son et al., 2020).  

This way, it is expected to employ Gradio's simple yet effective UI to simplify parameter 

input in the models, as well as PBI's analytical capabilities for generating dashboards using 

the model's generated campaigns. 

B. User Interface 

The way a recommendation system interacts with the user is an important aspect to consider. 

Since the User Interface (UI) serves as the "face" of any system, it should be intuitive, effec-

tive, and appealing. 

Gradio was used to create the UI for the recommender system in the current solution. This 

tool, as previously described in subsection c (section A of the Annex), is a Python library 

that allows you to create a front-end web page that is seamlessly connected to the back-office 

models which are running in the background. 

Using this library, a web page containing all the necessary user inputs for the models as well 

as a summary of the model's outputs was created, with a focus on usability and functionality. 

The web page is composed of two main tabs, as the flows represented in section 3.3: Product 

Discovery and Campaign Generation, as can be seen in Figure 1. 

 

 

Figure 1 - UI initial page 

In the first tab, all the necessary user inputs are displayed: 

• Number of best products to discover: represented as a slicer with a range of 1 to 50. 

This input will be sent to the Best Products model, which will determine how many 



67 

 

best products should be included in the campaign (considering the ratios between 

most profitable products per product category, as explained in section 3.4.1). 

• Number of product best matches to find in the basket analysis discovery: also shown 

as a slicer ranging from 1 to 30. Similarly, the Basket Analysis model receives this 

input, which represents the number of best matches to consider based on the lift 

ratio of matches (as described in section 3.4.2). 

• Number of days for the campaign to happen: also shown as a slicer ranging from 1 

to 30. This input will indicate to various models the total duration of the generated 

campaign. Although this information is more important in the Campaign Generation 

section, it is also critical in the Products Discovery section, where products with in-

sufficient stock for the duration of the campaign will be discarded and not used in 

the entire process. 

When these components are filled, the Products Discovery flow can be launched by pressing 

the execute button. Following execution, three prompts are displayed containing the model’s 

output information, such as the Best Products (section 3.4.1) that were discovered along with 

their category, the Basket Analysis (section 3.4.2) best matching products along with each 

antecedent, and finally some execution logs focusing on each sub-process duration. 

An image containing the already filled user inputs, as well as the outputs of the Products 

Discovery can be observed in Figure 2. 

 

 

Figure 2 - UI for the Products Discovery section 

After carefully reviewing the output of this phase, the user can alter any of the existing sliders 

and re-run the models to reach the desired result. 
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Once the user is satisfied with the basket for the current campaign, the next step is to gen-

erate it. This next phase refers to the process of estimating the product prices based on past 

behaviours (section 3.5.2) and to generate each day of the campaign through the existing 

company’s stores, by forecasting the amount sold per product (section 3.5.3). With this in-

formation, measures such as cost, quantity sold, sales, and profits may be estimated, allowing 

the user to determine whether the campaign is appropriate for the current time, products, 

and stocks, or whether changing the basket, duration, or timing would be better strategies. 

This can be done in the second tab, "Campaign Generation," without providing any further 

information. Figure 3 shows an example of the results of this section. 

 

Figure 3 - UI for the Campaign Generation section 

After the campaign is generated, the recommender system's final output is fulfilled. To de-

termine whether the campaign meets the user's needs, three output windows are displayed, 

the first of which contains the entire content of the campaign with a data granularity of one 

row per campaign day, store, and product, displaying the estimated price, forecasted amount 

sold, cost, and profit (despite the content seem unreadable, the intention is for the user to 

copy and paste it into a notepad or word document, as can be seen in the Figure 4). 
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Figure 4 - Price Estimation Output (when copied to an external document) 

 Following, the second window displays the campaign details, representing the most im-

portant information in this section. This data refers to the campaign as a whole and not to 

individual products, and it indicates the user, for the predefined duration, discovered prod-

ucts and estimated prices, how much profit will it achieve and how many quantities will be 

sold. Lastly, the third window displays the execution logs regarding the model’s executions. 

Finally, if the results meet the company's standards, the user can save them in the database 

by pressing the corresponding button (displayed in the figure). Once pressed, the data is 

saved in the recommender system database and can be evaluated, as shown in the following 

sections. 

C. MS Power BI 

As the need to thoroughly study the recommender's outputs grows, a tool to facilitate this 

process is required. In this regard, Microsoft Power BI (PBI) is a safe choice due to its well-

implemented data integration and modeling capabilities, as well as a large range of configu-

rable representations that may be designed.  

This tool was used to build the system's data model, which would then be used in the Model 

Evaluation (discussed in the Models Evaluation section 4.1) and campaign results visualiza-

tion (addressed in Reporting section 4.2). In PBI, the next stage is to develop the data model 

after defining the source and proceeding with the data extraction. To ensure performance 

and scalability, model building should conform to several modeling criteria, particularly when 

dealing with enormous amounts of data.  

A PBI model, which is a tabular model, separates data into tables that are linked together 

through relationships, and this type of model guarantees rapid query results by utilizing ca-

pabilities such as column and in-memory storage (Ferrari & Russo, 2018). 
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However, the model's efficiency is determined by how tables are produced, and relationships 

are built. As previously discussed in section 3.2, tables in a common Data Warehouse (DW) 

are defined as dimensions and facts, with dimensions often storing categorical information 

and facts numerical information. Furthermore, the relationships should always move from 

dimensions to facts, never from facts to facts. Dimensions can be tied to each other in some 

circumstances (Snowflake Schema), however the model with the maximum effectiveness 

does not contain dimensions connected to each other (Star Schema). Table relationships 

should also be one-to-many, which means that one value from one table corresponds to 

numerous values from the related one, with dimensions on the "one" side and facts on the 

"many" side of the relationships. This ensures that the best standards in tabular modeling are 

followed, resulting in an effective and scalable model (Kimball & Ross, 2013). 

This way, every query produced through the model (made by applying any filter on the re-

porting component, or even by showing any data on a simple chart) flows from dimensions 

to facts, guaranteeing more rapid responses (Vaisman & Zimányi, 2014). 

The figure below depicts the data model produced using PBI, which contains the generated 

campaigns created through the Recommender System's UI (section B of the Annex), as well 

as a table with real data from prior campaigns, allowing the recommender's outcomes to be 

compared and evaluated. 

 

Figure 5 - Recommender System’s data model in PBI 
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The previously described practices can be evaluated using this paradigm. For starters, it is a 

Star Schema since no dimension tables (tables with the prefix DIM) are associated with one 

another. Second, no FACT table (tables with the prefix FACT) is related to one another. 

Furthermore, the model is made up of four dimension tables that contain categorical infor-

mation about all of the dates in the dataset, products, generated campaigns, and existing 

stores, as well as two fact tables that contain numerical information about the generated 

campaigns (basket of products per campaign created along with forecasted daily quantities 

sold, profits, and costs) and real past campaigns information (to be used for model evalua-

tions). 

D. Evaluation and Results 

 

Figure 6 - Analysis specific stores (section 4.1.3) 
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Figure 7 - Tests without the first unusual 5 days (section 4.1.3) 

 

Figure 8 – Dashboard’s menu (section 4.2) 

 

Figure 9 – Tabular view (section 4.2) 
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Figure 10 – Drill through (section 4.2) 


