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Abstract

Learning management systems (LMS) collect a large amount of data from user interaction, and it
isn’t easy to analyze this data in a reliable and context-independent manner. This research seeks to
understand how virtual choreographies can be represented in interoperable LMS analytics dash-
boards. In order to gain a better understanding of the problem, this objective has been divided
into three sub-goals: determining which interactions can be gathered from LMS contexts, identi-
fying virtual choreographies from LMS logs, and representing virtual choreographies in learning
dashboards. To achieve these objectives, we first conducted a Systematic Literature Review to
comprehend the behaviors and interactions other authors have researched in LMS contexts. Then,
by applying these findings to this dissertation’s case study, a methodical procedure for extracting
valuable choreographies from the logs was outlined. The Design Science Research methodol-
ogy was then applied to transforming logs into virtual choreographies and their representation in
learning dashboards. It was implemented two services: one responsible for identifying virtual
choreographies from data logs and transforming the logs into statements, recipes, and choreogra-
phies, following xAPI specification elements; and the other translates the information from the
backend service into dashboard visualizations, allowing the user to view representations for state-
ments, recipes, choreographies, and various visualizations. These artifacts provide a new flexible
and cost-efficient solution for the identification of virtual choreographies, thereby facilitating the
widespread adoption of their use.

Keywords: virtual choreographies, xAPI, LMS, data analytics, learning analytics dashboard
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Chapter 1

Introduction

1.1 Context

Information is more accessible than ever due to the digitization of systems across all industries.

This digitization improves teaching and learning, particularly in higher education, where students

use online platforms to complete their assignments [7]. Learning Management Systems (LMS)

facilitate this type of interactive learning between teacher and student by providing features that

can be applied in a learning setting [1]. This type of e-learning platform enables the collection and

storage of raw data [35]. Educational data can originate from a variety of interactions and levels

of granularity, making analysis challenging [98]. With this amount of available data, it is essential

to extract useful information. Learning Analytics Dashboards (LAD) analyze and provide data

visualizations to deliver insightful knowledge [104].

With the rise of big data, finding innovative ways to analyze and interpret this data is crucial.

LAD are a popular topic because it provides significant data insights. For this, they can use a

variety of data representations and analysis methods. The most common representations are bar

charts, line graphs, and tables, but these can vary depending on the domain and the requirements

of the stakeholders [104]. However, these dashboards have known challenges. Sarikaya et al.

[102] mention the lack of end-user flexibility. One example is the storytelling capabilities because

most of the dashboards only capture the data rather than the semantics of the data. Considering

this, virtual choreographies are a novel method for describing interactions between actors that are

also platform-independent [109], making it a potential candidate for integration into a LAD.

This research aims to understand how virtual choreographies can be represented in learning

dashboards of interoperable LMS analytics. This will introduce a new method for gaining data

insights, and because it is platform agnostic, it will be applicable in a variety of scenarios.

1.2 Motivation

LMS have become indispensable tools for educational institutions and e-learning platforms. The

data these platforms gather are powerful since they can offer valuable insights to stakeholders, such

1



Introduction 2

as learners’ interactions, engagement, and performance. But in order to reach the point where the

data is valuable in decision-making, a long process has to be made.

Being able to extract valuable information from these platforms is difficult by itself, and adding

to the fact that there is currently a lack of interoperability between them, turns this theme into an

exciting data analysis and software engineering project.

Nonetheless, adding the novelty around the virtual choreographies makes this process of iden-

tifying and displaying meaningful information to aid decision-making really interesting. Because

it is an expanding field, being at the forefront of the adoption and improvement of the usage of

virtual choreographies is what sparks my interest in researching this topic.

1.3 Problem

The problem that this dissertation aims to solve is how virtual choreographies can be represented in

learning dashboards of interoperable LMS data. By analyzing the problem deeply, we can divide

it into three steps:

• Step 1: Understand which interactions can be gathered from LMS contexts;

• Step 2: Identification of virtual choreographies from LMS log data;

• Step 3: Produce learning dashboards with the identified choreographies.

By dividing the problem into three distinct problems is possible to understand all the pieces

needed to achieve the end goal. To solve the first step, we will need to conduct a literature review

to identify the interactions and behaviors being identified in the LMS context in the scientific

literature. The second step will necessitate the most amount of effort since it divides itself into

two sub-steps: 1) identify which choreographies are worth identifying in log data; and 2) how

can we make this identification automatic taking into consideration that it should be a platform

agnostic approach. Lastly, we have step three, which will produce learning dashboards with the

identified choreographies.

Since steps one and two take a significant amount of work to solve, they will be the project’s

focus. However, simple visualizations will also address step three as proof of concept.

1.4 Objectives

From the dissertation problem, it is possible to extract some Research Objectives (RO):

RO1 Conduct a comprehensive analysis to ascertain the diverse spectrum of interactions and

behaviors within LMS contexts, which have been investigated in the existing literature.

RO2 Formulate a methodical approach to delineate valuable choreographies to be extracted from

the data logs within LMS contexts.
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RO3 Design and implement an efficient solution that enables the identification of virtual chore-

ographies from the data logs present in LMS environments.

R04 Design and develop a dashboard that showcases potential visualizations using the output

generated from the identification of virtual choreographies.

The first objective RO1 will address the first step of the problem. Then RO2 and RO3 will

compose the step 2. Lastly, the RO4 will address the last step. By fulfilling these objectives the

problem will be tackled as well.

1.5 Document Structure

This dissertation comprises ten chapters, and the first is this introduction. Then, Chapter 2 lays

the groundwork for the entire dissertation by defining critical concepts. Chapter 3 entails the con-

ducted literature review of the state of the art. Then, in Chapter 4, a detailed understanding of the

case study is presented, and a method to identify valuable choreographies in logs is devised. Chap-

ter 5 explains the methodology followed, Design Rocket Science, and how it was applied to this

work. The problem is then thoroughly analyzed in Chapter 6, which is followed by a discussion

of how the SLR results apply to the problem and documentation of the Requirements Engineering

process. After it, we have Chapter 7 where the non-functional prototypes for each artifact and an

overview of the software architecture design are presented. Then, Chapter 8 details the decisions

made during the implementation phase and the approach taken to achieve the objectives. Subse-

quently, Chapter 9 discusses the research findings in the context of the goals and use cases, and the

dissertation is examined against the research objectives defined in the introduction. Lastly, Chap-

ter 10 reflects on the results achieved, identifying the areas of success, potential development, and

limitations.



Chapter 2

Background

This chapter will define some fundamental concepts that are essential for understanding the topics

covered throughout the dissertation. The concepts were identified during the exploratory phase of

the literature review, which arose from the identification of the research’s concept, context, and

perspective, as discussed in Section 3.1. Additionally, an introduction to Clean Architecture is

given due to being the architecture followed in the design and implementation of the prototype.

2.1 Virtual Choreographies

Human behavior is a well-known research field of study. It is typically depicted as a sequence

of behaviors, in this case, human, that can be designated a behavior [97]. Human behavior is a

concept that incorporates various dimensions, being cognitive, psychomotor and socio-affective

that are dependent between them [59]. Hutchison [47] identified three components of the concept

of human behavior: 1) person, 2) environment and 3) time, making it a complex and multidimen-

sional concept.

Considering the complexity of human behavior, it became necessary to develop models for its

research. The US Department of Defense presented the Human Behavior Representation (HBR)

[59]. HBR’s primary objective is “to build a computational model of a human being to achieve em-

bodied goals and predict performance” [107] by analyzing variability in behavior due to variations

in the person, situation, or both.

Virtual choreographies arise as a simplified approach to the use of frameworks such as HBR

[21]. A choreography depicts a set of acts (behaviors, interactions and occurrences) performed by

actors, with well-defined goals and possible boundaries [109]. These actors can be controlled by

humans or computers, allowing for greater versatility when employing them [110]. According to

Cassola et al. [21], virtual choreographies must allow multi-user operations and be platform, actor

and scenario independent.

Due to the rapid evolution and growth of the software market, software was quickly becoming

obsolete, and the activities could not be reused since they were deeply embedded in the techno-

logical foundation [67]. With choreographies, it is feasible to apply the same choreography to a

4
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variety of contexts, as demonstrated by Lacet et al. [60]. These authors present a unique choreog-

raphy for a comic strip platform, a three-dimensional castle, and two distinct game rooms. Apart

from this, Cassola et al. [21] mentions that various scenarios can be choreographed such as aircraft

maintenance, industry simulation, and disaster simulation.

Lacet et al. [61] proposed a method that permits the reuse of digital story choreographies

independent of the platform for which they were developed. This proposal is based on the xAPI

specification, representing virtual choreographies as statements. These statements may contain

actors, verbs, objects, places, and context. The xAPI specification also includes the recipes, which

consist of a list of valid xAPI elements representing the elements that can be used in the statements

that follow the recipe. In Figure 2.1, we have a representation in xAPI natural language of each

of the described concepts; in the recipe, we have the list of available ingredients; next, we have

statements that were created with the recipe ingredients; and finally, we can join interactions or

statements from John to create a choreography in which John first viewed the coliseum and then

visited it.

Figure 2.1: Example of recipe, statements, and choreography in xAPI natural language

With a comprehension of the key xAPI concepts, we can concentrate on the proposed method

by Lacet et al. [61], which this dissertation will further adapt to address the specified design issue.

Figure 2.2 depicts the methodology that consists of four essential components:

• Label 1, Choreography: represents the group of choreographies comprising valid statements

defined by the history recipe and which can be reproduced on multiple platforms.

• Label 2, History recipe: represents the available elements to create the history that the

choreographies will represent, or narrative semantic spaces, as described by Lacet et al.

[61]

• Label 3, Platform recipe, denotes the available platform components that can be used to

reproduce the history.

• Label 4, Matcher: is the process’s engine, responsible for translating choreography recipes

to platform recipes and vice versa. Thanks to these mappings, the choreography can be

automatically adapted to any platform.
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Figure 2.2: Preserving story choreographies across multiple platforms methodology [61]

This methodology provides virtual choreographies with a longer lifespan and the ability to

adapt the same choreography to various contexts, as demonstrated by both studies by Lacet et al.

[61, 60]. Nonetheless, this strategy assumes that the list of available elements and choreographies

is known in advance, which is only sometimes the case. For instance, when the amount of data

to analyze is enormous and unknown before the analysis, like a Moodle log file, it is difficult to

define which elements are available beforehand, making it impossible to construct the recipe.

2.2 Learning Dashboard

Since the turn of the century, learning analytics has arisen as a significant topic of study in

technology-enhanced learning [37]. In addition, the emergence of big data, which is typically de-

scribed as a dataset that cannot be processed by conventional IT methods in a reasonable amount

of time, has necessitated new approaches to information technology [23]. The widespread imple-

mentation of LMS in learning contexts leaves educational institutions with ever-growing datasets

which eventually raises the question of how these data may be utilized to create value [37].

The 1st International Conference on Learning Analytics provides one of the literature’s con-

sensus definitions of learning analytics: “Learning analytics is the measurement, collection, anal-

ysis, and reporting of data about learners and their contexts, for the purposes of understanding and

optimizing learning and the environments in which it occurs” [65].

Learning analytics dashboards are responsible for delivering valuable visualization systems

that analyze and present data about learners in an educational context in order to provide relevant

insights from learning analytics [104]. These dashboards are becoming more widespread in higher

education and provide significant insights to a variety of stakeholders, including: 1) students [14],
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2) teachers [6], 3) institutions [17], and 4) multiple stakeholders [44]. This demonstrates that the

value delivered by LAD is subject to a number of scenarios and contexts.

According to Schwendimann et al. [104], a LAD is “a single display that aggregates different

indicators about learner(s), learning process(es) and/or learning context(s) into one or multiple

visualizations”. A single display may not necessarily represent a single visualization. Typically,

dashboards offer multiple visualizations for an indicator. In their review, Schwendimann et al.

[104] determined that bar charts, line graphs and tables were the most popular visualizations based

on different target audiences (teachers, students, administrators and researchers).

Figure 2.3 depicts the Learning Analytics Cycle presented by Clow [25]. The cycle begins

with the learners being directly or indirectly accountable for data production. The subsequent

phase, data gathering, is typically performed by LMS. The third phase involves metrics derived

from data processing and visualizations, these visualizations are commonly known as LADs. The

final step is interventions, in which stakeholders take action based on the analytics offered by

LAD. This cycle offers a comprehensive breakdown of a typical Learning Analytics approach.

Figure 2.3: Learning Analytics Cycle, adapted from Clow [25]

2.3 LMS and SCORM

LMS enable teachers and students to communicate and collaborate remotely [79]. This communi-

cation can be synchronous or asynchronous, allowing for the use of various techniques. According

to Kasim and Khalid [53], an LMS gives students platform-independent access to online learning

content (e.g. web browsers, mobile). Similarly, Lonn and Teasley [66] define LMS as web-based

systems that enable collaboration between students and instructors through the exchange of ma-

terials, the submission of assignments and online communication. Communication is an essential

aspect of an LMS, and the available choices include forums, chat rooms and others.

Aldiab et al. [5] identified four relevant advantages of LMS: 1) absence of a physical location,

2) accessibility, 3) attractive environments, and 4) integration. Due to the absence of a requirement

for a physical location, distant education programs are feasible, and distance learning is achievable

[55]. The second aspect is that it is easily accessible by any device (e.g., tablet, phone, computer)

and via browser or official applications, making it available to anybody with device and Internet

access. The third advantage is an attractive environment, which makes it easier to implement

methods such as gamification, which can boost student engagement [111]. The final benefit is that

the majority of LMS is easily extendable, meaning that any missing feature may be developed or

integrated via a marketplace (e.g. Moodle) [40].
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There are numerous possibilities for LMS, ranging from open source (e.g., Moodle, Sakai)

to commercial (e.g., Blackboard, SumTotal). With such a large number of solutions, having a

standard that could facilitate content reuse between LMS would be beneficial. Sharable Content

Object Reference Model (SCORM) is one of the de facto standards for portability. It brings

together the concept of learning objects, which are packages of study materials and activities

that may be reused across LMS that are compatible with SCORM objects [16]. This portability

decreases the expenses and burdens associated with modifying content in LMS. The standard

is composed of the following characteristics: accessibility, adaptability, affordability, durability,

interoperability, and reusability [83].

Sharable content object (SCO) is the smallest unit in SCORM and it contains obtainable learn-

ing content, such as an HTML file, an image, or javascript, that can be used in another course [16].

Figure 2.4 depicts the composition of a sample SCORM package and its interaction with an LMS.

Figure 2.4: SCORM package overview

2.4 Interoperability

Interoperability is a wide and complex topic with numerous definitions. Interoperability is de-

scribed in the IEEE standard glossary [48] as “The capacity of two or more systems or compo-

nents to communicate information and use the information that has been exchanged”. Ford et al.

[38] researched the most frequent definition of interoperability and discovered that the US De-

partment of Defense’s (DoD) definition was the most popular: “The ability of systems, units, or

forces to provide services to and accept services from other systems, units, or forces and to use

the services so exchanged to enable them to operate effectively together”. The DoD definition of

interoperability is more generic which means it aggregates more levels of interoperability.

According to Rezaei et al. [96], interoperability has four levels. Technical interoperability is,

first and foremost, the capacity of systems to communicate data using common technical standards

and protocols, notably communication protocols and the related infrastructure. The second level of

interoperability is syntactic, which focuses on transferring data in a standard format and with the

same structure. The next level of interoperability is semantic interoperability, which is typically
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connected with the capacity to comprehend the meaning of shared data. The organizational level,

which relates to effective communication between organizations and their systems, is the final

level of interoperability and is dependent on the preceding levels.

Interoperability is difficult to achieve because every system has unique properties and require-

ments. However, if achieved, it can result in financial benefits such as reduced transaction costs,

improved operational efficiency and enhanced service quality, among others identified by Carmag-

nola et al. [19].

2.5 Graphs

With the rise of big data, value extraction has become crucial. Since there is a relationship between

the data in most situations, graphs can be used to potentially obtain value from it [54]. It is known

that graphs are used in social networks by taking into account the links that emerge from them. By

examining the graph, it is possible to classify user profiles, detect users’ communities, and even

make predictions about possible interactions [18].

Even though the use of graphs has many benefits, a common issue is that the graph can grow

indefinitely and demands an excessive amount of computer resources, which can become unbear-

able [18]. By using optimizations, systems such as GraphX, developed by Gonzalez et al. [43],

make the process of generating graphs more efficient.

According to Stigall and Tasar [112], a graph shows the presence or absence of relations

between sets of items. Graphs are commonly separated between undirected and directed types.

Graph or undirected graph links do not have a direction and can transverse in both directions.

Alternatively, there is a directed graph in which the edges must be directed [112]. Graphs can

also be weighted by assigning a numeric value to each edge [108]. On Figure 2.5 are examples of

undirected, directed and weighted graphs respectively.

Figure 2.5: Types of graph: undirected, directed, and weighted

2.6 Clustering

Grouping patterns or objects is a common task, whether it is in daily life or in a specific science

area. Clustering is a type of unsupervised classification, which means that there is no label as-

signed to a pattern [103]. According to Jain et al. [50] clustering is useful in a set of cases such

as exploratory pattern analysis, grouping, decision-making and machine learning situations. On
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the other hand, it is considered more difficult than supervised classification since the data is not

labeled [50].

Choosing a suitable clustering algorithm requires deliberation, as each has its own benefits and

drawbacks. Usually, clustering techniques are separated into hierarchical and partitioning-based

methods [50].

According to Rai and Shubha [95], hierarchical clustering algorithms aim to create a clustering

hierarchy. More specifically, Chatziafratis et al. [22] states that it displays a dataset as a binary

tree. Clustering is an iterative technique that divides patterns using a top-down or bottom-up

strategy [103]. The top-down technique is referred to as divisive, whilst the bottom-up strategy is

known as agglomerative. The algorithms ROCK, COBWEB and QROCK are examples.

According to Saemi et al. [99], partitioning-based clustering separates the data into k cate-

gories and then clusters the data using an iterative process. Based on the strategies employed to

generate clusters, this approach can be classified as hard/crisp clustering, fuzzy clustering, or mix-

ture resolving clustering [2]. Among the clustering methods based on partitioning are k-means,

CLARA and fuzzy c-means.

2.7 Clean Architecture

The Clean Architecture, as proposed by Robert C. Martin [74], is a synthesis of various system

architecture concepts, incorporating elements from Hexagonal Architecture [27], DCI [30], and

BCE [49]. Despite their differences, these architectures share a common goal: the separation of

concerns [74]. They accomplish this by dedicating at least one layer to business rules and a second

to user and system interfaces.

As depicted in Figure 2.6, Martin [74] suggests combining all architectures into a single,

unified construct. The purpose of defining distinct layers is to ensure a separation of concerns,

facilitate testing at multiple levels of abstraction, and maintain a clear demarcation between busi-

ness rules and specific implementation details. Martin [74] states that systems adhering to clean

architecture will exhibit the following characteristics:

• Framework Independence: The idea is that the system is not entwined with the framework.

Instead, with the separation of concerns, isolating business rules and employing frameworks

or libraries as auxiliary tools is feasible.

• Testability: Business rules can be tested without reliance on external elements such as User

Interfaces (UI) or databases.

• UI Independence: User interfaces, which evolve rapidly and possess distinct requirements,

can be modified from a web to a CLI, without necessitating alterations in the business layer.

• Database Independence: Changing databases becomes viable at any juncture, as the business

rules are not tied to specific databases.



2.7 Clean Architecture 11

• External Agency Independence: External interfaces do not directly interact with the business

layer, making them independent of any library or tool.

Figure 2.6: Clean architecture by Martin [74]

Given these benefits, this architecture will be used to build the backend layer. This decision

will improve the backend’s robustness and adaptability to emergent requirements without requiring

major changes to the business rules.



Chapter 3

State of the Art

Learning Analytics is a broad topic of study. If a Systematic Literature Review (SLR) is under-

taken without a well-defined scope, the results would be limitless and the literature review will

lack scientific value [77]. Consequently, a protocol outlined by Morgado and Beck [77] was used

to carry out this literature review. This protocol synthesizes the two primary protocols [62, 89]

used for systematic scoping reviews, resulting in a more robust protocol designed to maximize the

potential for influence on research literature [77]. The timelines for the development of this litera-

ture review would not be satisfied by doing such a process, so in order to still define a meaningful

scope, only the exploratory phase of the protocol was undertaken. With this phase’s artifacts, the

keywords, a systematic literature research was conducted according to the guidelines of Kitchen-

ham and Charters [57].

Then, from a global perspective, this literature review consists of a survey of surveys, a step

from the exploratory phase, in order to establish the scope. Then, a literature review with a well-

defined scope is conducted to answer the research questions. Figure 3.1 illustrates an overview of

the process.

Figure 3.1: Methodology overview including exploratory phase and SLR

12
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3.1 Exploratory Phase

Defining the scope of a research project in a wide field like Learning Analytics might be difficult.

Using an exploratory strategy such as scoping reviews, it is possible to understand the current state

of learning analytics and to discover significant subjects and potential gaps in the literature [29].

According to Arksey and O’Malley [8], there are two different ways to use scoping reviews: 1) as

a part of the review process that results in a systematic literature review, and 2) as a comprehensive

approach that results in research findings on its own.

Considering the time-frame available to conduct this research and the need for a well-defined

scope, the exploratory phase of Morgado and Beck’s [77] suggested protocol provides that. By

employing only this phase, we will be able to reduce the scope of the task without doing a whole

rigorous review.

The exploratory phase consists of three phases. The first step is “Define title”, which should re-

flect the concept, context and perspective of the research. The second step is “Define foundational

concepts”, which seeks to understand the current state of the key concepts that can be inferred from

the previous step. The final step is “Define theoretical background”, which involves conducting a

Survey of Surveys (SoS) in order to define the path to conducting the literature review.

3.1.1 Define Title

It is essential to identify the concept, context and perspective of the review while defining a title.

The results for each definition are:

• Concept: Represent virtual choreographies in learning dashboards;

• Context: Analytics from LMS including SCORM objects;

• Perspective: Collecting and displaying interoperable data independent of the source LMS

and SCORM platforms.

Ultimately resulted in the temporary title “Representation of virtual choreographies in learn-

ing dashboards of interoperable LMS and SCORM analytics”.

3.1.2 Define Fundamental Concepts

This step is essential for understanding how the research community discusses the concepts, iden-

tifying potential keywords and identifying significant works. These concepts are virtual choreog-

raphy, learning dashboard, learning management system, sharable content object reference model,

and interoperability.

This step’s findings can be found in the Background Section 2, where their definitions are

provided.
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3.1.3 Define Theoretical Background

This chapter is where the SoS is conducted, with the result being the current gap and related work

concerning the predefined concept, context, and perspective.

3.1.3.1 Sources and Search Strings

Based on the definition of fundamental concepts, a list of keywords was identified for each con-

cept. Each concept’s keywords and search terms are included in Table 3.1.

Table 3.1: First iteration of keywords and synonyms (SoS)

Virtual
choreographies

Learning
dashboard

LMS
and SCORM

Interoperability

virtual choreographies learning dashboard learning management
systems

interoperability

virtual choreography learning analytics LMS independence
virtual representations dashboards virtual learning envi-

ronments
interoperate

choreographies information visualiza-
tions

VLE interoperable

choreography educational dashboard sharable content ob-
ject reference model

interoperation

story choreographies dashboard for learning
analytics

SCORM similarity

behavior patterns learning analytics
dashboard

integrate

choreography recipes data dashboard systems integra-
tion

web dashboard

Due to the fact that this is a SoS, these searches are constrained to secondary studies such as

surveys or reviews.

The study for secondary studies was undertaken using the Google Scholar database, as it pro-

vides substantially more citations than Web of Science and Scopus for example [76]. Due to

Google Scholar’s 256-character search limit, it is impossible to include all keywords in the same

search phrase. To discover the significant and relevant keywords to include in the search string,

all keywords were subjected to review to determine their importance and relevance. Table 3.2

provides an example of virtual choreography keywords.

This table allows for the elimination of key terms without compromising search results. The

reduced form of Table 3.1 is displayed in Table 3.3 after applying this method.

The search string outcomes for each concept are:

1. “choreographies” OR “choreography” OR “behavior patterns”
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Table 3.2: Virtual choreography keywords execution

Search string Result
allintitle: (“survey” OR “review”)(“virtual choreographies”) 0
allintitle: (“survey” OR “review”)(“virtual choreography”) 0
allintitle: (“survey” OR “review”)(“virtual representations”) 2
allintitle: (“survey” OR “review”)(“choreographies”) 10
allintitle: (“survey” OR “review”)(“choreography”) 46
allintitle: (“survey” OR “review”)(“story choreographies”) 0
allintitle: (“survey” OR “review”)(“behavior patterns”) 61
allintitle: (“survey” OR “review”)(“choreography recipes”) 0

2. “* dashboard” OR “learning analytics” OR “information visualization”

3. “learning management systems” OR “LMS” OR “virtual learning environments” OR “VLEs”

OR “SCORM”

4. “interoperability” OR “interoperable” OR “systems integration”

To achieve the best outcomes, all possible combinations of these principles were tested. For

this initial step, search only by title. The results are available in Appendix A.

Since the findings were unsatisfactory under the condition of only retrieving results that matched

the title, all possible combinations were examined, while keeping one of the concepts on the title

condition and rotating the others throughout the body of the paper. The results are available in

Appendix B.

3.1.3.2 Conducting

Having defined the search strings, they were then performed against the Google Scholar database.

Since it is difficult to retrieve metadata from the selected database, all search strings were con-

Table 3.3: Final keywords (survey of surveys)

Virtual chore-
ographies

Learning dashboard LMS and SCORM Interoperability

choreographies * dashboard learning management
systems

interoperability

choreography learning analytics LMS interoperable
behavior patterns information visualiza-

tion
virtual learning envi-
ronments

systems integration

VLE
SCORM
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ducted via the academic citation extraction and analysis software Publish or Perish1, a total of

n=321 papers were retrieved.

Table 3.4: Inclusion and exclusion criteria (SoS)

Inclusion criteria

The paper addresses learning analytics

The paper addresses interoperability

The paper addresses patterns or interactions

Exclusion criteria

The paper does not answer at least one research question

Not peer reviewed

The title identifies a distinct area apart from the objectives

The paper is not written in English

After discarding the duplicates, n=256 papers remained. Following this, inclusion and exclu-

sion criteria presented in Table 3.4 were applied by first examining the title and then the abstract,

leaving n=62 papers. All papers that did not mention behaviors were eliminated, leaving n=12 pa-

pers. Because two of these last papers were published prior to 2017, they were eliminated, leaving

n=10 papers. The process can be viewed in Figure 3.2, and the secondary studies that resulted are

presented in Table 3.5.

Figure 3.2: Overview of the SoS process

3.1.3.3 Thematic Analysis

The approach of thematic analysis, as presented by Vaismoradi et al. [115], was used to analyze

the results. By breaking the knowledge of a certain issue into themes, the thematic analysis pro-

vides a systematic approach to content analysis, making it easier to understand the existing state

1Publish or perish: https://harzing.com/resources/publish-or-perish
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Table 3.5: Survey of surveys results

Authors Title Year

Ramaswami et al. Use of Predictive Analytics within Learning Analytics
Dashboards: A Review of Case Studies

2022

Liu et al. Business process collaboration using semantic interoper-
ability: Review and framework

2021

C Romero and S
Ventura

Educational data mining and learning analytics: An up-
dated survey

2020

KC Li and BTM
Wong

Personalising learning with learning analytics: a review of
the literature

2020

H Aldowah et al. Educational data mining and learning analytics for 21st
century higher education: A review and synthesis

2019

J Moon and Z Liu Rich representations for analyzing learning trajectories:
Systematic review on sequential data analytics in game-
based learning research

2019

K Mangaroska and
M Giannakos

Learning analytics for learning design: A systematic liter-
ature review of analytics-driven design to enhance learning

2018

Banihashem et al. Learning analytics: A systematic literature review 2018

Liu et al. Learning analytics as an assessment tool in serious games:
A review of literature

2017

Leitner et al. Learning analytics in higher education—a literature review 2017

of knowledge and possible relationships between themes [115]. This will ultimately aid in under-

standing the present scope of available approaches, making it easier to determine a scope for the

SLR.

First, we identified a set of questions based on the specified concept, context, and perspective.

These queries are used to extract relevant units from the literature, allowing us to discover multiple

responses to the same question. The identified Thematic Analysis Questions (TAQ) were:

1. TAQ1: How are choreographies presented on a dashboard?

2. TAQ2: How is the data for choreographies gathered?

3. TAQ3: How is the data analyzed in order to identify choreographies?

For each question, the literature was evaluated and excerpts indicating the answers were ex-

tracted. As a phase of thematic analysis, these excerpts are reduced to an atomic abstraction that

translates the excerpt’s meaning, so that it can fully replace the entire excerpt [115]. These abstract

atomic entities are known as codes.
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The codes were analyzed iteratively to identify similarities and differences, enabling the identi-

fication of code clusters. These groups are referred to as themes and serve as responses to research

questions. The outcome of this procedure can be seen in Table 3.6, Table 3.7 and Table 3.8.

Table 3.6: TAQ1: How are choreographies presented on a dashboard?

Theme Definition

Patterns and trends graph Use of graphs to identify patterns and trends in dif-
ferent types of data

Player behavior heatmaps Use of heatmaps to represent behavior patterns
among players

Time-related multi-dimensional
datasets as circular diagrams

Use of circular diagrams to visualize data that
changes over time and has multiple dimensions

Spatial representations and stu-
dent patterns as random walks

Use of random walks to represent patterns in data,
such as student interactions

Fuzzy workflow diagrams to vi-
sualize student patterns while
completing a task

Use of fuzzy workflow diagrams to visualize student
patterns while completing a task

Comparisons of student patterns
as bubble diagrams

Use of bubble diagrams to illustrate comparisons be-
tween patterns

Timeline visualization of chore-
ography completion

Use timeline visualization to see choreography sta-
tus

After assessing the outcomes of this analysis, a course of action and a scope were determined.

To illustrate the choreographies, the topic “Use of graph for identification of patterns and trends

in different data” was selected because it has the more developed literature. To analyze the data

to detect patterns, the topic “Use of clustering techniques to group and classify data” was chosen

since it is a trending topic for identifying patterns. Lastly, for data collection, the “Use of learning

management systems (LMS) and content management systems (CMS) to record interactions and

behaviors” was chosen since it is extensively utilized and there are a vast number of patterns that

can be extracted from these types of platforms.

3.2 Systematic Literature Review

A systematic approach to a literature review allows for the reproducibility of the literature. An

SLR is one of the most prevalent methods for this goal, and by employing it, we can ensure that

our findings are consistent, robust, and transferable [57]. The guidelines from Kitchenham and

Charters [57] were followed to perform the literature review.
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Table 3.7: TAQ2: How is the data for choreographies gathered?

Theme Definition

Recording interactions and behaviors with
LMS and CMS

Use of LMS and CMS as tools for collect-
ing data on student interactions and behav-
iors

Log files and databases to store data Use of log files and databases to save and
store data collected from LMS and CMS,
as well as other sources

VLEs and e-learning platforms to collect
data from multiple domains.

Use of VLEs and e-learning platforms as a
way to gather data from different domains

Surveys, interviews, formal observation,
and other methods to collect qualitative
and quantitative data

Use of various methods, such as sur-
veys, interviews, and formal observation,
to gather both qualitative and quantitative
data

Games and other interactive tools student
progress and interaction

Use of data from games and other inter-
active tools to track student progress and
interactions

Historical, biographical, and course-
related data essential information

Use of various types of data, such as
past student performance, demographics,
or course-related information, to gather
relevant information about student interac-
tions and behaviors

Log files, eye tracking, video, and electro-
dermal activity data gathering

Use of various technologies and tech-
niques to collect data about student inter-
actions and behaviors
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Table 3.8: TAQ3: How is the data analyzed in order to identify choreographies?

Theme Definition

Data pre-processing techniques
to clean and in usable format

Use of techniques, such as data cleaning, normaliza-
tion, and feature extraction, to prepare the data for
analysis

Software and tools to analyze
and visualize data

Use of techniques, such as data cleaning, normaliza-
tion, and feature extraction, to prepare the data for
analysis

Statistical analysis to identify
patterns and relationships in be-
havioral data

Use of various software and tools to analyze and vi-
sualize data about student interactions and behaviors

Machine learning techniques to
classify and analyze patterns in
data

Use of statistical techniques, such as hypothesis test-
ing, correlation analysis, or regression analysis, to
analyze behavioral data and identify patterns and re-
lationships

Clustering techniques to group
and classify data

Use of machine learning techniques, such as deci-
sion trees, neural networks, or support vector ma-
chines, to classify and analyze patterns in data

Descriptive analysis to compare
different clusters

Use of clustering techniques, such as k-means, hi-
erarchical clustering, or density-based clustering, to
group and classify data

Visualized behavior-transition
diagram for complex behaviors

Use of descriptive analysis, such as mean, median,
or mode, to compare different clusters of data Use
of visualized behavior-transition diagrams, such as
state transition diagrams, to represent and analyze
more complex behaviors
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Since undertaking an SLR can be a complex task, we used Parsifal2 to conduct it. Parsifal is

designed to aid researchers in performing SLR within the context of Software Engineering while

guiding through all the phases proposed by Kitchenham and Charters [57].

3.2.1 Planning

The planning usually confirms the necessity of a review prior to making it [57]. In this case, the

necessity is already validated since a SoS was made before the scope.

Considering the scope outlined in the previous section, the primary objective of this literature

review is: Understand how graphs can be used to represent behaviors (interactions) in LMS/CMS,

applying clustering techniques.

3.2.1.1 Research Questions

To frame research questions, the PICOC (Population, Intervention, Comparison, Outcomes, Con-

text) approach has been proposed by Petticrew and Roberts [90].

The PICOC results that arose from the objective were:

• Population: learners

• Intervention: graphs

• Comparison: typification of clustered behaviors representations

• Outcome: awareness about the learning process

• Context: LMS

With the PICOC defined, we can clearly understand the objective’s essential components. By

analyzing it, the following Research Questions (RQ) will be addressed:

1. RQ1: What are the types of behaviors/interactions in LMS/CMS represented by graphs?

2. RQ2: Which clustering techniques are used to identify behaviors/interactions in LMS/CMS?

3. RQ3: How can graphs be used to represent behaviors/interactions in LMS/CMS?

4. RQ4: How can clustering algorithms be used to represent behaviors/interactions in LM-

S/CMS?

3.2.1.2 Sources and Search Strings

Similarly to the SoS, the search strings will just be executed on Google Scholar since it provides

more citations than Web of Science and Scopus for example [76].

2Parsifal: https://parsif.al/
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It is possible to infer some keywords from the PICOC, and by performing a quick search, it

is possible to extract some commonly used synonyms in the literature. The keywords and their

synonyms are:

• LMS: CMS, content management system, e-learning platform, learning environment, learn-

ing management system, learning platform;

• awareness: decision-making, learning analytics;

• clustering: clusters, group, grouping, patterns;

• graph: behavior patterns, choreography, interaction pattern, interaction patterns, multi-

modal analytics, network visualization, node-link, rhizomatic;

• learners: education, educational, learning, school, student, students, trainee, trainees, train-

ing, university.

Considering Google’s 256-character search limit, a combination of keywords and synonyms

was utilized until the search yielded an appropriate number of results. Eight distinct search strings

were generated so that the results would be more complete and there would be no risk of losing

valuable results. These are the search strings:

1. (“LMS” OR “CMS”) “learning-analytics” (“clustering” OR “patterns”) (“graph” (“in-

teraction patterns” OR “behavior patterns” OR “choreography”)) (“learners” OR “trainees”

OR “university”)

2. (“learning management system” OR “CMS”) “learning-analytics” (“clustering” OR “pat-

terns”) (“graph” (“interaction patterns” OR “behavior patterns” OR “choreography”))

(“learners” OR “trainees” OR “university”)

3. (“learning management system” OR “content management system”) “learning-analytics”

(“clustering” OR “patterns”) (“graph” (“interaction patterns” OR “behavior patterns”

OR “choreography”)) (“learners” OR “trainees” OR “university”)

4. (“LMS” OR “CMS”) “learning-analytics” (“clustering” OR “patterns”) (“graph” (“in-

teraction patterns” OR “behavior patterns” OR “choreography”)) (“learning” OR “train-

ing” OR “education”)

5. (“LMS” OR “CMS”) “learning-analytics” (“clustering” OR “patterns” OR “group”)

(“graph” (“interaction patterns” OR “behavior patterns” OR “choreography”)) (“learn-

ing” OR “training” OR “education”)

6. (“LMS” OR “CMS”) (“learning-analytics” OR “awareness”) (“clustering” OR “pat-

terns” OR “group”) (“graph” (“interaction patterns” OR “behavior patterns” OR “chore-

ography”)) (“learning” OR “training” OR “education”)
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7. (“LMS” OR “CMS”) (“learning-analytics” OR “awareness”) (“clustering” OR “pat-

terns” OR “group”) ((“graph” OR “rhizomatic”) (“interaction patterns” OR “behaviour

patterns” OR “choreography”)) (“learning” OR “training” OR “education”)

8. (“LMS” OR “CMS” OR “learning environment”) “learning-analytics” (“clustering” OR

“patterns”) (“graph” (“interaction patterns” OR “behavior patterns” OR “choreogra-

phy”)) (“learners” OR “trainees” OR “university”)

3.2.1.3 Selection Criteria

As criteria for selection, a list of inclusion and exclusion criteria was created and is presented in

Table 3.9.

Table 3.9: Inclusion and exclusion criteria (SLR)

Inclusion criteria

Studies published after 2017

Studies written in English

The paper answers at least one of the research questions

Exclusion criteria

Book/chapter or unpublished papers

Duplicate articles

Not peer reviewed

The focus of the paper is on the semantic analysis of messages

The paper does not answer at least one research question

The paper focuses on interaction patterns that are irrelevant to the objectives of the study

The title identifies a distinct area apart from the objectives

3.2.2 Conducting

After the protocol is defined, the review can be executed. The search strings were performed

against the Google Scholar database. Since it is challenging to retrieve metadata from the selected

database, all search strings were conducted via the academic citation extraction and analysis soft-

ware Publish or Perish3, a total of n=5321 papers were retrieved.

Following the elimination of duplicates, n=1308 papers remained. After applying the inclusion

and exclusion criteria stated in Table 3.9, n=56 papers remained. With these 56 publications,

a source analysis revealed that 32 were from journals and 24 were from conferences. Priority

was given to journals, but due to the nature of journal publication, a sample of conferences was

3Publish or perish: https://harzing.com/resources/publish-or-perish
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included in the final sample. By eliminating conferences held prior to 2020, n=44 papers remained.

The process can be viewed in Figure 3.3 and the results are presented in Appendix C.

Figure 3.3: Overview of the SLR process

3.2.3 Thematic Analysis

The thematic analysis of this chapter follows the same guidelines by Vaismoradi et al. [115]

conducted on SoS. In order to get value from the results, simplifying the data into codes and

themes will make it easier to answer the research questions identified in Section 3.2.1.1.

The questions used to extract information will be similar to the research questions, making it

easy to answer them later. These are the Thematic Analysis Questions (TAQ) used for extraction:

1. TAQ1: Behaviors/Interactions in LMS/CMS represented by graph

2. TAQ2: Clustering techniques are used to identify behaviors/interactions in LMS/CMS

3. TAQ3: Ways to use graphs to represent behaviors/interactions in LMS/CMS

4. TAQ4: Ways to use clustering techniques to represent behaviors/interactions in LMS/CMS

After extracting excerpts from the papers, each question was addressed. The next step was to

convert these excerpts into codes, which are small informational units. In addition to providing

all the information necessary to answer the question, these codes are clean of distractions. The

next stage was an iterative process of identifying clusters of codes for each question, culminating

in identifying themes. Tables 3.10, 3.11, 3.12 and 3.13 display the results of the identification of

themes and their corresponding definitions.

3.3 Results

This chapter will use the SLR results to answer the Thematic Analysis Questions previously men-

tioned in Section 3.2.3.
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Table 3.10: TAQ1: Behaviors/Interactions in LMS/CMS represented by graph

Theme Definition

Social interactions between peers Interactions and patterns of collaboration
among students in online learning environ-
ments

Interactions with course pedagogical as-
sessments

Interactions with course assessments such
as quizzes and exercises

Course activity interactions Student behavior and interactions with
course activities in online learning envi-
ronments

Learning object interactions Learner behavior patterns in online envi-
ronments while interacting with learning
objects

General student interactions with LMS Student behavior and learning activity in
online learning environments using a vari-
ety of this environment’s components.

Student trace data Trace data collected from students in on-
line learning environments, such as click-
stream behavior

Teacher interactions in LMS Teacher interactions with online learning
environments

Table 3.11: TAQ2: Clustering techniques are used to identify behaviors/interactions in LMS/CMS

Theme Definition

Partitioning-based Clustering Clustering technique that divides a data-
set into a fixed number of clusters, as spec-
ified by the user or algorithm (e.g. k-
means)

Hierarchical-based Clustering Clustering technique that creates a hier-
archical structure of clusters, where each
cluster is a subset of the previous

Density-based Clustering Based on the density of the data points, a
clustering technique that groups together
data points that are densely packed

Time-series Clustering Method of clustering used to group similar
time-series data elements
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Table 3.12: TAQ3: Ways to use graphs to represent behaviors/interactions in LMS/CMS

Theme Definition

Directed graphs to represent social inter-
actions

Use of directed graphs to represent the
flow of communication between students

Social-cognitive network to represent so-
cial interactions

Represent how learners interact and influ-
ence each other’s learning behaviors and
outcome

Social-cognitive network to represent
knowledge contribution patterns

Represent how learners contribute to the
collective knowledge of an online learning
community

Course assessment behaviors Represent sequence of actions during
course assessment

Process models to represent interaction se-
quences

Represent the steps that learners take when
engaging with course materials and with
each other

Learners learning behaviors Represent learners’ learning behaviors
with the LMS (e.g., logs, actions)

Teacher interactions Overall teacher interactions with the LMS

Learning situation of cohorts Represent learning situation of cohorts us-
ing spatiotemporal digital profiles

Table 3.13: TAQ4: Ways to use clustering techniques to represent behaviors/interactions in LM-
S/CMS

Theme Definition

Group similar students Group students based on similarity

Distinguish different learning patterns Group learning patterns which aid in dis-
tinguishing them

Cluster different types of students Group students according to their type dif-
ferences
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3.3.1 TAQ1: What are the types of behaviors/interactions in LMS/CMS repre-
sented by graphs?

This question’s objective was to identify the types of behaviors and interactions from LMS/CMS

that can be represented by graphs that are currently being studied in the research community. With

the thematic analysis, we were able to identify groups of behaviors and interactions that answer

this question.

The first type of interaction identified comes from the social interactions between peers. These

interactions are usually collaborative interactions between students [92, 11] and can happen in dif-

ferent contexts, being the most common interactions occurring in an LMS [122, 88, 101, 3, 34].

However, alternative sources can be utilized to collect these interactions. For instance, Ouyang

et al. [80] conducted a study on student engagement during discussions in Massive Open Online

Courses (MOOCs), while on the other hand, Sedrakyan et al. [105] investigated interaction pat-

terns in social media contexts. Finally, it is noteworthy that interactions can be specific, such as

interactions between two students, interactions between two students commenting on the initial

posts of others, or interactions between students commenting on a thread [119].

The second theme relates to the course component of an LMS and its associated pedagogical

assessments. Specifically, the focus is on the interactions that occur within this context. Zhang

et al. [122] and Quispe et al. [71] examined how these interactions can provide valuable insight

into students’ learning behavior. Similarly, Waheed et al. [118] and Jang et al. [51] analyzed

as one of their indicators how the interactions with assessments can be used to predict students’

academic performance. More specifically, the interaction with quizzes can also provide valuable

insights into identifying students’ behavior patterns [52] and examine the engagement level and

performance [4]. Quiz interactions can be helpful to aid in decision-making by providing a set

of visualizations that enable the stakeholder to get a high view of how the students are behaving

[120]. Finally, the study conducted by Mandlazi et al. [70] investigated how students interact with

exercises to create a predictive model for determining their likelihood of answering subsequent

questions correctly.

Still, in the context of courses, the third theme concerns the interactions related to course

activity. This specific type of interaction exhibits a diverse range of applications, including but

not limited to the creation of visual representations [101], recognition of pedagogical approaches

[69], analysis of learning behavior [82, 58, 123], and evaluation of a learner’s current situation

[32]. Some examples of interactions analyzed are interactions with course videos [4, 120], and

course material [93]. Lastly, The course activity interactions are usually analyzed using the logs

from LMS or MOOCs. Studies from Marticorena-Sanchéz et al. [73], Manzanares et al. [114],

Cobos and Garcia [26] and Bessadok et al. [13] demonstrate the possibility of using log-based

methodologies to improve comprehension of online course student engagement and learning be-

haviors.

Learning object interactions represent another category of interactions. In their study, Frost

and McCalla [39] used the previously mentioned interactions to devise a pedagogical planner,
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which can suggest learning trajectories to learners based on their prior interactions. At the same

time, it is possible to utilize them to comprehend the correlation between the recognized interaction

patterns and educational achievements [20].

LMS/CMS can provide numerous interactions, and grouping them can provide valuable in-

sights. In most studies [13, 94, 63, 33, 93], logs were used to analyze and identify general student

interactions. Examples of indicators of online behavior include access information, rating, acces-

sibility metrics, and time spent on site [12].

Trace data representing student interactions on educational platforms [56, 64] is an additional

valuable interaction that can yield significant insights and outcomes. Specifically, Waheed et al.

[118] analyzed the clickstream behavior of students.

Lastly, most research focuses on student interactions, but comprehending and optimizing the

processes from a teacher’s perspective can benefit from teacher interactions [36].

3.3.2 TAQ2: Which clustering techniques are used to identify behaviors/interac-
tions in LMS/CMS?

This question’s objective was to identify which clustering techniques can be used to identify be-

haviors/interactions in LMS/CMS currently being discussed in the research community.

Multiple clustering techniques can be used to identify patterns/interactions in data. There is

one type of clustering technique that is mentioned a lot in literature, and that is partitioning-based

clustering. Inside this type, the most used is k-means [26, 13, 64, 75, 4, 20, 58, 33]. In their work,

Manzares et al. [114] mention two other variants, k-means++, and fuzzy k-means.

Another type of clustering technique is the agglomerative hierarchical clustering technique

[69], which uses this technique to identify groups of learners based on the identified interaction

sequence patterns.

On the other hand, when the applications may have a lot of noise, using density-based cluster-

ing techniques such as DBSCAN [114] can be beneficial.

For the last type of clustering technique, Zhang et al. [122] used time-series clustering to

classify students based on the similarity of their encoded series.

3.3.3 TAQ3: How can graphs be used to represent behaviors/interactions in LM-
S/CMS?

The third objective of the thematic analysis was to determine how graphs can be used to create

visualizations of LMS/CMS context-specific behavior and interactions.

Using directed graphs to represent social interactions is an effective method for representing

behaviors and interactions. Various approaches to using directed graphs to represent various forms

of social interactions in online learning environments have been researched [101, 11, 31]. For

instance, Ye and Pennisi [119] described student interactions in online discussions using directed

graphs. Similarly, Sedrakyan et al. [105] used force-directed graphs to represent social interaction
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patterns in conversations and forums. Another instance was Desai et al.’s [34] use of graphs to

describe social relationships.

According to Ouyang et al. [81], social-cognitive networks can represent social interactions,

for example, their participatory roles or network positions. Another example is knowledge contri-

bution patterns, such as individual knowledge inquiry and group knowledge construction are used

to calculate the cognitive engagement of the participants.

Graphs can be used to represent course assessment behaviors, such as the completion of assign-

ments, by using spatiotemporal digital profiles [63]. Another approach involves utilizing process

maps to depict behaviors related to taking quizzes [52].

An alternative approach to illustrating interactions through graphs involves using process mod-

els that represent sequences of interactions, such as learners’ interactions with an LMS [69].

Finally, it is possible to depict various behaviors, including student engagement with tech-

nology [20], through Moodle logs [58], actions related to learner learning behavior [33], teacher

interactions with MOOCs [36], and the learning context of groups of learners [63].

3.3.4 TAQ4: How can clustering algorithms be used to represent behaviors/inter-
actions in LMS/CMS?

Clustering techniques provide valuable methods to represent behaviors and interactions in LM-

S/CMS by grouping similar students, differentiating between distinct learning patterns, and clus-

tering various student types.

Clustering techniques can combine similar students in an LMS/CMS, allowing educators to

gain insight into student behavior and adjust instructional strategies. Using time-series clustering,

Zhang et al. [122] grouped students based on their similarities. Similarly, Manzares et al. [114]

used clustering to rapidly group students in different monitoring periods, enabling teachers to

analyze groups of students in various monitoring periods. Finally, Cobos and Garcia [26] utilized

clustering to organize students into cohorts.

Clustering techniques in LMS/CMS provide a valuable method for identifying students’ dis-

tinct learning patterns, enabling educators to provide more effective support. Bessadok et al. [13]

employed clustering to obtain different student profile groups based on student activities. Simi-

larly, Loginova and Benoit [64] used clustering to differentiate between low- and high-achiever

learning strategies. Lastly, Mahauad et al. [69] and Denden et al. [33] grouped students according

to their learning behavior patterns.

Lastly, clustering can be used to identify different types of students [58].



Chapter 4

Case Under Analysis

In this Chapter, the case under analysis is presented with an in-depth introduction to the context of

the problem, followed by a dive into the Moodle data that comes from the case, where a methodical

approach will be constructed to determine which choreographies are valuable to identify in our

case study context, and finally an examination of some problems that arose during this analysis.

4.1 Case Description

Real-world case studies are essential because they provide valuable insights into real-world cir-

cumstances. Unlike hypothetical processes, real-world data enables more realistic conclusions.

Ultimately, results and contributions are more precise and comparable to those of other case stud-

ies. It does not imply that hypothetical scenarios have no value. These will be used throughout the

early phases of this research to validate concepts before moving on to the real-world scenario.

The nature of this study entails that the case study data originate from an LMS. In light

of this, the bachelor’s degree in Informatics Engineering course Software Development Labo-

ratory (LDS, Portuguese acronym) conducted using Moodle at Universidade Aberta (UAb) was

selected. This course implements a pedagogic method proposed by the project SCReLProg (Self

and Co-regulation in e-Learning of Computer Programming), which aims to improve the transition

from introductory to advanced computer programming courses by focusing on the e-learning con-

text [85]. Since it was designed with the e-learning environment and the asynchronous teaching

method in mind and because it was the project’s pilot course [86], it collected a vast amount of

anonymized data, including cognitive challenges, programming exercises, task submissions, and

raw Moodle logs. The raw Moodle logs is the artifact that will receive the full attention going

forward.

To comprehend how the LDS course was conducted, it is necessary to understand the Sim-

Programming project’s foundations, which was the project that preceded the SCReLProg. The

first is that the class should be run simulating a business environment, with distinct roles and

responsibilities for each student [85]. Thus, students will experience a context similar to future

work experiences. The second foundation is self-regulated learning, which encourages student

30
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engagement and ultimately leads to developing work routines [85]. Following, we have the third

foundation, which is co-regulated learning. The objective is to encourage students to participate in

communities and to learn how to solve problems as a group rather than individually [85]. Lastly,

formative assessment is given by the tutors or professors, which is a crucial stage in providing and

receiving feedback, mentoring, and managing expectations [85]. From these fundamental prin-

ciples, the e-learning version of SimProgramming, was developed, e-SimProgramming, which

clarified the business-like environment principle as adopting more ambitious immersive learning

principles [84]. The LDS course follows this approach, with students portrayed as newly hired

interns at a software development company.

The log data will comprise all the actors’ actions in the various Moodle course page function-

alities. These include interactions with forums and discussions, assignments, assessments, and

learning content in the form of books, pdfs, and others.

4.2 Moodle Data Analysis

Even though our study is not considered a data mining problem, the data generated by the Moodle

interactions in the LDS course is a considerable amount to analyze and discover valuable infor-

mation, in this case, choreographies. It is essential to use a structured process when analyzing

data, therefore, we adopted the initial phases of the CRISP-DM model to help us comprehend and

prepare the data to extract valuable information. The first three phases are business understanding,

data understanding, and data preparation [106].

With the information from the Case Description section, we now have a solid comprehension

from a business standpoint. We know the context of the course, where the data was collected, why

it was collected, and most importantly, what we can expect from it.

We had to delve deeply into the raw data records during the data understanding phase. In

this phase, it was essential to know what we were searching for in the spreadsheet, so we began

by identifying the columns and the information they contained. Contextually, we are analyzing

the anonymized data from 2019-2020 from the LDS course, which had been anonymized by the

SCReLProg project team prior to this analysis. This analysis enabled the following column de-

scriptions to be determined:

1. Timestamp: indicates the date and time when an event or action was captured.

2. Username: represents the username of the user who initiated or was involved in the logged

event.

3. AffectedUser: contains the username of the user or system directly affected by the logged

event.

4. Context: specifies the environment or setting where the event occurred within Moodle. The

column’s contents may vary but may include the course in which an event occurred or the

page affected by an event.
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5. Component: contains information regarding the particular functionality or feature associ-

ated with an event. This column enables the place of origin of an event within Moodle to be

determined. For instance, if the event occurred in the main system or a Fórum.

6. EventName: describes the standardized name or type of the logged event.

7. Description: represent additional details or context about the logged event. It may include

event details such as a description, the activity that triggered the event, or user actions that

describe what the user did in the event.

8. Origin: indicates the source or location from which the event originated. Some examples of

values in this column include web, mobile, and cron jobs, among others.

9. IP: captures the IP address associated with the user who initiated the event.

Focusing on the component column determining the events’ place of origin, we identified nine

main components in the data. They are:

1. Choice: where teachers can create polls or surveys, and students can select one or more

responses.

2. Forum: allows communication and discussion between course participants and the teacher.

3. Assignment: enables instructors to collect and evaluate student work through file uploads or

text submissions.

4. Book: is typically used to present course materials in a book-like format and allows instruc-

tors to create structured content with sections.

5. Page: the resource that allows teachers to construct static web pages to present information.

6. Folder: where instructors can organize and exhibit course-related files and documents.

7. Quiz: where teachers can assess student knowledge and provide automatic grading through

multiple-choice or short-answer questions.

8. Course: a component that encompasses the full learning experience for a particular subject

or topic. It combines various components such as assessments, forums, and others.

9. URL: instructors can use this resource to link to external web content.

Now that we comprehend the data type in each column, we must examine each row. Consid-

ering the time and effort required to analyze all the data in nine distinct components, we restricted

our analysis to forums and assignments. By narrowing the scope to these two, it becomes clearer

to comprehend how choreographies can be identified and possible challenges. These components

were chosen since they play a significant role inside an LMS, and because of that, more chore-

ographies and edge cases can be found.
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In the context that the course was undertaken, these two components will provide a substantial

number of interactions. To identify possible choreographies is essential to have a good amount of

interactions to start identifying patterns between them. However, analyzing it raw would require

a great deal of time, so to simplify things, we began the data preparation phase. A script was

developed to quicken this procedure, and Figure 4.1 depicts the applied rules.

Figure 4.1: Flow chart of the script decision rules

As shown in Figure 4.2, after running this script, all unnecessary data for the analysis was

removed, leaving a more focused view of the interactions and potential patterns.

Figure 4.2: Result of the script execution on Moodle SCReLProg project raw data, the anonymized
users come up as S<number>

After running the data through the three phases, we are in a condition to identify patterns of

interaction in the data.

4.3 Virtual Choreographies Identification

During the state-of-the-art research, indicators representing the different interactions observed

within an LMS were identified. These indicators can be found in Section 3.3.1.



Case Under Analysis 34

We identified the need to name the set of interactions from the platform logs as state-of-the-art

statements (EdA statements). In this context, when we refer to a choreography composed of an

EdA statement, it denotes that this EdA statement encapsulates a group of interactions extracted

from the logs. This approach allows for a more streamlined representation of the choreography,

signifying a coherent and cohesive process such as “Create topic and publish content”, rather than

a collection of n interactions conveying the same idea. Throughout the choreography identifi-

cation process, our primary focus lay in constructing choreographies composed of a single EdA

statement. Consequently, it is common for both the EdA statement and the choreography to share

matching names in our findings.

The first type of component that was analyzed was the Assignments. There are 17 different

assignments and more than 4500 rows in the data received. This component is responsible for

creating and managing online Moodle assignments. Even though both teachers and students use

this component, the scope of this analysis will be on student interactions. Students can submit

any digital content (e.g., PDF, images, audio), teachers can enable just a plain text submission,

and in some cases, both the text and file uploads. Identifying the choreographies within the logs

required significant effort, as a typical action, such as submitting an assignment with file upload,

corresponds to seven different steps within the logs. It was necessary to comprehend how Moo-

dle website actions were reflected in the logs to identify the choreographies listed in Table 4.1.

All choreographies identified include interactions with course pedagogical assessments, general

student interactions with LMS, and student trace data.

The other type of component analyzed to identify choreographies is the Forum. There are 16

forum topics with almost 11500 rows in the data received. This Moodle component is powerful for

creating online discussions where students and teachers can exchange comments. Table 4.2 shows

the identified choreographies in the forum component. The choreographies related to the visual-

ization, creation, and updating of topics can be classified under four indicators: social interactions

between peers, interactions with course pedagogical assessments, general student interactions with

LMS, and student trace data.

In conclusion, we identified seven distinct choreographies in two types of components corre-

sponding to the indicators discovered in the state-of-the-art research. These examples illustrate

the variety of choreographies that can be identified in LMS data and will serve as a foundation for

the remainder of the study. Rather than simply identifying them, we now have a process that can

be replicated, allowing us to identify more.

4.4 Problems

After identifying the choreographies from LMS data logs, some problems arose:

• What should be done if several log items (e.g., steps) can be interpreted as belonging to

several overlapping choreographies?
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Table 4.1: Choreographies of Assignment component

Choreography name Steps

01
Submit assignment with file up-
load

1. Viewed submission status

2. Viewed submission form

3. A file has been uploaded

4. Created submission

5. Submitted an assignment

6. Viewed submission status

7. Comment created

02
Submit assignment with text

1. Viewed submission status

2. Viewed submission form

3. Viewed submission status

4. Submitted an assignment

5. Created submission

6. An online text has been loaded

03
Update assignment with text

1. Viewed submission form

2. Viewed submission status

3. Submitted an assignment

4. Updated submission

5. An online text has been loaded

6. Viewed submission status

7. Submitted an assignment

8. Updated submission

9. An online text has been loaded

04
Visualize submission

1. Viewed submission status



Case Under Analysis 36

Table 4.2: Choreographies of Forum component

Choreography name Steps

01
Create topic and publish content

1. Viewed course module

2. Discussion Viewed

3. Topic created

4. Some content has been published

02
Update topic and publish content

1. Viewed course module

2. Discussion Viewed

3. Topic updated

4. Some content has been published

03
Visualize discussion

1. Discussion Viewed

• Since Moodle logs record all interactions from every user concurrently, what to do if a

sequence is intertwined with log entries about the actions of other users?

• What should be done if the steps needed to complete a choreography are made at different

moments in time (e.g. started in the morning and completed in the afternoon)?

4.4.1 What should be done if several log items (e.g., steps) can be interpreted as
belonging to several overlapping choreographies?

Having false positives while identifying choreographies can be harmful when displaying informa-

tion and visualizations that aid decision-making and course management. Occasionally, the same

sequence of interactions can fall into two or more choreographies, leading to false positives. A

plan should be considered to be consistent and confident that the choreographies are being identi-

fied. This overlap can be seen in choreographies 02 and 04 from Table 4.1, where the step “Viewed

submission status” is identical between them.

To prevent unwanted overlaps having a hierarchy of choreographies is essential. In this case,

the adopted criterium was that the interactions will be matched against the most complex chore-

ographies first and then go toward the less complex ones. This way, overlaps will be less likely,

and if they occur, it means that a longer or more complex choreography was performed. Using the

example of the choreographies identified for the Assignment component in Table 4.1, the order

would be choreography 01, 03, 02, and 04. Having this hierarchy will prevent those widely made
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interactions such as “Viewed submission status” from being matched with the wrong choreogra-

phy, as seen in Figure 4.3.

Figure 4.3: Problem 1: Hierarchy of choreographies

4.4.2 Since Moodle logs record all interactions from every user concurrently, what
to do if a sequence is intertwined with log entries about the actions of other
users?

Raw data usually is recorded independently of the context. Consequently, for example, in the case

of Moodle, if user A is in the process of submitting an assignment and user B is making the same

process at the same time, logs could be:

1. User A: Viewing course assignment

2. User A: Writing assignment

3. User B: Viewing course assignment

4. User B: Writing assignment

5. User B: Submitting the assignment

6. User A: Submitting the assignment

As can be seen, without treating the data, a mistake could be made while identifying the chore-

ographies. Due to the presence of user B’s actions between user A’s actions, this error would result

in the incorrect identification of user A’s choreography for submitting an assignment. As a result,

the raw data needs to be filtered by the user who made it and ordered by timestamp to prevent

this from happening. However, this approach is unable to detect multi-user choreographies, so

subsequent extensions of this work will require devising a new solution for this problem.
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4.4.3 What should be done if the steps needed to complete a choreography are
made at different moments in time (e.g. started in the morning and completed
in the afternoon)?

With the approach from the previous question, this problem is mitigated for the cases where the

difference between interactions is low. For the cases where the difference in time is too high, a

maximum time could be defined for each choreography. This time could be calculated from the

average time to complete the choreography plus a pre-defined control value. Other criteria, like

the user session timeout configuration, could also be considered, and subsequent works should

explore how to have richer criteria to determine this.

As an example, if on average choreography A takes 10 minutes, and the pre-defined control

value is 5 minutes. In that case, if user A’s interactions lead to choreography A but take longer

than 15 minutes, it will not be identified as choreography A.

This method opens the door to additional possibilities, such as identifying these cases as preva-

lent errors or different approaches to help identify different types of profiles.



Chapter 5

Methodology

Due to the software engineering nature of this dissertation’s objective, the Design Science Re-

search (DSR) methodology will be applied. This chapter will provide a brief introduction to the

DSR, followed by an overview of how this dissertation applies the guidelines proposed by Hevner

et al. [45], and conclude with a review of how the DSR is used throughout the dissertation.

5.1 Design Science Research

Information Systems (IS) is a broad topic with multiple definitions considering the perspective.

Boel and Cecez-Kecmanovic [15], in their review, identified the existence of four different per-

spectives: technology, social, socio-technical, and process. Such a big topic and no unique defi-

nition, the researchers must capture the dual nature of IS: knowledge-producing and knowledge-

using. They can be captured with two distinct paradigms, behavioral science and design science

[45]. The first concerns understanding reality, while the other attempts to create things to solve

problems [72].

DSR is a methodology in which knowledge and comprehension of a design problem are ac-

quired during the development of a solution. It addresses the truth, which is the objective of be-

havioral science, and utility, which is the objective of design science, resulting in a more curated

scientific outcome. The iterative process in DSR recognizes that the development of an artifact is

a continuous and dynamic journey between understanding, executing, and evaluating.

In their study, Hevner et al. [45] presented a conceptual framework that, in addition to the

design itself, represents two key foundational pillars. The first is analyzing the environment to

determine the business’s requirements and, by extension, the work’s relevance. On the other hand,

the research rigor is derived from the knowledge base, which consists of all relevant knowledge

and information. Later in their research, they formulated seven guidelines to aid the research

community in conducting design-science research. Understanding these guidelines allows the

entire framework to be digested easily. The guidelines are:

• Guideline 1 - Design as an Artifact: The outcome of the research should be an innovative

and purposeful artifact that addresses a particular problem or challenge.

39



Methodology 40

• Guideline 2 - Problem Relevance: The research problem should be meaningful and rele-

vant by addressing real-world problems or demands. The problem should be clearly defined

and supported by prior research, emphasizing the gap or improvement opportunity.

• Guideline 3 - Design Evaluation: The artifact should be evaluated rigorously using appro-

priate methodologies and standards. The evaluation should demonstrate, for example, the

artifact’s efficacy, usability, and impact in addressing the identified issue. In their study,

Hevner et al. [45] provided in Figure 5.1, dimensions and methods that can be used to

evaluate artifacts.

• Guideline 4 - Research Contributions: The artifact should provide insights and knowledge

that advance the theoretical understanding of the discipline while also providing practition-

ers with practical implications and tangible benefits.

• Guideline 5 - Research Rigor: The research process must adhere to scientific principles

and rigorous procedures to ensure the findings’ validity and reliability.

• Guideline 6 - Design as a Search Process: The development of the artifact should be iter-

ative and exploratory, with initial designs refined and enhanced based on feedback, testing,

and introspection.

• Guideline 7 - Communication of Research: The findings should be effectively published

to academics and practitioners along with the artifact’s design process, findings, and impli-

cations.

Figure 5.1: Design evaluation methods [45]
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Similar to Hevner et al. [45], Peffers et al. [87] proposed a design science research method-

ology (DSRM) for developing and presenting design science in IS based on prior research. The

authors adopt a different approach, with the most notable difference being the existence of multiple

entry points into the cycle and the ability to enter various iteration phases. As depicted in Figure

5.2, if a prototype already exists, it can enter the cycle directly in the design and development

phase, making it a design and development-centered initiation.

Figure 5.2: Design Science Research Methodology Process Model [87]

As can be seen in Figure 5.2, the process is divided into six different activities. The first activity

aims to specify the research problem and the value of the resulting artifact; then, the objectives

can be defined, which can serve as a guideline or acceptance criteria for the solution; in activity

three, the artifact is designed and developed; now, with the artifact is possible to demonstrate

in practice, how it can solve the problem defined in the first activity; next, the evaluation phase

assesses if the researchers need to do more iterations or if they can move on to the next step; lastly,

the knowledge generated from this process must be effectively communicated to the research

community, ensuring comprehensive documentation to uphold the highest standards of rigor and

value.

Even though the process was described sequentially, it does not mean it is in a strict order. The

researchers have the opportunity to enter different phases of the cycle because the research can

be in different maturity levels. However, even though the cycle can be started at any step, it must

follow the iteration process once it starts [87].

5.2 Guideline Application

As mentioned in Section 7.1, Havner et al. [45] proposed seven guidelines explained in that

section. Here, these guidelines will be matched with the research done in this study.

The first rule states that the outcome should be a purposeful artifact. This study created a ser-

vice that transforms logs from platforms such as Moodle into virtual choreographies. This artifact
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results from a primary issue on how virtual choreographies can be represented in learning interop-

erable data dashboards, resulting in a second problem on transforming meaningless data from mul-

tiple sources into useful information that describes various interactions, the virtual choreographies.

Therefore, this research advances the identification and application of virtual choreographies. The

third principle stipulates that the artifact should be evaluated in various methods. In this study,

multiple types of evaluation were conducted across multiple iterations. Unit tests were used at the

first and lowest level to ensure that business rules were followed and results were accurate. Also

two specialists in the research field of this study evaluated the proposed solutions. The results of

this evaluation would determine whether the artifact addressed the specified problem or required

additional iterations. This study will yield several contributions corresponding to the fourth guide-

line. The first contribution is a tool that enables the identification of virtual choreographies from

raw data logs, the second is a proof-of-concept dashboard that showcases the potentialities of using

this approach to improve the visualizations used in decision-making, and the third is a methodical

approach to identify valuable choreographies from logs and a systematic literature review on the

topic of study. Using DSR, we then ensure that the study adheres to the scientific procedures es-

sential to ensure the validity and reliability of the findings, thereby adhering to guidelines five and

six. The findings of DSR will be communicated to the research community with this dissertation,

along with the artifacts’ source code.

5.3 Application in this Study

From the model depicted in Figure 5.2, this dissertation enters the cycle as a problem-centered

approach. In Chapter 1, we described the problem and the motivations. To comprehend the arti-

facts objectives, an SLR was conducted in Chapter 3, and the results, in conjunction with our Case

Study in Chapter 4, led to the problem definition in Chapter 6. Design occurred in 7, followed

by development in 8, and evaluation was performed at the conclusion of each iteration against the

objectives and with the evaluation of two stakeholders. The evaluation feedback and results of the

design and implementation phases are discussed in 9. It is important to note that, despite the iter-

ative nature of this process, each phase has been grouped to improve readability. This dissertation

describes the research methodology and findings, completing the final stage of DSR.



Chapter 6

Problem and Requirements

This chapter serves as the foundation for the subsequent chapters, in which we briefly mention the

problem of this dissertation and then the findings from the SLR that apply to the problem. With

the conclusions of the former chapters, the results will be materialized into actionable goals and

use cases by conducting a Requirements Engineering process.

6.1 Problem

The problem of this dissertation is explained comprehensively in Section 1.3; nevertheless, as

stated in that section, the problem that gives this dissertation its title was divided into three steps.

At this state we have already made progress in solving the problem.

The first step, understanding which interactions can be gathered from LMS contexts, repre-

sents a literature research problem, addressed in the SLR question “TAQ1: What are the types of

behaviors/interactions in LMS/CMS represented by graphs”, described in Section 3.3.1. Under-

standing the main interactions that researchers are expecting in LMS contexts enabled the extrac-

tion of choreographies from the Case Study data described in Section 4.3.

The second step, the identification of virtual choreographies from LMS log data, as mentioned,

had two components. The first was to determine which choreographies could be identified based

on the Case Study, addressed in Chapter 4, where a method for identifying virtual choreographies

was created. The second component, is how can these choreographies be identified automatically.

This is the main problem of this project since the interactions in the log file are unknown, and the

volume of logs can make manual identification unfeasible. Therefore, it is essential to understand

how to simplify this process. For this, we will reconstruct the methodology proposed by Lacet et

al. [60], where the output will be learning virtual choreographies that the dashboard will consume.

After identifying virtual choreographies from log data, we want to represent them visually. To

accomplish this, we will approach step three by creating visualizations from the data generated in

latest phase. These visualizations will be straightforward and solely act as proof of concept.

43
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6.2 Systematic Literature Review Learnings

When the SLR was conducted (Chapter 3), the focus was on how to visualize choreographies using

graphs and clustering techniques. However, we promptly understood that identifying the chore-

ographies from the logs was necessary before addressing the visualization problem. However, this

does not imply that the results were worthless. Conversely, through the outcomes of TAQ1, for

instance, we could determine which types of interactions are analyzed and visualized in LMS.

Zhang et al. [122] examined course pedagogical assessments, including peer interaction,

course assessment access, and grade checking. This analysis revealed students’ self-regulated

learning patterns. Marticonera-Sánchez et al. [114], Cobos and Ruiz-Garcia [26] studied course

activity interactions covering forums, quizzes, surveys, wikis, and submitted assignments. Logi-

nova and Benoit [64] traced student data from LMS interactions. Within the same subject of study,

Hassan et al. [56] evaluated how models distinguish between the learning strategies of low- and

high-achievers.

Regarding interactions data, Waheed et al. [118] studied student clickstream behavior and

evaluation performance in pedagogical course assessments. Juhaák et al. [52] analyzed quiz in-

teractions within a course. These researchers created process maps showing quiz-taking behavior

variants. In a more general way, Qu et al. [94] evaluated LMS student interaction logs to find

features that indicate final exam failure.

The authors Villagrá-Arnedo et al. [117], Saqr et al. [101], Becheru et al. [11] and Desai et al.

[34] focused their researches on social interactions between peers. The last three studies’ results

were direct graphs representing social interactions.

Youngs et al. [120] constructed a sample of preliminary statistical visualizations from student

interactions with a course video and its attendant questions. On the same topic, Park [82] examined

online learner behavioral interactions, time-on-task, attendance, and performance throughout a

semester in two online courses.

Lastly, Carroll and White [20] examined how behavioral learning patterns affect learning out-

comes which resulted in the identification of student interaction with technology.

These results helped understand what was being investigated in the literature and aided in

determining the choreographies on which to target our research. Some of the application of these

results can be seen in the different choreographies we identified in Section 4.3.

6.3 Requirements Engineering process

The achievement of a software development project is contingent upon a comprehensive under-

standing of the system requirements. Requirements Engineering (RE) is a specialized domain

within the field of software engineering that focuses on the practical objectives, capabilities, and

constraints associated with software systems [121]. The RE process plays a crucial role in captur-

ing, analyzing, and documenting these requirements to ensure that the outcome software solution

properly meets the needs and expectations of the intended solution.
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This chapter will discuss the RE process’s application within this project’s context. Initially,

an examination will be conducted regarding the process of requirement elicitation. Next, we shall

delve into requirement analysis, followed by an exploration of the requirements specification, and

conclude with an examination of the methods employed to validate the requirements.

6.3.1 Requirements Elicitation

In requirements elicitation, we discover, review, document, and understand users’ needs and con-

straints for the system. One of the main goals of this process is to identify the needs and possible

boundaries of the system [78].

Throughout the literature, we have different methods to elicit requirements. Nuseibeh and

Easterbrook [78] mention a few techniques:

• Traditional techniques: involve the application of questionnaires and surveys, the conduct

of interviews, and the analysis of pre-existing documentation.

• Group elicitation techniques: team dynamics is employed to effectively elicit a more care-

fully selected and collaboratively agreed upon set of requirements. Two commonly em-

ployed methods in this particular domain include brainstorming and focus groups.

• Prototyping: used when there is a lack of certainty regarding the requirements or demands.

However, the primary objective of its usage resides in its ability to function as an addi-

tional instrument for diverse activities, such as enhancing group discussions or conducting

questionnaires.

• Contextual techniques: using ethnographic methodologies, such as participant observation,

conversation analysis, and pattern identification, are employed to discern and ascertain the

various needs within a given context.

Goguen and Linde [42] discussed the practice of introspection as a method involving the imag-

inative adoption of the perspectives of users or experts to understand their needs and requirements.

The authors argue that in order to improve the accuracy of this technique, it is necessary to employ

other techniques alongside it, as the technique itself has inherent limitations.

The requirements for this project were obtained through the utilization of three distinct tech-

niques:

• Analyzing pre-existing documentation: analyzing the method that Lacet et al. [60] proposed

and identifying the common requirements for both approaches.

• Introspection: given the author’s1 proficiency in the field of software engineering, employ-

ing this technique can offer significant benefits in discerning the potential requirements that

a system of such scale may require.
1The author holds a BEng in Computer Science and Engineering. He has professional experience in building e2e

solutions, contributed to the digitalization of processes in numerous city councils, including Lagos, Ovar, Vila Real,
Penafiel, Évora, and Estarreja, among others.
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• Brainstorm sessions: during these sessions, discussions were conducted with two profes-

sors23 who actively employ LMS in their everyday teaching methodologies.

Moreover, these professors demonstrate significant proficiency in employing virtual chore-

ographies across various contexts. So all the requirements gathered from the three sources were

discussed with them. The brainstorming sessions were the main source for the majority of re-

quirements, but by having two other sources, the accuracy is improved, which leads to a better

requirements’ quality.

6.3.2 Requirements Analysis

Requirement analysis is the cognitive process of critically examining and evaluating the require-

ments gathered [100]. During this phase, the parties involved reach a consensus regarding the

requirements’ validity, importance, completeness, and priority.

The elicited requirements were subject to interactive analysis, typically conducted at the be-

ginning of the subsequent brainstorming session. This task aims to verify the accuracy of the

requirements collected during the previous session and make any necessary adjustments to en-

hance their precision. Lastly, another session took place to prioritize the requirements regarding

their importance, feasibility, and impact.

The results of this analysis have established a robust basis for making well-informed decisions

in further stages of the software development lifecycle.

6.3.3 Requirements Specification

Requirements specification is the phase where the user’s needs and constraints are documented,

following models like the Goal Model [91]. The requirements’ documentation plays a vital role in

ensuring their readability, analysis, rewriting, and validation [78].

The requirements specification phase will produce two outputs. The first is the goals, a cu-

rated view of the product’s vision; the second is use cases as a method to document the system’s

functionalities.

6.3.3.1 Goals

Van Lamsweerde [116] describes a goal as the objective that the system should attain through the

collaborative efforts of agents within the software-to-be and the surrounding environment. These

goals can be documented using natural language or models [91]. Models, such as AND/OR trees,

2Leonel Morgado is an Associate Professor with Habilitation at Universidade Aberta, a public e-learning university,
lecturing on research methods, programming, and immersive learning, and a senior researcher at INESC TEC. Aside
from being a specialist in e-learning and LMS use in educational contexts (having written a book and papers on the
subject), he has also written or co-written publications that have advanced the virtual choreography study.

3Fernando Cassola is a PhD researcher at INESC TEC and also auxiliar professor at FEUP. Fernando does research
in Computer Science, namely on the use of gamification to promote behavior change. Fernando has also contributed to
the field of virtual choreography research with numerous articles and a PhD thesis on the subject.
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offer a visual representation of goals that facilitates a hierarchical understanding of the required

sub-goals for goal attainment.

In the context of this project, we have two different types of goals: 1) general goals and 2)

specific goals. The second type is used when inside one general goal exists various ramifications

or sub-goals that need to be accomplished to set the main goal as complete.

Traceability is one of the foundational pillars of RE since it maintains relationships between

all the artifacts [100]. Every goal defined in this section will have an identifier. The meaning of

the identifier is represented in Figure 6.1.

Figure 6.1: Goal identifier meaning

Figure 6.2 depicts the first level of the AND/OR table for the project’s general goal: Virtual

choreographies identification. As represented, the goal is divided into three other goals: 1) Trans-

form logs into xAPI specification, 2) Identify Virtual Choreographies in xAPI elements, and 3)

Represent Virtual Choreographies.

Figure 6.2: Main goals

The first and second objectives are intertwined; the VCI-G-01 goal output will be platform

statements and recipes based on xAPI, and VCI-G-02 will associate these statements with an

independent statements configuration and identify the choreographies through this match. A broad

view of the goals’ inputs and outputs can be seen in Figure 6.3.

Then we will focus on the sub-goals needed to achieve the first goal VCI-G-01, depicted in

Figure 6.4. This goal’s primary focus is on providing a solution in which it is possible to transform

raw data into statements and recipes using xAPI specification elements, which focus on having a

common “language” between all the systems. To achieve this goal, we first need to be able to

convert the logs into xAPI statements (VCI-G-01-01), after this it is possible to generate recipes
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Figure 6.3: VCI-G-01 and VCI-G-02 inputs and outputs

through the xAPI statement (VCI-G-01-02) while taking into consideration the third goal (VCI-G-

01-03), which aims to have this transformation process as agnostic as possible. This implies that

the system can be easily adapted to new sources with minimal or no effort.

Figure 6.4: Subgoals of Goal 1

Now that the first goal is explained, we can focus on the second goal VCI-G-02 and its sub-

goals, represented in Figure 6.5. The focus is on identifying the virtual choreographies from the

VCI-G-01 outputs and the pre-defined interactions that we want to find in the data. For this to

happen, the sub-goal VCI-G-02-01 focus on creating choreographies by doing the match between

the xAPI elements with the configurable match rules from the sub-goal VCI-G-02-02.

Figure 6.5: Subgoals of Goal 2

Lastly, the focus is on goal VCI-G-03, depicted in Figure 6.6, which focuses on representing

the identified virtual choreographies in a visual interface. For that to happen, visualizations have

to be produced (VCI-G-03-01), and it has to be possible to import a source into the system (VCI-

G-03-02).
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Figure 6.6: Subgoals of Goal 3

6.3.3.2 Use Cases

A use case is a compilation of potential interactions between a system and its actors, all connected

to a particular goal [28]. An actor represents a class of users, specific roles, or even other systems

[68]. Thus, the use case enables to describe interactions with the system without having developed

the system. It captures, in a complete way, who (actor) does what (interaction) with the system

and for what purpose (goal) [68].

In order to depict use cases, the method of textual representation will be employed, using an

adaption of the template outlined by Pohl and Rupp [91] in their research. The use cases were

prioritized using the MoSCoW technique, which analysts and stakeholders employ to prioritize

use cases [46]. These techniques are divided into four categories, enumerated from highest to

lowest priority: 1) Must have, 2) Should Have, 3) Could Have, and 4) Won’t have.

The following use cases are related to one of the services to be implemented:

(a) Use case VCI-UC-01 Read local file data

Goals VCI-G-01-01 and VCI-G-01-03

Priority Must have

Pre-conditions

• Strategy defined for the file format

• File to be uploaded

Result Logs in JSON format

Main Scenario

1. User uploads a file

2. System read file content

3. System transforms content into JSON

4. System creates a source

5. System return logs and source

(b) Use case VCI-UC-02 Create statements from logs
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Goals VCI-G-01-01 and VCI-G-01-03

Priority Must have

Pre-conditions

• Logs in JSON format

• Configuration defined for the logs transformation

Result xAPI Statements

Main Scenario

1. Actor inputs the logs

2. System converts logs into xAPI statements

3. System returns xAPI statements

(c) Use case VCI-UC-03 Create recipe

Goals VCI-G-01-02

Priority Must have

Pre-conditions

• VCI-UC-01

• VCI-UC-02

Result xAPI Recipe

Main Scenario

1. Actor sends the source

2. System transforms the source xAPI statements into a recipe

3. System returns xAPI recipe

(d) Use case VCI-UC-04 Export source

Goals VCI-G-01-01 and VCI-G-01-02

Priority Must have

Pre-conditions

• VCI-UC-01

• VCI-UC-02

• VCI-UC-03

Result Source contents

Main Scenario

1. Actor sends the source

2. System gathers the information about source

3. System gathers the information about the xAPI statements

4. System gathers the information about the xAPI recipe
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5. System returns all the source contents

(e) Use case VCI-UC-05 Get statements

Goals VCI-G-01-01

Priority Could have

Pre-conditions

• VCI-UC-02

Result xAPI Statements

Main Scenario

1. Actor requests all statements for a source

2. System fetches the statements for the source

3. System returns the statements

(f) Use case VCI-UC-06 Get recipe

Goals VCI-G-01-02

Priority Could have

Pre-conditions

• VCI-UC-03

Result xAPI Recipe

Main Scenario

1. Actor requests the recipe for a source

2. System fetches the recipe of the source

3. System returns the recipe

(g) Use case VCI-UC-07 Write local file

Goals VCI-G-01-01 and VCI-G-01-02

Priority Should have

Pre-conditions

• JSON information

Result File

Main Scenario

1. System sends javascript JSON object

2. System converts it into a JSON file

3. System outputs a JSON file with the information

Then, the following is related to the other service:

(a) Use case VCI-UC-08 Get Virtual Choreographies
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Goals VCI-G-02-01 and VCI-G-02-02

Priority Must have

Pre-conditions

• xAPI log statements

• EaD statements configuration

Result Virtual choreographies

Main Scenario

1. Actor sends the xAPI statements

2. System orders and sort the data

3. System identifies the EaD statements based in the configurations

4. System transforms the identified xAPI log statements into EaD statements

5. System transforms the EaD statements into choreographies

6. System returns the choreographies

Lastly, we have the use cases to be implemented by the dashboard:

(a) Use case VCI-UC-09 Import source

Goals VCI-G-03-02

Priority Must have

Pre-conditions

• Valid file to be uploaded

Result Feedback message

Main Scenario

1. Actor clicks on file upload

2. Actor uploads the file

3. System uploads the file

4. System shows a feedback message

(b) Use case VCI-UC-10 View recipe information

Goals VCI-G-03-01

Priority Should have

Pre-conditions VCI-UC-09

Result View recipe information

Main Scenario

1. Actor clicks on the Recipe page

2. System displays the statistics about the recipe

3. Actor clicks in a specific xAPI element
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4. System provides the specific information in a list

(c) Use case VCI-UC-11 View logs statements

Goals VCI-G-03-01

Priority Should have

Pre-conditions VCI-UC-09

Result View converted log statements

Main Scenario

1. Actor clicks on the Log Statements page

2. The system displays a list of the transformed log statements

(d) Use case VCI-UC-12 View choreographies

Goals VCI-G-03-01

Priority Must have

Pre-conditions VCI-UC-09

Result View choreographies identified

Main Scenario

1. Actor clicks on the Choreographies page

2. The system displays a list with the identified choreography types and associated

choreographies

(e) Use case VCI-UC-13 View dashboard visualisations

Goals VCI-G-03-01

Priority Must have

Pre-conditions VCI-UC-09

Result View dashboard visualisations

Main Scenario

1. Actor clicks on the dashboard

2. System calculates and displays a chart with the recipe information

3. System calculates and displays a chart with the types of choreography identified

4. System calculates and displays a chart with the choreographies identified throughout

time

6.3.4 Requirements Validation

Requirements validation is the RE phase ensuring that the goals and use cases accurately reflect the

requirements of the stakeholders [24]. This phase is often confused with the requirements analysis

phase; however, it is important to note that they are distinct from one another. Requirements veri-

fication focuses on “Have we got the right requirements?” while requirements validation focuses

on “Have we got the requirements right?”.
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Pohl and Rupp [91] present an exposition on three common review types employed in the

process of requirements validation:

• Commenting: the requirements are given to a domain expert to identify possible flaws re-

garding the quality of the requirements.

• Inspection: a systematic process used to check the requirements for errors.The inspection

demands much preparation since it is divided into several phases: planning, overview, error

detection, error correction, follow-up, and reflection.

• Walk-through: a systematic approach for identifying potential quality deficiencies. It is

similar to an inspection but with less formality and preparation. During the walk-through,

participants engage in discussions regarding requirements that have been validated. The

procedure is guided by moderators.

In the context of this project, the same stakeholders identified at the outset of the RE process

participated in a walk-through conducted remotely using Zoom. The author presented each of

the gathered requirements, and the feedback was registered. After analyzing and applying the

recommendations, the requirements were validated.
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Design

In this chapter, we will present the non-functional prototypes for each artifact and an overview of

software architecture design. This chapter contributes to understand what will be implemented.

7.1 Non-functional Prototypes

In software development, prototypes are early, incomplete, or streamlined variants of a software

system or its components. A prototype can be low-fidelity, meaning it is basic and lacks details, or

high-fidelity, meaning it appears exactly like part or all of the final user interface [9]. Prototypes

can be used to test both small and large concepts. Ultimately, a prototype that can be presented

can help to validate, extend, and evolve ideas [9], and because low-fidelity prototypes require less

effort to develop than the proper functions of the system, it is ideal to validate it first and then

implement it, thereby reducing the possibility of failing [113].

This chapter will go over two distinct prototype categories. The initial component involves

converting logs into the xAPI specification, which employs JSON notation. The prototype effec-

tively illustrated the manual implementation of the transformation. Utilizing this information will

increase precision and reduce error susceptibility at the outset of the development process. The

next prototype relates to the standard dashboard interface. Prior to the development process, a

prototype was created to determine the visual appearance and layout of the pages.

7.1.1 Logs Transformation into xAPI Specification Prototype

The case study data presented in Chapter 4 will serve as the premise for this section’s discussion.

The absence of a direct match between the columns and the xAPI elements posed the most

significant difficulty when transforming log data into xAPI statements. Therefore, we examined

each column comprehensively about the elements we desired to identify: the actor, verb, object,

location, and context.

We studied a randomly selected row from the log spreadsheet to improve our analytical pro-

cess’s efficiency. This approach facilitated the identification of columns associated with xAPI

elements and elements that the data does not directly provide. Table 7.1 represents this process.
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Table 7.1: Moodle log analysis with xAPI elements

Columns Values xAPI Elements

timestamp 10/12/20, 22:27 Context

username S56 Actor

affectedUser O1 -

context Fórum: Sala de desenvolvimento C47 Place

component Fórum Context

eventName Módulo de disciplina visualizado Context

description
The user with id ’******’ viewed the ’forum’
activity with course module id ’******’.

Context

origin ws -

Upon analysis, by joining the row with the descriptions gathered for each column in Section X,

it was possible to identify that the data already includes the actor, location, and context. Nonethe-

less, it is imperative to delineate the verb and object of the statement. Although the eventName

column provides some indication of the object and verb, our process did not include column pars-

ing due to time restrictions. To maintain simplicity, we propose that xAPI elements may be man-

ually defined when they cannot be extracted directly from the data. In the specific instance of the

event labeled “Módulo de disciplina visualizado”, we will interpret the verb as “visualizou”, and

the object as “módulo de disciplina”.

Now that we have identified all the necessary elements for formulating a statement, we can

express it in natural language: “O utilizador S56 visualizou o módulo de disciplina no Fórum:

Sala de desenvolvimento C47”.

Using the knowledge obtained from our previous analysis, we intend to determine the most

efficient method for generalizing this process. To accomplish this, we define transformation as

“rules”. These rules constitute a collection of configurations that facilitate the automatic transfor-

mation of logs into xAPI statements. Using examples from previously analyzed log data, we can

classify the functionality of these principles into two distinct phases:

• Verification: Determine if the eventName from the current row under inspection corre-

sponds to the type “Módulo de disciplina visualizado”.

• Transformation: If the specified condition is met, the corresponding row undergoes a conver-

sion process, transforming it into a statement according to a pre-established transformation

rule.

It is crucial to recognize that this process follows an iterative approach. If available, additional

rules are evaluated before a row is discarded. For illustrative purposes, the column eventName

was utilized. In practical situations, however, this check demonstrates high adaptability, allowing
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matching against any column of the provided source data. Alternatively, a rule applicable to all

rows can be implemented if the transformation process remains constant. This method has the

benefit of not requiring unique rules for each event.

Listing 7.1 provides an illustrative example of a transformation rule, considering the objective

of transforming a row with eventName “Módulo de disciplina visualizado”. Each rule comprises

two principal components: 1) match and 2) generate.

The match component delineates the specific columns that this rule will transform. For in-

stance, in our scenario, we aim to target rows with eventName “Módulo de disciplina visual-

izado”. This condition, however, could be replaced with any other valid condition or omitted

entirely, in which case the rule would apply to all rows.

In contrast, the generate component contains the instructions for converting logs into xAPI

statements. The yield statement’s structure will consist exclusively of xAPI elements (actor, verb,

object, location, and context). The variation resides in the values that these elements can take on,

which can be categorized into three categories:

• Manual Value: This type applies to our demonstrated case where we manually ascertain the

verb and object. These are explicitly denoted as strings.

• Generalization Values: These are used to extract values directly from the row. If we specify

that the actor corresponds to the value {{ username }}, upon encountering a row, the

actor will represent the value from the username column. In our example, this will be S56.

• Pre-defined Values: For our current requirements, the sole identified necessity is

{{ randomUUID }}, which generates a unique identifier each time it is invoked.
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{

"match": {

"event": { "en-us": "Viewed course module" }

},

"generate": {

"actor": {"id": "{{ username }}", "name": "{{ username }}"},

"verb": {

"id": "http://.../viewed",

"display": { "en-us": "viewed" }

},

"object": {

"id": "{{ randomUuid }}",

"definition": { "name": "{{ event_context }}" }

},

"place": {

"id": "{{ randomUuid }}",

"name": "{{ component }}"

},

"context": { "...": "..." }

}

}

Listing 7.1: Transformation rule example in JSON

Having established the rule configuration, when encountering our example row during a trans-

formation in the source, a JSON xAPI statement is produced, as depicted in Listing 7.2.

{

"actor": { "id": "S53", "name": "S53" },

"verb": {

"id": "http://.../viewed",

"display": { "en-us": "viewed" }

},

"object": {"id": "...", "definition": { "name": "discussion"}},

"place": { "id": "...", "name": "Forum: Lorem" },

"context": { "...": "..." }

}

Listing 7.2: JSON xAPI statement example

The ultimate objective of our solution is to generate a recipe derived from the xAPI statements,
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a task made feasible by assigning a unique id to each element. Listing 7.3 depicts an example

recipe originating from this source, presuming that the only existing statement corresponds to the

one depicted in Figure 7.2.

{

"actors": ["S53"],

"verbs": ["viewed"],

"objects": [ "discussion"],

"places": ["Forum: Lorem"],

"contexts": [{}]

}

Listing 7.3: JSON xAPI recipe example

Although our prototype is adaptable to numerous scenarios, we have identified one significant

limitation. Incorporating parsing capabilities into the architecture of generalization rules would

be beneficial. Our case study data is an excellent candidate for this improvement. Given that

the eventName column contains both the verb and object elements, it would be advantageous to

be able to designate the verb and object components from specific sections of the eventName

column. Despite being a step in the right direction, such a parsing solution would not compose

a universal solution, as the same column may contain different values and attributes. Consider

the eventName “Disciplina visualizada”, where the verb corresponds to the last segment of the

event and the object to the first. Conversely, the same file could contain the eventName “Pré-

visualização da tentativa de Teste iniciada”, which demands an opposite parsing rule. For such

instances, the manual value designation would still be required.

7.1.2 Dashboard Prototype

The prototype presented in this section pertains to the proof of concept dashboard, which will be

created to validate basic visualizations and data derived from the virtual choreographies model

identification process.

This prototype was created to comprehensively understand the page layout and identify the

essential elements required for its successful implementation. The layout consisted of four main

components: a dashboard page, a recipe information page, an xAPI statements page, and a chore-

ographies page.

As depicted in Figure 7.1, the dashboard page was designed to include various visualizations.

These visualizations encompass the quantity of xAPI elements detected from the source, the type

of identified choreographies, and the temporal distribution of these choreographies.
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Figure 7.1: Dashboard page prototype

In the recipe information page, it was crucial to present a simplified representation of the

actors, verbs, objects, and places identified from the uploaded source. The results are visually

represented in Figure 7.2.

Figure 7.2: Recipe page prototype

The log statements page exhibits the xAPI statements converted from the logs. In order to
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accommodate the potential expansion of this page due to the conversion of numerous logs, pagi-

nation has been used within the table. The result can be seen in Figure 7.3.

Figure 7.3: Statements page prototype

Lastly, the choreographies page will present the choreographies that have been identified based

on the logs. In order to effectively present the various identified types of choreography on this

page, it was necessary to establish a clear delineation between these types. A stack layout was

envisioned, wherein only the displayed tab results are visible. The prototype can be seen in Figure

7.4.
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Figure 7.4: Choreographies page prototype

In summary, this prototype will prove beneficial during the planning and development phase

as it provides insight into the needs for creating this dashboard.

7.2 Software Architecture

According to Bass et al. [10], the software architecture of a program or computing system en-

compasses the different software components, their externally observable attributes, and how they

interact with each other. The presence of a clearly defined specification can have a beneficial

influence on various aspects of software, including its comprehension, reusability, adaptability,

analysis, and management [41].

This section will provide an overview of the system’s architecture, followed by a detailed

explanation of each component within the system. Then, a concise overview of clean architecture,

that will serve as the basis for the backend services.

7.2.1 System Architecture

As depicted in Figure 7.5, the system requirements necessitated the development of three specific

services. The architecture of the system is divided into two major layers: the backend and the

frontend.

The backend layer, titled “Virtual Choreography Interpreter”, comprises two services and was

built using Clean Architecture, mentioned in Section 2.7. The initial service, denominated as “Plat-

form Data Extractor”, transforms logs from various platform sources into xAPI statements or xAPI

recipes. Its ultimate responsibility is to transform the raw data into an interpretable and universally
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Figure 7.5: Virtual Choreography Interpreter System Architecture

comprehensible language, JSON xAPI. Consequently, the identification of choreographies is the

responsibility of the second service, “Learning Choreography Matcher”. It accomplishes this by

processing the output derived from the Platform Data Extractor and the definitions of choreogra-

phies saved for identification within the logs. The division of responsibilities between two distinct

services offers numerous benefits:

• Scalability: Since the two services handle distinct tasks, i.e., the translation of logs and the

identification of choreographies, they may encounter varying demands at different periods.

• Division of Responsibilities: This bifurcation allows an individual possessing logs comply-

ing with the xAPI specification to utilize solely the matcher service and vice versa.

• Independent Evolution: Each of the services can evolve independently, ensuring that the

modification or enhancement of one does not adversely impact the other.

Complementing the backend layer is the frontend layer, Virtual Choreography Interpreter

Dashboard or Dashboard, which consists of a web application developed using Angular and

Echarts for data visualization. Users can interact with the frontend to integrate a data source

and then observe visualizations associated with the imported data.
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Implementation

This chapter describes implementation decisions and the path followed to achieve certain objec-

tives. The chapter begins with an overview of the domain entities shared by all layers. Then, a

detailed explanation of the backend service, Virtual Choreography Interpreter, and the frontend

service, Virtual Choreography Interpreter Dashboard, explaining each of the implemented use

cases.

8.1 Domain Entities

As illustrated in Martin’s book [74], entities represent enterprise-wide business rules applicable

to multiple applications. They are resistant to operational changes or external factors within an

application or in external environments. Entities can assume various forms, such as objects of

methods, interfaces, or a collection of data structures and functions. As a result, it is possible to

encapsulate all business principles within a collection of entities.

As previously introduced in Section 2.7, we will use Clean Architecture. In this context, the

domain entities remain consistent across the two backend services and correspond to the statement,

recipe, and choreography entities.

The entity diagram depicted in Figure 8.1 clarifies the aforementioned entities as well as the

common attributes linking the statement and recipe entities. These attributes represent the avail-

able xAPI elements: actor, verb, object, place, and context. They solely depict types conceptually

and do not include any associated functionality. The attributes were established to ensure that

the interfaces related to the elements were uniform across all entities. The attributes always in-

clude a unique identifier (ID), assuring their exclusivity. This solution eliminates the prospect of

encountering two actors or places with the same name.

The Statement entity, which forms the basis of our solution, is responsible for preserving all of

the information that the other two entities will eventually utilize. It contains vital business rules,

such as the JSON conversion and the exportation of a statement into natural language. In addition,

it ensures that all information used to create a statement is accurate. For instance, the statement

64
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Figure 8.1: Virtual Choreography Interpreter Domain Entities

verifies whether a timestamp conforms to a valid format that is widely recognized. Without a

precise timestamp, the process of identifying patterns over time is impossible.

The Recipe entity then takes statements as input from which the recipe will be generated. As

specified in Section 7.1.1, this entity’s capabilities range from generating the recipe with distinct

elements to transforming the entity into JSON format. Despite the possibility of multiple state-

ments being associated with a single actor, the recipe should only contain a single entry.

Lastly, the Choreography entity receives the statements constituting the identified choreogra-

phy. Like the other entities, this entity can export itself into a widely supported format, JSON.

8.2 Virtual Choreography Interpreter

In this chapter, our focus is directed toward implementing the system’s backend layer. As outlined

in Section 7.2, the backend layer is denominated the “Virtual Choreography Interpreter” and is

constituted by two distinct services known as the “Platform Data Extractor” and the “Learning

Choreography Matcher”. Although these services can operate independently, given their different

capabilities and differing entry points, they are employed in conjunction within the context of this

dissertation.

To enhance comprehension of how these services function collectively, Figure 8.2 provides a

diagrammatic representation of the inputs and outputs associated with each service. The Platform

Data Extractor, receives the log as input and produces xAPI statements and xAPI recipe as out-

put. The Learning Choreography Matcher, receives the xAPI statements as input and identifies

choreographies within these statements as output.

This overview offers an understanding of the inputs and outputs of the backend layer. Subse-

quent sub-sections delve further into the intricacies of these inputs and outputs, the functionalities

they offer, and the rationale behind decisions made during the development of each service.
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Figure 8.2: Virtual Choreography Interpreter services inputs and outputs

8.2.1 Platform Data Extractor

The Platform Data Extractor was the first service to be developed. It was in this service that the

entities were developed initially and where it was implemented most of the business rules. Never-

theless, the creation of this service aimed to solve the goal VCI-G-01 Transform logs into

xAPI specification. To fulfill it, all the sub-goals have to be addressed: VCI-G-01-01

Convert logs into xAPI statement, VCI-G-01-02 Generate xAPI recipes,

and VCI-G-01-03 Data source agnostic. Taking this into account, all the decisions were

made thinking of the sub-goals and the correspondent use cases.

This service, by following Clean Architecture, considered the division of responsibilities in-

herent to the architecture. To accomplish this, the service is composed of four layers:

• Domain: This layer represents the core of the service and contains the business logic and

rules. It contains the entities, repository interfaces, and types. This layer has no external

dependency, meaning it can be extracted to any project, and the business rules would still be

applied.

• Application: This layer encapsulates the use cases or application-specific interactions. This

layer acts as a middleman between the domain and the infrastructure layer and is responsible

for orchestrating the data flow. In the context of this project, this layer contains the use cases,

helpers, and strategy pattern implementation for different types of files uploaded.

• Adapters: This layer implements the logic that handles the communication between the

application and the external systems or frameworks. In the context of this project, it converts

the data incoming from HTTP requests, handled by a library called express.js, into the

format that the use cases can read.

• Infra: In this layer is where all the external dependencies needed to run the application live.

Here is where the code related to database access, HTTP servers, configurations, and data is

stored.

With a better understanding of how the service is divided in terms of layers, we will focus

more on the implementation details of the use cases. By following this approach, it is possible

to understand what were the decisions and approaches that were followed to reach the objectives.

Lastly, with this approach is possible to trace back to the use cases and goals defined in Chapter 6.
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8.2.1.1 VCI-UC-01 - Read local file data

For this use case, one of the requirements was that it would be simple to extend to multiple file

formats, since platform agnostic was an objective. Since we are using Case Study data in Excel

format, the first available file extension would naturally be Excel.

The responsibility of this use case was simple: 1) read the file, 2) parse it, and 3) convert it

into JSON with the associated columns. Imagine a file with two columns, name and place, and

two rows, the first row with the values John and Portugal and the other Alice and Spain. This use

case’s output would be the JSON object represented in Listing 8.1.

{

"logs": [

{

"name": "John",

"place": "Portugal"

},

{

"name": "Alice",

"place": "Spain"

}

]

}

Listing 8.1: Output of use case Read local file data

The first stage of this use case is to receive the file’s location as input. With the file’s location

known, it is now possible to read and parse it. However, since dealing with various file extensions

was necessary, a different method was adopted than hard-coding Excel file reading. Figure 8.3

illustrates the strategy pattern that was implemented for this purpose. A strategy pattern is a

behavioral design pattern that allows distinct algorithms to be encapsulated and interchangeable at

runtime. It permits the selection of various algorithms based on the situation and requirements. In

this case, the approach varies depending on the file type being analyzed.

Each strategy consists of two methods: retrieveData and toObjectArray. The first

method is responsible for extracting data from the file provided as input and will output the

columns/keys and their corresponding values in no particular order or format. The second method

will convert the output into a readable JSON array format, as shown in Listing 8.1.

The logs are finally valid, and in a format that the application understands, so a Source is

created and persisted so that it can be utilized throughout the service. A Source is a unique entity

from this service, consisting of an id and a type of source; currently, only the file type is supported.

This entity was required since a way of attributing every element to its source was needed. So, we

are able to determine which statements, choreographies, and recipes correspond to which source.
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Figure 8.3: File retrieval strategy diagram

Now that a source has been developed and the log data is in a legible format, the second use

case, VCI-UC-02 Create statements from logs, has all the necessary inputs to convert

the logs into statements.

8.2.1.2 VCI-UC-02 Create statements from logs

This use case depends on the input from the previous use case (VCI-UC-01) and represents the

core functionality of this service, which is the transformation of logs into valid xAPI statements.

This use case nearly achieves two sub-goals, VCI-G-01-01 and VCI-G-01-03, demonstrating

its complexity.

The use case consists of two steps: converting logs into xAPI statements and then persisting

them. The input for this use case consists of the sourceId from which the logs are from, the

logs themselves, and the config key. This config key enables the use case to specify the rules by

which logs must be converted into statements. Currently, we have the MOODLE_CONFIG, which

corresponds to the rules outlined in Section 7.1.1. Still, we could have multiple configuration files

for additional types of data.

Each config has its own configuration file, in this case, is a typescript file, but since the rules

are JSON objects, we could transform the configs into JSON if needed. Taking the example given

in Section 7.1.1, “Módulo de disciplina visualizado”, the corresponding transformation rule is

represented in Listing 8.2.
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export const MOODLE_CONFIG = [

{

pattern: {

eventName: {

"en-us": "Viewed course module",

pt: "Módulo de disciplina visualizado",

},

},

generate: {

actor: { id: "{{ randomUUID }}", name: "{{ username }}" },

verb: { id: "http://.../verbs/viewed", display: "visualizou" },

object: {

id: "{{ randomUUID }}",

definition: {

name: "módulo de disciplina"

}

},

place: { id: "{{ randomUUID }}", name: "{{ context }}" },

context: {

id: "{{ randomUUID }}",

extensions: { timestamp: "{{ timestamp }}" },

},

},

},

];

Listing 8.2: Moodle config transformation rules example

Having defined these configurations, we created a helper called ConfigMatcherHelper,

which transforms the logs into statements based on the config key passed. This helper is responsi-

ble for transforming the generalizations, for example, {{ randomUUID }} into the appropriate

data. This is accomplished by iterating over the logs and checking if any of the rules matches

the pattern; if so, regex expressions are used to transform it into a Statement based on the defined

transformation rules.

When the conversion process concludes, all the statements are persisted, making them always

accessible through their associated id.

By running the use cases VCI-UC-01 and VCI-UC-02, we have created and persisted all the

statements that matched the defined rules. An example of a statement converted by this use case,

can be observed in Listing 8.3.



Implementation 70

{

"id": "877987d0-ca53-497c-805c-e5a928813bf5",

"actor": { "id": "...", "name": "T3" },

"verb": { "id": "...", "display": "visualizou" },

"object": {

"id": "...",

"definition": { "name": "módulo de disciplina" }

},

"place": { "id": "...", "name": "Teste: Como eu vejo a ..." },

"context": {

"id": "...",

"extensions": {

"timestamp": "2021-01-14T09:54:00.000+00:00",

"description": "...",

"event": "Módulo de disciplina visualizado",

"component": "Teste"

}

}

}

Listing 8.3: Generated statement example

8.2.1.3 VCI-UC-03 Create recipe

This use case intends to create an xAPI recipe that uses the statements and achieves the goal

VCI-G-01-02. Before this use case could be executed, a source had to be uploaded and the

logs had to be transformed into statements. Therefore, the required inputs are the name and the

sourceId corresponding to the source from which we wish to generate the recipe.

All of the logic of this use case is handled directly by the Recipe entity, which handles the

transformation of statements into a valid recipe. It accomplishes this by creating unique arrays

for each of the xAPI elements. If the recipe is created, the use case ensures its persistence to be

accessed if necessary. Listing 8.4 illustrates an example of an output recipe from this use case.
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{

"name": "test_recipe_name",

"actors": ["T3", "S53"],

"verbs": ["visualizou", "criou"],

"objects": ["módulo de disciplina"],

"places": ["Teste: Como eu ...", "Fórum: Sala de ..."] },

"contexts": ["..."]

}

Listing 8.4: Generated recipe example

8.2.1.4 VCI-UC-04 Export source

This use case offers flexible options for exporting data. Users have the option to specify whether

they wish to export the statements, the recipe, or both simultaneously. One can achieve optimal

performance by utilizing this particular use case for retrieving the necessary information, as there

is no necessity for remaking the statement or recipe. Through the sourceId, this use case locates

both.

Additionally, it is possible to specify the option of exporting the result to a JSON file. This

practice can prove highly advantageous for subsequent analysis and preservation of results related

to a particular timeframe. Listing 8.5 shows an example of the output when we choose to export

both the statements and the recipe.

{

"source": {

"id": "1b0dc0f7-2ba9-4892-a5b5-42990cbdef0d",

"name": "logs_2019_2020.xlsx",

"type": "file",

},

"statements": [{}],

"recipe": {}

}

Listing 8.5: Export source with statements and recipe example

8.2.1.5 VCI-UC-05 Get statements and VCI-UC-06 Get recipe

This subsection describes two use cases, which are simple and straightforward due to their nature

as list operations. Since the export source is more robust and flexible, these are rarely used.

Starting with VCI-UC-05 Get statements, this use case returns a list of statements. It

accepts a filter object as input, and if nothing is passed, then the use case returns all available state-

ments. Currently, it’s possible to filter by sourceId. If this filter is passed, only the statements
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that correspond to the given source are returned. All of the logic from the statement is made by

the repository implementation of the statements.

Then, VCI-UC-06 Get recipe returns the recipe information if it is found; otherwise, it

returns a null value representing it was not found. Again, this use case’s logic is centered on the

recipe repository, which implements a findById function.

8.2.1.6 VCI-UC-07 Write local file

The necessity to write to a local file arose with the need to export the results of use case VCI-UC-04

Export source. To accomplish this, we save the file locally using the passed-in information

as input. The received data is in object format; employing the language’s functionalities enables

us to transform this object into valid JSON. When this transformation is performed, we are in a

position to save to a JSON file.

8.2.2 Learning Choreography Matcher

The Learning Choreography Matcher’s primary responsibility is to identify choreographies in

xAPI statements considering pre-defined behaviors that want to be identified. This primary re-

sponsibility matches the goal “VCI-G-02 Identify Virtual Choreographies in xAPI elements”. To

accomplish this, we must first concentrate on the sub-goals “VCI-G-02-01 Match xAPI elements

into choreographies” and “VCI-G-02-02 Configurable match rules”, which, how they were ap-

proached, will be described while explaining the use case “VCI-UC-08 Get Virtual Choreogra-

phies”.

We adopted the same layering strategy as the Platform Data Extractor service, with domain,

application, adapters, and infra layers.

Figure 8.4 illustrates the inputs and outputs. There are two types of inputs: local and external.

Local inputs in our case are the statements identified in the Case Study 4, defined locally through

configuration files. Then there are the external inputs, which in this case, are the xAPI statements

generated by the antecedent service. After the match is performed, the main output of this service

is the identified choreographies.

Figure 8.4: Learning Choreography Matcher diagram
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In the following subsection, we will focus on explaining the decisions and the approach taken

to achieve the previously mentioned goals, which are covered by this use case.

8.2.2.1 VCI-UC-08 Get Virtual Choreographies

The first issue that arose in this use case was how the service would recognize the choreographies

we wish to identify in incoming statements.

To make the EdA statements configurable, configuration files were developed for them. When

developing this solution, we focused just on the choreographies identified for the Forum compo-

nent, as described in Section 2.1. Therefore, the examples in this section will be related to these.

Our configuration files are composed of three different configuration items:

• EdA Statement types: this holds the types of statements that we want to identify.

• Statement rules: using xAPI elements, this configuration specifies the steps to be identified

in the logs.

• Generate statements: this configuration follows the same principles described in Use Case

8.2.1.2. Essentially, we create statements containing the conversion they will take if the

criteria are satisfied.

Now that we understand the terminology, let’s demonstrate a practical application. In partic-

ular, we will utilize the Choreography titled “Create topic and publish content”. First, we define

the EdA statement types, of which there is only one in this case, as shown in Listing 8.6.

enum EadForumStatementId {

CREATE_TOPIC_AND_PUBLISH_CONTENT = "CREATE_TOPIC_AND_PUBLISH_CONTENT"

}

Listing 8.6: EdA Forum Statement Types

Then we have to define which are the rules that need to be matched for a statement to be

considered from type CREATE_TOPIC_AND_PUBLISH_CONTENT. Those rules are an array of

statement elements, that can be used to deepen or widen the search. For example in the rule from

Listing 8.7, we are ensuring that the verb and object are matched, but if we wanted we could add

other elements such as the place where those actions occur. The rules’ order matter, if the set of

statements matches the first rule, the remaining rules will not be examined. The implementation of

this behavior took into account the solutions to the case study problem described in Section 4.4.1.
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const FORUM_STATEMENT_RULES = {

[EadForumStatementId.CREATE_TOPIC_AND_PUBLISH_CONTENT]: [

{ verb: "viewed", object: "módulo de disciplina" },

{ verb: "viewed", object: "discussão" },

{ verb: "create", object: "tópico" },

{ verb: "published", object: "conteúdo" },

],

[EadForumStatementId.VIEW_DISCUSSION]: [],

};

Listing 8.7: Forum Statement Rules, for creating topic and publishing content

Using the same example as before, if we wanted to identify the same exact interactions but we

just wanna identify the choreography if they happen in “Portugal”, we can define it. And, we can

go even further and define individually each of the elements for each of the interactions, a good

example would be if we wanna know if the module was viewed by user T3 and if the content was

published by actor S3. That is possible with this approach, which makes it extremely flexible and

robust for a lot of cases. An example of these two cases together that we mentioned can be seen

on Listing 8.8. Using the same example as before, we can describe it if we want to find the same

interactions but only want to identify the choreography when they happen in “Portugal”. And we

can go even further and describe each part of each interaction separately. For example, if we want

to know if user T3 viewed the module and if actor S3 published the content, we could do it. This

method can do that, making it very flexible and valuable in many situations. Listing 8.8 is an

example of these two cases together.
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const FORUM_STATEMENT_RULES = {

[EadForumStatementId.CREATE_TOPIC_AND_PUBLISH_CONTENT]: [

{

actor: "T3",

verb: "viewed",

object: "módulo de disciplina",

place: "Portugal"

},

{ verb: "viewed", object: "discussão", place: "Portugal" },

{ verb: "create", object: "tópico", place: "Portugal" },

{

actor: "S3",

verb: "published",

object: "conteúdo",

place: "Portugal"

},

],

[EadForumStatementId.VIEW_DISCUSSION]: [],

};

Listing 8.8: Forum Statement Rules, with more complex rules

Now that our algorithm understands which statements we’re interested in and what rules in-

dicate that a given statement is of that type, we must define how we wish to transform the log

statements found into the EdA statement. Here, we define one generate statement for each of the

EdA statement types, introducing the concept of generate statements. If we wish to populate the

actor name from the log statements, we need only designate the actor as {{ username }}, as

shown in Listing 8.9. Here, the log statements are transformed into a single, well-defined EdA

statement. In this particular case, we reduce four log statements to a single EdA statement.
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const FORUM_GENERATE_STATEMENTS = {

[EadForumStatementId.CREATE_TOPIC_AND_PUBLISH_CONTENT]:

new Statement({

id: "{{ randomUUID }}",

sourceId: "ead-forum",

actor: {

id: "{{ randomUUID }}",

name: "{{ actor }}",

},

verb: {

id: "http://.../verb/create-and-publish",

display: "criou e publicou",

},

object: {

id: randomUUID(),

definition: {

name: "conteúdo",

},

},

place: {

id: "{{ randomUUID }}",

name: "{{ place }}",

},

})

};

Listing 8.9: Forum Generate Statements, for creating topic and publishing content

Now that we have a well-defined configuration, we will provide an illustration of the various

phases from raw log to EdA statement. The example in Figure 8.5 uses natural language to make

the various phases easier to comprehend. Beginning with raw log data, the Platform Data Extrac-

tor converts them into xAPI statements. Then, these xAPI statements are compared to the rules

specified in Listing 8.7; if a match is found, the statement is transformed according to the generate

EdA Statement rule, or in code format Listing 8.9. The final output of this transformation is an

EdA statement containing the actor and place specified in the generated rule.
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Figure 8.5: From log to EaD Statement lifecycle

After defining the configurations, it is time to describe the algorithm that utilizes them. After

obtaining the input statements from the use case, it becomes necessary to process and organize

them according to the specifications outlined in Section 4.4.2 in response to the second problem

of the Case Study. Initial grouping of statements by actor prevents the occurrence of interactions

from other users during analysis, which could result in false positives. The statements are then

sorted by place to ensure that all user interactions involving a particular actor are consolidated in

the same location. The statements are then arranged chronologically by timestamp to accurately

reflect the order in which the interactions occurred.

After the data has been organized and sorted, the next stage involves iterating over the state-

ments and determining if any of them adhere to the configuration-specific rules. In practice, this

is done by systematically comparing each statement to the rules. If the first statement matches the

first statement of a given rule, we proceed to the next statement and evaluate it in the same manner.

This process of validation persists until a complete match or discrepancy is identified. If multiple

rules exist, the cycle continues until no more rules or statements exist. However, suppose a group

of statements corresponds to any of the rules. In this situation, we implement the solution pro-

posed for the third problem in Section 4.4.3 in a simplified form. Notably, if the duration between

the first and last interaction exceeds three hours, the match is discarded.

Lastly, when a collection of interactions matches any of the rules, we construct an EdA state-

ment depending on the statement generating setup. The produced EdA statement is then used to

build a one-statement Choreography. After analyzing all the statements, we create an in-depth

output that identifies all the identified choreographies, as well as their corresponding types. We

conclude the process of identifying choreographies from the provided logs by producing this out-

put.

8.3 Virtual Choreography Interpreter Dashboard

The Virtual Choreography Interpreter Dashboard (VCID) is the frontend layer of the solution. This

layer was developed to solve the VCI-G-03 Represent Virtual Choreographies goal.

Due to time constraints, it was not possible to focus on the visualizations identified in the literature

review, thus a basic dashboard was created to demonstrate the potential of the choreographies’

visualizations.
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This dashboard was developed using the frontend framework Angular1 and used Apache

Echarts2 as the visualizations library.

In this section, we will analyze the use cases defined for this dashboard and provide an

overview of the actions taken for each.

8.3.1 VCI-UC-09 Import source

This use case independently achieves the sub-goal VCI-G-03-02 Data source import,

which is the platform’s driving force. Without this, no visualizations or pages will contain data.

To solve this, we added a button on the header that, when clicked, opens the filesystem to

choose the file to be uploaded. The button can be seen in Figure 8.6.

Figure 8.6: Dashboard source upload button

The VCDI only supports one source at a time, so every time a source is uploaded, all the

visualizations and page data are refreshed to ensure the user is viewing the most up-to-date data.

8.3.2 VCI-UC-10 View recipe information

In the view recipe information use case, we provide the user a comprehensive view of how many

and which are the constituents of the recipe generated from the uploaded source. This is particu-

larly useful for analyzing each element in a more readable format than JSON.

This page was modified concerning the prototype to give it a more aesthetically pleasing ap-

pearance, with two sections. The first section represents the statistics of the recipe, and it is clear

how many actors or places exist; they also serve as buttons for the second section. The button

presently active is represented by a gray color. As shown in Figure 8.7, the second section consists

of a card that displays the elements for the selected statistic in a list format.

1https://angular.io/
2https://echarts.apache.org/en/index.html
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Figure 8.7: Dashboard recipe page

8.3.3 VCI-UC-11 View logs statements

This page was developed to allow dashboard users to view the logs uploaded in the format of xAPI

statements. If necessary, this component can be used to trace the logs in the uploaded file.

Since we could have multiple lines, the primary element of this page is the table with pag-

ination, which was a design decision. Figure 8.8 demonstrates the result of implementing this

table.

Figure 8.8: Dashboard log statements page
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8.3.4 VCI-UC-12 View choreographies

During the selection process for the development of this proof-of-concept dashboard, the prioriti-

zation of virtual choreographies as a key output of this work was a crucial consideration.

It was selected as a tabbed component because this component is used when type-based con-

tent focus is desired. The user can alternate between all available choreography types using this

method. Each time the tab changes, the card’s content is updated to reflect the designated chore-

ography type. The finalized page is shown in Figure 8.9.

The content is represented in the form of a list and shows the most important information for

each choreography: statement in natural language, identifier of the choreography, and timestamp.

Figure 8.9: Dashboard choreographies page

8.3.5 VCI-UC-13 View dashboard visualisations

The dashboard is the final and most essential page in a visualization problem. As stated previ-

ously, since this project’s focus was identifying choreographies, we showcase a simple prototype

dashboard. During the design phase, three visualizations were specified, but four were developed

during implementation.

Figure 8.10 displays the first two visualizations, which are the simplest. The first is a bar

chart that represents the statistics of the recipe. This allows the user to quickly identify which

xAPI elements are more prevalent in the recipe and facilitates comparisons. The second is a

pie chart displaying the number of choreographies determined by type. This visualization makes

comprehending which choreographies occur most frequently and seeing their distribution simpler.
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Figure 8.10: Recipe statistics and Choreographies type distribution charts

The third visualization is a bar chart representing the distribution of choreographies over time.

To create this representation, the day was divided into four sections: 1) Morning: 06:00 - 11:59;

2) Afternoon: 12:00 - 17:59; 3) Evening: 18:00 - 21:59; and 4) Night: 22:00 - 05:59. By having

this division and the timestamp, we can match each choreography to the appropriate group. Figure

8.11 depicts the visualization important to identify patterns.

Figure 8.11: Choreographies distribution throughout time

Lastly, we have the added visualization that was not present in the original design. Considering

that the SLR was centered on graph representation, we wished to demonstrate how graphs could

be used to represent these elements, even if it was a simple representation. In Figure 8.12, we

illustrate the relationships between recipe elements and their respective types. This visualization

is beneficial for observing the relationships and element count for each xAPI element.
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Figure 8.12: Recipe connections graph



Chapter 9

Results

This chapter will discuss the present research results by going through the final solution with

the goals and use cases. Subsequently, the outcomes throughout this dissertation will be matched

against the research objectives defined in Section 1.4. Both of these sections will include the results

and discuss the potential enhancements and constraints that were identified during evaluations of

the prototypes throughout the iterative process.

9.1 Requirements Results

This section is subdivided into the three implemented services, each with its own use cases and

goals. Separating the services based on their respective use cases and goals makes it possible to

conduct a comprehensive review of the outcomes, enabling a focused evaluation of the individual

contributions and areas requiring further improvement.

9.1.1 Platform Data Extractor

For this service, we had one main goal, three subgoals, and nine use cases with different priorities

as defined in Section 6.3.3. Figure 9.1 depicts in a tree view the connections between them.

83
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Figure 9.1: Platform Data Extractor goals and use cases connections

We will begin with use cases, the smallest unit of the requirements. The results will be de-

scribed for each, as well as any enhancements or limitations:

(a) Use case VCI-UC-01 Read local file data (Completed)

Results This use case enables the user to convert the raw data from a Moodle file into a format

that the service can understand: JSON objects. Since a strategy pattern was created, these

files that the use case can read are highly flexible; if we need to read another file format,

we simply need to construct a new strategy for that particular file format.

(b) Use case VCI-UC-02 Create statements from logs (Completed)

Results This use case allows the transformation of logs in JSON format into xAPI statements.

By introducing configuration files through which you define the set of rules used to

transform those, an agnostic approach was achieved. In this instance, we defined the

configuration for the Case Study file. These rules are adaptable and permit both specific

and general applications.

Improvements/Limitations In our approach, we developed rules for transforming statements

using the statement-based method. This method was chosen due to its simplicity and

adaptability. Similar to the approach adopted by Lacet et al. [61], an alternative proce-

dure could aim to develop a platform recipe. Using a recipe could be advantageous be-

cause its format is more user-friendly than configuration files and it adheres to the xAPI

standard. This recipe-based strategy may provide insights and enhance future studies.

(c) Use case VCI-UC-03 Create recipe (Completed)

Results The user can create recipes. To accomplish this, we analyze the uploaded source with

the logs already converted to xAPI statements. While generating the recipe, we verify

the unique identifiers of each element to ensure that they are all distinct.

(d) Use case VCI-UC-04 Export source (Completed)
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Results In this use case, the user can request the export of a source. It was not specified during

the requirements phase, but we allow the user to choose what to export. Currently, it can

export either statements or recipes, or both. Finally, we allow the user to export the

results to a local JSON file, which can be useful for saving and analyzing the results

later.

Improvements/Limitations This use case can be expanded to include the ability to export

additional source-related data, such as raw JSON logs.

(e) Use case VCI-UC-05 Get statements (Completed)

Results The service allows the user to request the statements. We currently enable the user to

retrieve all available statements and filter them by source.

Improvements/Limitations It is possible to investigate additional filters that may be useful

when retrieving statements. For instance, filtering by the statements made by a specific

user or in a specific place.

(f) Use case VCI-UC-06 Get recipe (Completed)

Results The user is able to get information about a specific recipe from a given source.

(g) Use case VCI-UC-07 Write local file (Completed)

Results Using this use case, the system can export a javascript JSON object to a JSON file.

Currently employed by the use case VCI-UC-04 Export source when the user re-

quests to save the results to a file.

Improvements/Limitations It can export additional files within the service, such as the up-

loaded source’s transformed JSON logs.

Now focusing on the goals, as represented in Figure 9.1, we have three subgoals: VCI-G-01-01

Convert logs into xAPI statement, VCI-G-01-02 Generate xAPI recipes, and

VCI-G-01-03 Data source agnostic. Considering that all use cases have been com-

pleted, it is possible to assert that all objectives have been attained. Even though this service

may have some additional features, it performs effectively its primary function of converting logs

into xAPI specification (VCI-G-01).

9.1.2 Learning Choreography Matcher

The Learning Choreography Matcher had one main goal, two subgoals, and one use case. The

connections between them are represented in Figure 9.2.
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Figure 9.2: Learning Choreography Matcher goals and use cases connections

Even though this service only has one use case, it is highly complex and solves the goal defined

for this service.

Use case VCI-UC-08 Get Virtual Choreographies (Completed)

Results The user submits xAPI statements, and if the service possesses the choreographies that

the user intends to identify, the service will systematically analyze each statement to deter-

mine the presence of indicated choreographies. If choreographies are determined effectively,

the user will receive them.

Improvements/Limitations Potential advancements in this use case present a wide range of op-

portunities for future research. The first approach to be investigated is using xAPI recipes,

which could be employed instead of statements to compare the results produced by our

current method. As configurations are defined using JSON notation, an enhancement could

include the ability to add new configurations at runtime. In addition, according to our current

methodology, all interactions must occur within a three-hour window for a choreography to

be considered valid. This rigorous approach may not provide the most accurate depiction of

the duration required for various forms of choreography. This value could be calculated by

analyzing the average time needed to execute the specific choreography type. This adaptive

strategy could provide more precise and adaptable timeframes for choreography validation,

thereby enhancing the system’s overall efficacy.

By analyzing the obtained results, it is possible to conclude that all stated objectives have been

met. Enhancements that have the potential to advance the solution have been identified.
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9.1.3 Virtual Choreography Interpreter Dashboard

In the dashboard solution, we have one main goal, two subgoals, and five use cases, as depicted in

Figure 9.3. The main focus of this dashboard is the visualizations.

Figure 9.3: Platform Data Extractor goals and use cases connections

Beginning with the use cases, we will examine each to determine the outcomes and possible

improvements.

(a) Use case VCI-UC-09 Import source (Completed)

Results The user can upload a source directly from the page’s header. This upload will give

all the other pages information, making it a high-priority task. When a source is uploaded

with success, the page will refresh, and a successful alert message will appear.

Improvements/Limitations We currently accept one source at a time. This layout could be

modified in the future, and the addition of multiple source uploads could be extremely

useful for visualizing various classes of courses without the need to constantly submit a

new source.

(b) Use case VCI-UC-10 View recipe information (Completed)

Results With this use case implemented, the user can access all recipe-related information.

This page contains more functionality than when the use case was defined, as we wanted

to display all recipe statistics at a glimpse, such as the number of actors or verbs. These

statistics are interactive, and when clicked, the page’s focus shifts to a list of the element

that was selected.

Improvements/Limitations Having increased functionality and interconnections between all

elements. An example would be to make all list elements interactive, so that when a user

clicks on an actor, the associated statements are displayed.

(c) Use case VCI-UC-11 View logs statements (Completed)

Results By implementing this use case, the user can access all information regarding xAPI

log statements. This page contains a table that collect all the data generated by the
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uploaded logs. This table includes pagination because it may comprise thousands of

entries.

Improvements/Limitations Custom filters would provide the user with greater flexibility.

Establishing connections between the pages would also be significant; for instance, if

a statement is chosen and it is part of a choreography, we could be redirected to that

choreography.

(d) Use case VCI-UC-12 View choreographies (Completed)

Results This use case allows the user to view all choreographies that the Learning Choreog-

raphy Matcher identified. The information is presented to him as a stack element, with

the selected choreography type taking center stage. For each of the identified choreogra-

phies, the generated EdA statement, identifier, and timestamp are displayed.

Improvements/Limitations The functionality of the provided information would be a sig-

nificant enhancement. Alternatively to a simple list, you could divide the document into

distinct sections and graphically depict the choreographies and statements that comprise

it.

(e) Use case VCI-UC-13 View dashboard visualisations (Completed)

Results This dashboard contains visualizations that assist the user in recognizing specific

patterns and data. The user can view a bar chart containing the recipe’s statistics. After-

wards, a pie chart displaying the number of choreographies identified for each type. The

distribution of choreographies across time is another visualization that divides the day

into four groups and shows the types of choreographies that occur during each group.

Finally, we have a graph containing all the connections between the recipe elements,

allowing us to represent xAPI elements using this type of representation.

Improvements/Limitations This interface consists in a proof-of-concept; it opens up the

possibilities for applying the Virtual Choreography Interpreter’s elements. Numerous

visualizations are possible. Exploring the results of the SLR centered on graphs and

clustering would be a suitable starting point for the evolution of this visualization.

This dashboard meets all the defined objectives and use cases and demonstrates the possibili-

ties that arise from employing this solution’s backend.

9.2 Research Objectives Results

9.2.1 RO1: Conduct a comprehensive analysis to ascertain the diverse spectrum
of interactions and behaviors within LMS/CMS contexts, which have been
investigated in the existing literature.

As stated in Section 6.2 of the SLR Learnings, we reviewed the behaviors and interactions that can

be represented using graphs and clustering techniques. Due to our emphasis on the identification of
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choreographies from the part of the log, we did not make full use of the results that we identified

with the four SLR questions. Nonetheless, this objective was met with the response to the first

question: “TAQ1: What types of LMS/CMS behaviors/interactions are represented by graphs?”

This question, answered in Section 3.3.1, identified seven distinct interactions/behaviors ob-

served in LMS or CMS contexts. With these definitions and practical applications of each paper,

identified in Section 6.2, we were able to focus on some of these interactions while analyzing the

Case Study Moodle data in quest of valuable choreographies within it. The process was made

more valuable by analyzing the research literature prior to analyzing the data, and focusing on the

patterns identified by other researchers can make comparisons of results more feasible.

Other than the initial SLR question, none of the others were explored, despite the fact that

they have empirical value and serve as an excellent starting point for further research. The second

SLR question centered on which clustering techniques can be used to identify behaviors/interac-

tions, which is an extension of this dissertation’s solution to identify which students exhibit similar

behavior while using the LMS. The third question identified in the literature how graphs can be

used to represent the behaviors/interactions, there were multiple approaches and different types

of graphs used, which can be extremely useful for exploring the findings and creating a valuable

dashboard with the interactions identified by the service developed in this dissertation. The fourth

and final question addressed how clustering techniques can be used to represent behavior/inter-

actions. One example would be differentiating learning patterns based on the results of virtual

choreography.

This objective was achieved, and in the process, we conducted a systematic review of ad-

ditional topics which can lead to additional improvements and accomplishments in employing

virtual choreographies in more contexts.

9.2.2 RO2: Formulate a methodical approach to delineate valuable choreographies
to be extracted from the data logs within LMS contexts.

Identifying which choreographies have value to identify in the context of our Case Study was

one of the integrating parts of our problem. This is crucial because we cannot automatically

identify something on the logs if we do not know what we need to visualize. To comprehend the

possibilities, we conducted the SLR to determine what the research community had identified.

With this information, we could begin our analysis of the Case Study, described in Chapter 4.

The initial stage was to comprehend the business and the data’s context. After that, we began by

understanding the provided data, and then we were able to prepare the data. To prepare the data, a

script was developed to simplify the data cleansing procedure. We were then able to analyze the

resulting and cleansed data to determine which interactions we desired to identify. As a result, we

limited our search to the Assignment and Forum components, as they contained the majority of

interactions identified in the SLR. Lastly, we could identify seven choreographies. However, we

only focused on the three identified for the Forum component during implementation. This means
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that the choreographies already identified for the Assignment component can be used in future

research initiatives that yield a larger quantity of data results.

Ultimately, our method can be applied to other business contexts and data types, thereby ac-

complishing our goal of formulating a methodical approach to identifying choreographies.

9.2.3 RO3: Design and implement an efficient solution that enables the identifica-
tion of virtual choreographies from the data logs present in LMS environ-
ments.

Throughout the development of the dissertation, an extensive amount of focus was placed on

this objective, gathering more results and potential for improvement. To achieve this objective,

a solution to transform logs into the xAPI specification, which will then be analyzed to identify

virtual choreographies, has been developed. This is accomplished by two previously mentioned

services: Platform Data Extractor and Learning Choreography Matcher.

Platform Data Extractor was designed to convert all platform log data into xAPI specification

notation. To make it platform-independent, transformation rules were introduced, allowing the

user to define the principles for transforming particular types of files. It is powerful to enable

the construction of configurations to enable the transformation of specific rows; for instance, it is

possible to transform all rows from a specific user according to X rule. Important to note that if

the transformation rules are already defined for the most commonly exported file types, such as

when the file is exported directly from Moodle, there is no need to define new rules unless the user

wishes to construct their own unique rules. In addition, the service offers additional functionalities,

such as producing a recipe from the statements, exporting all the elements from a specified source,

and considering multiple filters, among others.

Although this service is robust and able to convert logs into statements, the evaluation of the

prototypes revealed some improvements and limitations. The primary one is that the statement

approach with configuration files isn’t directly supported by the xAPI specification, which can

be a drawback. Therefore, future research could investigate an alternative approach, as demon-

strated by Lacet et al. (2019) [61], which involves creating a platform recipe, which could offer

advantages due to its user-friendly format and adherence to the xAPI standard. In future inves-

tigations, examining the recipe-based method and comparing its results to the current statement-

based method may yield valuable insights and further improve the methodology. The possibility

of adding additional filters and eliminating a source after the transformation has been completed

could be other improvements.

The Learning Choreography Matcher identifies the choreographies from the statement logs.

The identification of choreographies is accomplished through a configuration, as detailed in Sec-

tion 8.2.2. This adaptable configuration allows the user to tailor the virtual choreography identi-

fication procedure to his particular requirements. By selecting this approach, the service is nearly

plug-and-play; we only need to define the choreographies we wish to identify, and it is set to go.
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In the validation of the prototypes, some points for future analysis and improvements arose:

1) explore the use of xAPI recipes, as mentioned before, which could be used instead of relying

directly on statements and compare the results in both approaches; 2) Enable configurations to be

added during run-time, since at this moment the configurations are hard-coded and can be only

added by the owners of the code; 3) improve our method to consider if a choreography is valid

or it was a mismatch. We currently use a fixed amount of time (three hours) which can still lead

to valid choreographies to be excluded. For more accurate results, this value could be calculated

by analyzing the average time required to complete the specific choreography type and adding a

control value.

The development of our backend service Virtual Choreography Interpreter allowed us to achieve

this objective. Even though it is a prototype, it has produced valuable results that can accelerate

the use of virtual choreographies in additional contexts.

9.2.4 RO4: Design and develop a dashboard that showcases potential visualizations
using the output generated from the identification of virtual choreographies.

Lastly, in the domain of visualization, we created a dashboard to display the Virtual Choreography

Interpreter’s output. As a proof-of-concept dashboard, the primary objective of this dashboard was

to construct some visualizations with the service’s outputs.

The user can import a source directly through the website’s interface, which provides a great

deal of convenience. The interface then initiates the display of pertinent information. Despite

this development, we have identified a limitation in our system, as it only allows the upload of

a single source at a time. The implementation of asynchronous uploads could be a prospective

system enhancement. In addition, modifying the layout to accommodate a list of sources rather

than the current single-source layout could provide a more comprehensive view and user-friendly

experience when managing multiple data sources.

The user is then presented with a page holding the recipe’s information with statistics about

it. When a user clicks on one of the elements, the focus and information are shifted to the corre-

sponding information. Since the information is only accessible in view mode, it was identified as

an area for future development to establish relationships with other pages. For instance, if an actor

is selected, the user should be redirected to a page containing all his statements.

Additionally, the user can view his uploaded logs in xAPI statements format. It was presented

as a table because the number of statements generated by this type of transformation may exceed

the user’s ability to analyze them without pagination. Moreover, additional enhancements were

identified: 1) Add filters to the table to facilitate the search for specific elements, and 2) establish

connections between other pages, for example, if a statement is selected and it is associated with

a choreography, the page should redirect to the choreography.

In addition, we display to the user the choreographies identified by the service. This page dis-

plays the identified choreography types, and when the user selects one of the types, all choreogra-

phies identified for that type are displayed. Similar to the other pages, we identified enhancements
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such as redesigning the layout and incorporating distinct sections that present choreographies and

statements in a more representative manner than a simple list.

Lastly, the interface allows users to examine visualizations that can aid in decision-making. We

provide visualizations, including recipe statistics, a comparison between the number of choreogra-

phies identified for each type, the distribution of choreographies over time, and a graph illustrating

all the connections between the recipe elements. We attempted to provide the user with various

visualizations, but there are still many visualizations that can be investigated, such as using graphs

in a more in-depth manner, as was explored during the literature review.



Chapter 10

Conclusions and Future Work

The purpose of this chapter is to present on the achieved results and identify what was accom-

plished, areas for development, and potential limitations. Finally, the Future Work section will

consolidate all identified future work.

10.1 Conclusion

This dissertation aimed to transform the data from LMS/CMS logs into virtual choreographies

and demonstrate how they can be visualized in dashboards to assist decision-making. In this

chapter, we will check against the research objectives identified in Section 1.4 and see what was

accomplished and what needs more work.

RO1 Conduct a comprehensive analysis to ascertain the diverse spectrum of interactions
and behaviors within LMS/CMS contexts, which have been investigated in the exist-
ing literature: An SLR was conducted to first determine the behaviors and interactions

that may be represented using graphs and clustering techniques. This investigation identi-

fied seven themes concerning interactions and behaviors in the context of LMS/CMS. These

themes were investigated further using Moodle-derived case study data. This analysis of the

currently available literature made identifying patterns and comparing results easier. The

secondary question sought to determine the value of clustering techniques for identifying

behaviors and interactions. Simultaneously, the third question analyzed the capability of

graph representations to depict behaviors and interactions. The fourth question investigated

how clustering techniques can depict behaviors and interactions, such as identifying learn-

ing patterns through virtual choreographies. While the primary focus of this dissertation

is on examining the results pertinent to the first question, the remaining discoveries can

potentially guide future endeavors in visualizing virtual choreographies.

RO2 Formulate a methodical approach to delineate valuable choreographies to be extracted
from the data logs within LMS contexts: This work presents a methodology for analyzing

a log file to identify valuable choreographies. This identification procedure follows the
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initial steps from CRISP-DM model’s. As stated in this work, the interactions between

these elements can take various forms. The results will likely be excessively general and

insignificant without an explicit definition of what constitutes identification. We identified

seven choreographies in the Case Study data by aligning the data with what we inferred from

the SLR to be significant. Several of these were utilized during the implementation phase,

further demonstrating the applicability and effectiveness of our proposed methodology.

RO3 Design and implement an efficient solution that enables the identification of virtual
choreographies from the data logs present in LMS environments: Based on the in-

sights gained from the literature and the case study analysis, a Requirements Engineering

process was initiated. This resulted in developing specific goals and use cases for the pro-

vided objective. As part of this procedure, the Virtual Choreography Interpreter backend

system was developed. This system comprises two services: the Platform Data Extractor

and the Learning Choreography Matcher. The first service, the Platform Data Extractor, is

responsible for the platform-agnostic conversion of data from logs into xAPI statements.

These statements are then used to generate an xAPI recipe representing all the logs’ acces-

sible elements. The second service, the Learning Choreography Matcher, is then prepared

to recognize the choreographies from the generated statements. The choreographies desired

for recognition within the statements can be configured, allowing for high adaptability to

accommodate various user requirements. These two services enable the identification of

choreographies from LMS logs. This adaptable approach allows for the extension of our

system to a variety of additional use cases, thereby increasing its overall utility.

RO4 Design and develop a dashboard that showcases potential visualizations using the out-
put generated from the identification of virtual choreographies: After identifying

choreographies, a proof-of-concept dashboard was constructed to illustrate a variety of

potential visualization strategies that could be applied to the data provided by the Virtual

Choreography Interpreter. Users can submit a source file and see the elements of the up-

loaded logs (recipe), the logs transformed to xAPI statements, and the virtual choreographies

identified in the logs. Lastly, the dashboard displays visualizations including a comparison

of the number of recipe elements, the number of choreographies designated by type, the

distribution of choreographies completed throughout the day’s intervals, and a graph view

of the recipe elements. Even though the interface provides valuable information, its proof-

of-concept nature makes it unsuitable for deployment in real-world scenarios.

All established goals were ultimately achieved. This dissertation makes a significant contri-

bution by presenting the results of an SLR, describing a procedure for identifying valuable chore-

ographies, proposing a backend service that automatically determines virtual choreographies from

logs, and introducing a dashboard for displaying this data. This work paves the way for the iden-

tification and visualization of virtual choreographies at a higher level of complexity.
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10.2 Limitations and Future Work

No system is perfect, and neither is this dissertation delivery. Throughout the evaluation phases,

some limitations and future work were identified.

The most significant limitations identified throughout the development of this work were:

• The current approach can’t detect multi-user choreographies since the interactions are grouped

by user.

• To be considered as a choreography, interactions must occur within a predetermined time

frame. This current method cannot detect a valid choreography that the student began in the

morning and resumed in the evening.

• The current rules must be pre-defined and can’t be added at runtime.

• The dashboard only supports uploading one source at a time, which means that users with

multiple classes can’t analyze simultaneously.

Throughout the development of this work and in consideration of its limitations, the following

future work was identified:

• The solution must be further validated with additional users to determine the intuitiveness

and simplicity of the configuration creation process.

• Use the Systematic Literature Review findings to develop a valuable dashboard by exploring

graphs and clustering in the visualization process.

• Another variation of virtual choreographies is the identification of common errors. The

algorithm developed for the identification can be extended to identify common errors auto-

matically while interacting with the system. For example, identify users who start creating

a topic but never finish.

• Expand the use cases of the Virtual Choreography Interpreter backend to enable more oper-

ations with the resulting data.

• Explore the use of asynchronous processes to analyze the incoming data. With multiple

users uploading massive files, the concept of queues needs to be raised.

• Explore other criteria to understand if a choreography is valid.
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Combination Search string Result

VC + LD + L&S +
I

N/A 0

VC + LD + L&S allintitle:("survey" OR"review")("choreographies" OR
"choreography" OR "behavior patterns")("* dashboard"
OR "learning analytics" OR "information visualiza-
tion")("learning management systems" OR "LMS"
OR "virtual learning environments" OR "VLEs" OR
"SCORM")

0

VC + LD + I allintitle:("survey" OR "review")("choreographies" OR
"choreography" OR "behavior patterns")("* dashboard"
OR "learning analytics" OR "information visualiza-
tion")("interoperability" OR "interoperable" OR "systems
integration")

0

VC + L&S + I allintitle:("survey" OR "review")("choreographies" OR
"choreography" OR "behavior patterns")("learning man-
agement systems" OR "LMS" OR "virtual learning envi-
ronments" OR "VLEs" OR "SCORM")("interoperability"
OR "interoperable" OR "systems integration")

0

LD + L&S + I allintitle:("survey" OR "review")("* dashboard" OR
"learning analytics" OR "information visualiza-
tion")("learning management systems" OR "LMS"
OR "virtual learning environments" OR "VLEs" OR
"SCORM")("interoperability" OR "interoperable" OR
"systems integration")

0

VC + LD allintitle:("survey" OR "review")("choreographies" OR
"choreography" OR "behavior patterns")("* dashboard"
OR "learning analytics" OR "information visualization")

0

VC + L&S allintitle:("survey" OR "review")("choreographies" OR
"choreography" OR "behavior patterns")("learning man-
agement systems" OR "LMS" OR "virtual learning envi-
ronments" OR "VLEs" OR "SCORM")

0
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Combination Search string Result

VC + I allintitle:("survey" OR "review")("choreographies" OR
"choreography" OR "behavior patterns")("interoperability"
OR "interoperable" OR "systems integration")

0

LD + L&S allintitle:("survey" OR "review")("* dashboard" OR
"learning analytics" OR "information visualiza-
tion")("learning management systems" OR "LMS"
OR "virtual learning environments" OR "VLEs" OR
"SCORM")

1

LD + I allintitle:("survey" OR "review")("* dashboard" OR
"learning analytics" OR "information visualiza-
tion")("interoperability" OR "interoperable" OR "systems
integration")

2

L&S + I allintitle:("survey"|"review")("learning management sys-
tems" OR "LMS" OR "virtual learning environments" OR
"VLEs" OR "SCORM")("interoperability" OR "interoper-
able" OR "systems integration")

0
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Combination Search string Result

Title: VC
Keywords: LD

(intitle:“survey” OR inti-
tle:“review”)(intitle:“choreographies” OR inti-
tle:“choreography” OR intitle:“behavior patterns”)(“*
dashboard” OR “learning analytics” OR “information
visualization”)

1

Title: LD
Keywords: VC

(intitle:“survey” OR intitle:“review”)(intitle:“* dashboard”
OR intitle:“learning analytics” OR intitle:“information vi-
sualization”)(“choreographies” OR “choreography” OR
“behavior patterns”)

26

Title: VC
Keywords: L&S

(intitle:“survey” OR inti-
tle:“review”)(intitle:“choreographies” OR inti-
tle:“choreography” OR intitle:“behavior pat-
terns”)(“learning management systems” OR “LMS”
OR “virtual learning environments” OR “VLEs” OR
“SCORM”)

0

Title: L&S
Keywords: VC

(intitle:“survey” OR intitle:“review”)(intitle:“learning
management systems” OR intitle:“LMS” OR inti-
tle:“virtual learning environments” OR intitle:“VLEs” OR
intitle:“SCORM”)(“choreographies” OR “choreography”
OR “behavior patterns”)

3

Title: VC
Keywords: I

(intitle:“survey” OR inti-
tle:“review”)(intitle:“choreographies” OR inti-
tle:“choreography” OR intitle:“behavior pat-
terns”)(“interoperability” OR “interoperable” OR “sys-
tems integration”)

10

Title: I
Keywords: VC

(intitle:“survey” OR inti-
tle:“review”)(intitle:“interoperability” OR inti-
tle:“interoperable” OR intitle:“systems integra-
tion”)(“choreographies” OR “choreography” OR “be-
havior patterns”)

13

Title: LD
Keywords: L&S

(intitle:“survey”OR intitle:“review”)(intitle:“* dash-
board”OR intitle:“learning analytics”OR inti-
tle:“information visualization”)(“learning management
systems” OR “LMS” OR “virtual learning environments”
OR “VLEs” OR “SCORM”)

157
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Combination Search string Result

Title: L&S
Keywords: LD

(intitle:“survey”OR intitle:“review”)(intitle:“learning
management systems” OR intitle:“LMS” OR inti-
tle:“virtual learning environments” OR intitle:“VLEs” OR
intitle:“SCORM”)(“* dashboard” OR “learning analytics”
OR “information visualization”)

17

Title: LD
Keywords: I

(intitle:“survey” OR intitle:“review”)(intitle:“* dashboard”
OR intitle:“learning analytics” OR intitle:“information
visualization”)(“interoperability” OR “interoperable” OR
“systems integration”)

38

Title: I
Keywords: LD

(intitle:“survey” OR inti-
tle:“review”)(intitle:“interoperability” OR inti-
tle:“interoperable” OR intitle:“systems integration”)(“*
dashboard” OR “learning analytics” OR “information
visualization”)

19

Title: L&S
Keywords: I

(intitle:“survey” OR intitle:“review”)(intitle:“learning
management systems” OR intitle:“LMS” OR inti-
tle:“virtual learning environments” OR intitle:“VLEs” OR
intitle:“SCORM”)(“interoperability” OR “interoperable”
OR “systems integration”)

29

Title: I
Keywords: L&S

(intitle:“survey” OR inti-
tle:“review”)(intitle:“interoperability” OR inti-
tle:“interoperable” OR intitle:“systems integra-
tion”)(“learning management systems” OR “LMS”
OR “virtual learning environments” OR “VLEs” OR
“SCORM”)

6
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Authors Title Year
D Ye and S Pennisi Analysing interactions in online discussions through social

network analysis
2022

Zhang et al. Analyzing and Interpreting Students’ Self-regulated Learn-
ing Patterns Combining Time-series Feature Extraction,
Segmentation, and Clustering

2022

Marticorena-
Sánchezet al.

UBUMonitor: An Open-Source Desktop Application for
Visual E-Learning Analysis with Moodle

2022

Jang et al. Practical early prediction of students’ performance using
machine learning and eXplainable AI

2022

Sun et al. Big Educational Data Analytics, Prediction and Recom-
mendation: A Survey

2022

Kaliisa et al. ‘My Point of Departure for Analytics is Extreme Skepti-
cism’: Implications Derived from An Investigation of Uni-
versity Teachers’ Learning Analytics Perspectives and De-
sign Practices

2022

Tan et al. A systematic review of artificial intelligence techniques for
collaborative learning over the past two decades

2022

Sáiz-Manzanares
et al.

Monitoring of student learning in learning management
systems: An application of educational data mining tech-
niques

2021

S Frost and G Mc-
Calla

A planning algorithm to support learning in open-ended,
unstructured environments

2021

R Cobos and JC
Ruiz-Garcia

Improving learner engagement in MOOCs using a learning
intervention system: A research study in engineering edu-
cation

2021

Bessadok et al. Exploring students digital activities and performances
through their activities logged in learning management sys-
tem using educational data mining approach

2021

Khosravi et al. Intelligent Learning Analytics Dashboards: Automated
Drill-Down Recommendations to Support Teacher Data
Exploration

2021

Ninasivincha-
Apfata et al.

Dashboard Proposal Implemented According to an Analy-
sis Developed on the KNIME Platform

2021

E Loginova and DF
Benoit

Embedding Navigation Patterns for Student Performance
Prediction

2021

Waheed et al. Predicting academic performance of students from VLE
big data using deep learning models

2020

Ouyang et al. Learners’ discussion patterns, perceptions, and preferences
in a Chinese massive open online course (MOOC)

2020

Juhaňák et al. Using process mining to analyze students’ quiz-taking be-
havior patterns in a learning management system

2019
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Authors Title Year
Peral et al. A review of the analytics techniques for efficient manage-

ment of online forums: An architecture proposal
2019

Qu et al. Predicting student achievement based on temporal learning
behavior in MOOCs

2019

Martinez-
Maldonado et
al.

Collocated collaboration analytics: Principles and dilem-
mas for mining multimodal interaction data

2019

Sedrakyan et al. Guiding the choice of learning dashboard visualizations:
Linking dashboard design and data visualization concepts

2019

Saqr et al. How social network analysis can be used to monitor online
collaborative learning and guide an informed intervention

2018

Maldonado-
Mahauad et al.

Mining theory-based patterns from Big data: Identifying
self-regulated learning strategies in Massive Open Online
Courses

2018

Al-Shabandar et al. Analyzing learners behavior in MOOCs: An examination
of performance and motivation using a data-driven ap-
proach

2018

E Popescu and F
Leon

Predicting academic performance based on learner traces
in a social learning environment

2018

Youngs et al. Statistically-driven visualizations of student interactions
with a French online course video

2018

Becheru et al. Analyzing students’ collaboration patterns in a social
learning environment using studentviz platform

2018

Villagrá-Arnedo et
al.

Improving the expressiveness of black-box models for pre-
dicting student performance

2017

Dutt et al. A systematic review on educational data mining 2017
Dado and Bodemer A review of methodological applications of social network

analysis in computer-supported collaborative learning
2017

S Park Analysis of time-on-task, behavior experiences, and per-
formance in two online courses with different authentic
learning tasks

2017

Carroll and White Identifying patterns of learner behavior: what business
statistics students do with learning resources

2017

Egloffstein et al. Behavioral Patterns and Learner Interactions in Enterprise
MOOCs

2023

Liu et al. A metaverse-based student’s spatiotemporal digital profile
for representing learning situation

2022

Bajo et al. Using Process Mining Techniques to Discover the Col-
lective Behaviour of Educators in a Learning Community
Platform

2022

Quispe et al. Design proposal of a personalized Dashboard to optimize
teaching-learning in Virtual Learning Environments

2021

Kuo et al. Behaviour Analytics-A Moodle Plug-in to Visualize Stu-
dents’ Learning Patterns

2021

Sahin et al. Behavioral patterns in enterprise MOOCs at openSAP 2021
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Authors Title Year
Al-Ashmoery et al. Learning analytics toolset for evaluating students’ perfor-

mance in an E-learning Platform
2021

Denden et al. Can we predict learners’ personalities through their behav-
ioral patterns? A pilot study using Behaviour Analytics-
Moodle plugin

2021

Mandlazi et al. Educational data mining: using knowledge tracing as a tool
for student success

2021

D’Aniello et al. A situation-aware learning system based on fuzzy cogni-
tive maps to increase learner motivation and engagement

2020

Desai et al. A study on student performance evaluation using discus-
sion board networks

2020

Purwoningsih et al. Data Analytics of Students’ Profiles and Activities in a Full
Online Learning Context

2020
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