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Abstract. Σ-protocols are a widely utilized, relatively simple and well understood type of zero-
knowledge proofs. However, the well known Schnorr Σ-protocol for proving knowledge of discrete
logarithm in a cyclic group of known prime order, and similar protocols working over this type of
groups, are hard to generalize to dealing with other groups. In particular with hidden order groups,
due to the inability of the knowledge extractor to invert elements modulo the order.

In this paper, we introduce a universal construction of Σ-protocols designed to prove knowledge of
preimages of group homomorphisms for any abelian finite group. In order to do this, we first establish
a general construction of a Σ-protocol for R-module homomorphism given only a linear secret sharing
scheme over the ring R, where zero knowledge and special soundness can be related to the privacy and
reconstruction properties of the secret sharing scheme. Then, we introduce a new construction of 2-
out-of-n packed black-box secret sharing scheme capable of sharing k elements of an arbitrary (abelian,
finite) group where each share consists of k + logn − 3 group elements. From these two elements we
obtain a generic “batch” Σ-protocol for proving knowledge of k preimages of elements via the same
group homomorphism, which communicates k+ λ− 3 elements of the group to achieve 2−λ knowledge
error.

For the case of class groups, we show that our Σ-protocol improves in several aspects on existing proofs
for knowledge of discrete logarithm and other related statements that have been used in a number of
works.

Finally, we extend our constructions from group homomorphisms to the case of ZK-ready functions,
introduced by Cramer and Damg̊ard in Crypto 09, which in particular include the case of proofs of
knowledge of plaintext (and randomness) for some linearly homomorphic encryption schemes such as
Joye-Libert encryption. However, in the case of Joye-Libert, we show an even better alternative, using
Shamir secret sharing over Galois rings, which achieves 2−k knowledge soundness by communicating k
ciphertexts to prove k statements.

Keywords: Sigma Protocol, Black-Box Secret Sharing Schemes, Batch Proofs.

1 Introduction

Σ-protocols are one of the most well known and understood types of zero-knowledge proofs. Their sim-
plicity and concrete efficiency makes them widely used in various cryptographic applications and protocols,
such as digital signatures, group signatures or anonymous credential systems, as well as secure multiparty
computation protocols.

One of the best examples of Σ-protocols is Schnorr’s proof of knowledge of discrete logarithm [33]. Given a
cyclic group G = ⟨G⟩ of (large) known prime order p, and X ∈ G, the prover claims to a verifier that she
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knows w ∈ Zp with X = wG. To prove it, she samples r ∈ Zp at random and sends A = rG, the verifier
replies with a uniformly random challenge c ∈ Zp, and the prover “opens” the linear combination z = r+cw;
the verifier accepts if zG = A+ cX.

This Σ protocol is a zero-knowledge proof of knowledge (ZKPoK) of w with knowledge error 1/p. However
this relies on the ability of inverting the difference c − c′ of any two different challenges, which is possible
because the group order is known and prime. Namely, from conversations (A, c, z) and (A, c′, z′) the witness
can be extracted as w = (c− c′)−1(z − z′).

This makes it hard to adapt Schnorr’s protocol to other groups and in particular hidden order groups, where
inverting c − c′ modulo the order of the group may not be feasible or even possible. For example, consider
the task of proving knowledge of a discrete logarithm in a class group, which has an order assumed to be
hard to compute. In this scenario existing Σ-protocols either: i) resort to using Schnorr’s proof with binary
challenges (which by itself only yields soundness error 1/2) repeating it many times to reduce the soundness
error, which is somewhat inefficient [9]; ii) rely on hardness assumptions which in particular need the basis
G to be uniformly random, which makes them harder to use in protocols [10]; or iii) are only sound proofs
and not proofs of knowledge, in addition to relying on somewhat less studied assumptions [7].

A similar problem arises when proving plaintext knowledge in the Joye-Libert encryption scheme [27], which
operates on RSA groups where the plaintext is encoded in a subgroup of Z∗

N of order 2l. MonZ2ka [14], a
protocol for MPC for arithmetic circuits over Z2l , resorts to extracting only part of the witness, which leads
to overheads in the protocol; and a recent threshold ECDSA protocol from [34], facing this same problem,
circumvents it constructing a more involved protocol that uses a modified Joye-Libert scheme instead.

The motivation for this work is to generalize Schnorr’s protocol, in a manner that it can be extended to a
larger family of groups, starting from the observation that Schnorr’s protocol can be interpreted in terms of
Shamir secret sharing in the following sense: with her first message, the prover is committing to randomness
r for a degree-1 Shamir sharing of the witness w; the challenge implicitely specifies a share-index; the share z
corresponding to that index is sent in the last message by the prover. The secret sharing scheme is a variant
of Shamir secret sharing where shares are evaluations of f(T ) = w · T + r ∈ Zp[T ] at points of Zp, and the
secret is the evaluation at “the point at infinity”. The usual security properties of special-soundness and
honest-verifier zero-knowledge can be interpreted in terms of 2-reconstruction and 1-privacy of the scheme,
respectively.

The observation about this connection between Schnorr’s protocol and (1-private, 2-reconstruction)-secret
sharing schemes was made in the introduction of [15] (and its journal version [16]). More loosely, it can be
related to the MPC-in-the-head paradigm for zero knowledge introduced in [26], in the sense that the prover
is implicitely creating views of a MPC protocol (in this case a secret sharing) for virtual parties, committing
to them, and then revealing one of them on demand.

More recently, in concurrent work to this one (to appear in Asiacrypt23), [35] developed this connection
between secret sharing and Σ- protocols, providing a general construction of Σ-protocols from verifiable
secret sharing. They subsequently use it to build commit-and-proof arguments for general, non necessarily
algebraic, statements using a MPC-in-the-head based approach.

Our work, while starting with the same observation as [35], focuses on improving the concrete complexity
of Σ-protocols for algebraic statements, more concretely proofs of knowledge of preimages of elements via
group homomorphisms, later extending this to ZK-ready functions, a notion introduced in [15]. We present
a general construction of Σ-protocols for these types of relations from linear secret sharing schemes (LSSS),
where the properties of special honest-verifier zero knowledge and (ν-)special soundness are based on the
linearity, privacy and reconstruction of the linear secret sharing scheme.

In the case of proofs of knowledge of homomorphism-preimage involving groups of known prime order, using
degree-1 Shamir secret sharing scheme (1-privacy, 2-reconstruction) leads to Schnorr’s protocol in the case
of discrete logarithm (and the generalization in [30] for other group homomorphisms); using the Franklin-
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Yung [23] “packed” (also called “ramp”) version of Shamir with 1-privacy, k+1-reconstruction and k secrets
leads to the batched Schnorr protocol from [24]. These seem to be the best options in this prime-order group
scenario.

However, in the case of hidden groups, our construction can be instantiated to yield new results of batched
ZKPoKs with improved complexity. By instantiating our construction with a new family of black-box secret
sharing (BBSS) schemes that we introduce, we obtain Σ-protocols that can be used over any finite abelian
group (regardless of its order or structure). In this case, we obtain improved amortized communication
complexity with respect to the Σ-protocols in [15,16].

When applied to algebraic statements on class groups (e.g. ZKPoK of discrete logarithm), our protocol
improves on previous alternatives [9,10,7] in either amortized complexity, in the first case, or lack of reliance
on additional assumptions in the other two (while still matching the amortized complexity of these protocols).

While this black-box secret sharing approach also yields batch ZKPoKs of plaintext knowledge of Joye-Libert
ciphertexts, in that case we show a better alternative using Shamir secret sharing over Galois rings. This
approach is essentially the one used in [2] to prove knowledge of opening of a vector commitment that was
introduced there, but we have not seen it being mentioned explicitly for the case of Joye-Libert and moreover,
we provide a more generalized construction that allows more tradeoffs between communication complexity
and soundness. We detail these contributions below.

1.1 Contributions

Σ-protocols for knowledge of homomorphism preimage from monotone span programs Given
a ring R, modules M1, M2 over R, and a R-module homomorphism F : M1 → M2, our first goal is to
describe a Σ−protocol for the language {(www,xxx) ∈ Mk

1 ×Mk
2 : F (wi) = xi ∀i ∈ [k]} using R-linear secret

sharing schemes, see Theorem 1. This includes the case of group homomorphisms, where M1 and M2 are
two finite abelian groups: we can always see these as modules over R = Z, and in cases such as cyclic groups
of known order m, they are furthermore modules over R = Zm.

Our construction uses the language of monotone span programs [29] because it allows us to capture simul-
taneously linear secret sharing schemes over different domains (namely M1 and M2) as long as they are
modules over the same ring. In Section 2 we introduce a definition of k-monotone span programs over a ring
R for a monotone access structure (∆,Γ ) which yields, for every R-module M, R-LSSS where secrets are
vectors of k elements in M, each share may be one or more elements in M, and such that there is respectively
privacy and reconstruction for (at least) all sets in ∆ and Γ .

The structure of the Σ-protocol mimics the idea described above for Schnorr’s protocol: namely, the prover
chooses randomness in M1, sends the images of the randomness via F , receives a challenge specifying one or
more share-indices and replies with the corresponding shares of the witness using the randomness committed
to in the first message.

In Section 3 we prove that the protocol has zero-knowledge as long as the set C of possible challenges is
contained in ∆. For special-soundness, we introduce the notion of extraction number ν(C, Γ ) of the challenge
set C with respect to Γ , which is the minimum ν for which the union of any ν challenges is in Γ . We show that
the Σ-protocol has ν(C, Γ )-special soundness, leading to a knowledge error upper bounded by (ν − 1)/|C|.
This bound cannot be improved in general.

New “packed” Black-Box Secret Sharing Schemes with small shares In the case of homomorphisms
involving groups of large prime order p (exponential in the security parameter), which are modules over Zp,
using 1-private Shamir’s scheme for k = 1 and their packed variant for larger k is optimal: in that case,
one has a scheme with an exponential number of shares, so C is of exponential size and we obtain negligible
soundness error already for challenges of size 1.
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However, the situation is more interesting in the case of groups of unknown order. In this case, we can
instantiate our protocol using the notion of black-box secret sharing [22]. A black-box secret sharing scheme
can be applied to any abelian finite group G obliviously to its order and structure: sharing and reconstruction
only use black-box access to the group operation, inversion and random sampling of elements. The notion is
equivalent to that of a monotone span program over Z. Note that Shamir secret sharing “over the integers”
is not a threshold black box secret sharing scheme since it only allows to reconstruct a multiple of the secret
instead of the secret itself.

It is known [18] that threshold black box secret sharing schemes require shares of average size log n group
elements, where n is the number of parties. A line of work [18,19,20] has led to the construction of general-
threshold (t-privacy, t+ 1-reconstruction) black box secret sharing schemes essentially matching the bound.
However, in those constructions the secret is just one element of G. Furthermore the aforementioned con-
structions have one important caveat for its use in our Σ-protocols: in all these constructions the computation
of just one share has complexity linear in n. This means that, unlike in the prime order groups case, we
cannot set n to be exponential in the security parameter.

The situation is better in the specific case of 1-privacy and 2-reconstruction, which we denote (1, 2, n)-BBSSS.
A family of (1, 2, n)-BBSSS with n = 2k, secrets in Gk and shares in G2k−1 appears implicit in [15], where
they use it exactly in the same way as in our Σ-protocol.

In Section 4 we show that this construction can be generalized and improved. First, we show that for general
k, n > 0 (i.e. not necessarily n = 2k) the construction above can be generalized to obtain (1, 2, n)-BBSSS
with secrets in Gk and every share in Gh∗ where h∗ = k+⌈log n⌉−1. Next we show that this can be improved
to h∗ = k + log n − 2 if k = 0 mod 2 and n = 4m for some m > 0, and to h∗ = k + log n − 3 if k = 0
mod 3 and n = 8m for some m > 0. Moreover, in both [15] and our construction, the shares are computed
efficiently using a matrix with entries in {−1, 0, 1} making them suitable for our Σ-protocols.

Batched proofs of knowledge for statements on class groups for statements over class groups
In Section 5 we apply our Σ-protocol construction from Section 3 together with the black box secret sharing
scheme from Section 4 to obtain new protocols for proving batches of statements on class groups. We
illustrate these with the examples of ZKPoK of discrete logarithm and ZKPoK of plaintext and randomness
corresponding to ciphertexts under the CL-HSM encryption [11], but our results can easily be extended to
other types of statements: discrete logarithm equality, correct multiplication of ciphertexts etc.

With this we obtain ZKPoK for those relations that compare positively (in an amortized way) with the
ones we know of in the literature. They are more efficient in communication and computation than the
proofs using binary challenges from [9], and have similar complexity to the proofs in [10,7] but do not require
additional assumptions (in particular they can be applied in protocols where the prover might have chosen
the basis of the discrete logarithm, unlike [10]), and they are proofs of knowledge, as opposed to just sound
proofs like [7]. We remark that [7] also contain proofs of plaintext knowledge for a CL-HSM encryption,
where the prover shows knowledge of only the plaintext and not the randomness. However, this proof (and
also the one in [10]) only works for the version of CL-HSM where the plaintext space Zm is such that m is
a large prime (or a product of large primes) and would not work directly for more general m, in particular,
for the case considered in [13] where m = 2u. Since our PoK work regardless of the factorization of m, as far
as we know our proofs are the most efficient proofs of plaintext knowledge (again in an amortized sense) for
the more general version of CL-HSM.

Extension for ZK-ready functions and batched PoKs for Joye-Libert We can also extend our
construction to deal with proving knowledge of preimage of group elements via ZK-ready functions, see
Theorem 8. These capture “almost-group homomorphisms” that arise in particular as encryption functions
of schemes such as Paillier [32] or Joye-Libert[27]. Considered as maps that take as argument a plaintext
message in an additive group U and a random element in a multiplicative group S, and output a ciphertext in
a third multiplicative group X, these encryption functions are homomorphic only “up to a correction factor
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in the S-argument”, meaning that f(u, s) · f(u′, s′) = f(u+ u′, s · s′ · δ(u, u′)) for some δ depending only on
u and u′. We extend our Σ-protocols to deal with this case in a similar way as is done in [15]. In the third
message the prover needs to adjust the “S-part of the share” to account for the above phenomenon, since she
is opening a linear combination of shares. The one technical difference that we find with the homomorphism
case is that because of this correction factor, proving zero-knowledge seems to require additional properties of
“share uniformity” and “randomness-uniqueness”, see Theorem 8, but these are satisfied by all our BBSSS.

However, in the case of Joye-Libert encryption scheme we can obtain improved packed ZKPoK by using the
fact that (Z2l)

d is isomorphic to the Galois ring GR(2l, d). A Shamir secret sharing scheme over that Galois
ring can then allocate up to 2d participants, and using this as a LSSS over Z2l we obtain batched Σ-protocols
for proving knowledge of plaintext for k ciphertexts with 2−k soundness error, which communicate only k
elements in Z2l and ZN . Moreover, tradeoffs are possible if we use packed versions of Shamir instead.

1.2 Related work and open questions

As we mentioned earlier, a concurrent paper [35] observed that Schnorr’s protocol, as well as other Σ-
protocols such as “batched Schnorr” [24], Okamoto [31] and Guillou-Quisqater [25], can be interpreted in
terms of secret sharing as described above. Nevertheless, the direction of their work from there on is then
different than ours, as they go to investigate proofs of statements containing a non-algebraic component from
verifiable secret sharing, using an MPC-in-the-head-like technique. In their work, the protocol is applied to
validate statements containing a non-algebraic component, for which they employ MPC-in-the-head. On
the other hand we use this connection between secret sharing and Σ-protocols to improve their concrete
complexity for some classes of algebraic statements, as we have discussed. Another difference is that the
general construction of their work uses Verifiable Secret Sharing (VSS) and the Σ-protocol check is done
through the share correctness verification algorithm. Our Σ-protocols can be seen as a special case: cast in
their framework, we implicitly define a VSS using the fact that MSPs induce linear secret sharing schemes in
both the domain M1, and the range M2 of the homomorphism F ; the verifier checks the validity of a share
from M1 by comparing it with the share in M2, which can be computed by the verifier himself, since he has
received the randomness in the first message.

Another related concurrent work is that from [4], which defines the notion of generalized special-soundness
given by an access structure Γ , or more precisely, by the set of qualified sets of the structure. In their work Γ
collects the sets of challenges that allow to extract a secret from the corresponding transcripts. In our case,
when our challenge sets C are all singletons, i.e. the challenges specify exactly one share-index, our access
structure coincides with their Γ : in their language, our scheme has Γ -out-of-C special soundness for the
family Γ of qualified sets of the secret sharing scheme. In particular, one of the uses of this notion in [4] is to
construct efficient knowledge extractors for Σ-protocols with tight knowledge error (ν−1)/|C| in cases where
this is not implied by usual ν-special soundness because of ν being exponential in the security parameter.
In fact, our Theorem 1 requires the extractor to compute efficiently the reconstruction vector corresponding
to the union of ν challenge sets (which is not possible if we need to read an exponential number ν of share
indices, even if the reconstruction vector has a small number of non-zeros). [4, Theorem 1] removes this
restriction and implies our protocol is also a ZKPoK with knowledge error (ν − 1)/|C| as long as Γ satisfies
the assumptions of their theorem.

A different comparison, and the best comparison point for our results, is the work [15] and its journal
version [16]. They implicitely provide a (1, 2, n)-black box secret sharing, and they construct Σ-protocols to
simultaneously prove k instances of statements, for n = 2k, at 2k − 1 group elements communication cost.
As mentioned before, we improve their construction by first, adding more flexibility to it, where our scheme
in fact enables to share k secrets among any number of participants, not necessarily n = 2k; and second, by
improving the amortized communication complexity to k + log n − s for k = 0 mod s and n = 2sm when
s = 2 or 3. This leaves a question open whether one can further improve this to larger values of s.

Another interesting question are whether one can obtain (t, r, n)-black box secret sharing schemes that lead to
better parameters in the corresponding secret sharing schemes. Works such as [18,19,20] construct threshold
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(t, t+1, n)-BBSSS with quasioptimal (in n) share size log n+c group elements for small constants c. However,
their constructions only consider secrets which are a single group element and furthermore, constructing a
single share requires O(n) computation. Nevertheless, an appropriate packed generalization of these schemes
could potentially make them useful for our construction if the setting where t = poly(λ) and n = poly(λ)
for security parameter λ, leading to negligible soundness error.

With respect to our applications to batched PoK in hidden order groups, we have already discussed the
improvements we obtained in the case of class groups, and more details are given in Section 5.

As noted earlier, our construction of batched proofs of plaintext and randomness knowledge for Joye-Libert
ciphertexts follows the steps of the proof of knowledge of opening of certain homomorphic vector commitments
over rings in [2]. In that work they use that Σ-protocol as basis for a compressed Σ-protocol [3] for proving
knowledge of a committed vector satisfying a certain linear constraint. We note that compressed Σ-protocols
(and bulletproofs [8], on which this abstraction is based) provide an amortization which is different than ours,
where the statements consists on proving knowledge of a vector of the formw such that L(w) = x, Com(w) =
C for a linear form L and homomorphic commitment Com, and the proofs become logarithmic in the length
of the vector. In contrast we are proving knowledge of w satisfying F (wi) = xi for a group homomorphism
(or ZK ready function F ). We do not rule out that our results can be combined with the compressed Σ-
protocol technique to obtain amortized proofs of knowledge of several openings of commitments constrained
to a linear form, as is the case in [2].

The problem of batching proofs of knowledge for Joye-Libert ciphertexts, as mentioned above, has arisen
in applications such as multiparty computation [14] and threshold ECDSA [34]. These works have found
different ways of circumventing the fact that extraction with a straightforward Schnorr protocol would fail
due to the fact that the challenges differences are not invertible. In the former work, the authors resort to a
proof of knowledge where only part of the witness can be extracted, which creates overhead in the protocol,
as it requires to embed the actual data in a larger ring Z2l . In the latter, the authors also acknowledge that
they need to construct a more involved protocol due to this obstacle. Therefore we expect that our results
can lead to improvements in these and other applications.

Lastly, the Black Box Secret Sharing Scheme introduced in this paper is formulated through a matrix with
coefficients in {−1, 0, 1}, as detailed in section 4.3. Hence, it would be worthwhile to explore its potential
applications in lattice-based cryptography, where such properties are useful, see e.g. [5].

2 Preliminaries

2.1 General notation

Throughout this work, we denote vectors with bold font (e.g. vvv). A bold font of a function is used to represent
the vector resulting from applying the function to each element of another vector, e.g. if vvv = (v1, . . . , vn),
then fff(vvv) := (f(v1), . . . , f(vn)). V

⊤ denotes the transpose of a matrix V . |C| denotes the cardinality of a set
C and log n denotes the logarithm in base 2 of n. For m ≤ n, [m,n] represents the set of integers {m, . . . , n}
and for n ≥ 1 we denote by [n] the set [1, n] = {1, . . . , n}. For any T ⊂ [n] and matrix M ∈ Rh×e, for a ring
R and h ≥ n, MT denotes the submatrix of M obtained from the i−rows, i ∈ T and hT is the number of
rows of MT .

2.2 Σ−protocols

Let W, X be two finite sets, and let R ⊆ W × X be a relation. A zero-knowledge proof of knowledge is a
protocol between a prover P and a verifier V , both of whom have a common input x and where P wants
to convince V she knows a witness w ∈ W for x with respect to R, i.e. (w, x) ∈ R, without revealing any
additional information about w. Σ-protocols are zero-knowledge proofs that follow the template in Figure 1,
where C is a finite set, called challenge set.
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Prover (w, x) Verifier (x)

Random tape : ρ

a = a(w, x, ρ) a

c c←$ C

z = z(w, x, c, ρ) z accept/reject

Fig. 1. Σ-protocol template

Definition 1. Σ-protocol: A Σ-protocol for relation R is one that follows the template in Figure 1 and
satisfies the properties below:

– Completeness: if P and V follow the protocol, then V always accepts;

– κ-Special Soundness: There exists an p.p.t extractor that, given x and κ accepting conversations
(a, c1, z1),..., (a, cκ, zκ), where ci ̸= cj for all i, j ∈ [κ], efficiently computes w with (w, x) ∈ R;

– Honest-verifier zero-knowledge(HVZK): There exists a p.p.t simulator S, which on input x ∈ X
and c ∈ C, outputs a “conversation” (a, c, z) with the same distribution as a real conversation between
the honest P and V on input x and where V chooses c as a challenge.

Most definitions in the literature require κ = 2. However, it is worth to admit larger κ, since in [3] the
following result is provided.

Proposition 1 ([3]). A Σ-protocol with κ-special soundness is a HVZK proof of knowledge with knowledge
error at most (κ− 1)/|C|.

2.3 Secret sharing

Definition 2 (Access structure). Let n ≥ 1 be an integer, 2[n] be the family of all subsets of [n] and let
∆,Γ ⊂ 2[n]. The pair (∆,Γ ) is a access structure (for [n]) if ∅ ∈ ∆, [n] ∈ Γ , and ∆ ∩ Γ = ∅.

In addition, (∆,Γ ) is monotone if the following holds: (i) if T1 ∈ ∆ and T2 ⊂ T1 then T2 ∈ ∆; (ii) if S1 ∈ Γ
and S1 ⊂ S2 then S2 ∈ Γ .

For 0 ≤ t < r ≤ n, the threshold access structure (∆,Γ )t,r,n is defined by ∆ = {T ⊆ [n] : |T | ≤ t}, and
Γ = {S ⊆ [n] : |S| ≥ r} .

All access structures considered in this work will be monotone.

Definition 3 (Secret sharing). For the purpose of this paper, a secret-sharing scheme(SSS) for a mono-
tone access structure (∆,Γ ) consists of a space of secrets S0, a space of randomness R, spaces of shares
S1, · · · ,Sn and a map Sh : S0 × R −→ S1 × · · · × Sn, such that, if ShA denotes the projection of Sh to
×i∈ASi:

– Every set S ∈ Γ is a reconstructing set: for any aS ∈ ×i∈SSi, there exists at most one s ∈ S0 with
ShS(s, r) = aS for some (possibly non-unique) r ∈ R;

– Every set T ∈ ∆ is a privacy set: for any aT ∈ ×i∈TSi, and any s, s′ in S0 we have |{r ∈ R : ShT (s, r) =
aT }| = |{r′ ∈ R : ShT (s

′, r′) = aT }|. In other words, conditioned to the shares for T being aT , every
element in S0 has the same probability of being the secret.

7



Definition 4. A (t, r, n)−secret-sharing scheme is an SSS for (∆,Γ )t,r,n.

In this work we will be considering secret sharing schemes which are linear over certain ring, as defined next.

Definition 5. Let R be a commutative ring with an identity, and M a finite module over R. A linear secret
sharing scheme (LSSS) over R is a SSS with S0 = Mk, R = Me, Si = Mhi for i ∈ [n] where k, e, hi
are positive integers, and Sh : Mk ×Me → ×n

i=1M
hi is given by a sharing matrix M ∈ Rh×(k+e) (where

h =
∑n

i=1 hi). Namely (σσσ1, . . . ,σσσn)
⊤ = Sh(sss,rrr) =M(sss,rrr)⊤.

The same matrix M ∈ Rh×(k+e) can define secret sharing schemes for different instances of M. Seeing
M through the lens of Monotone Span Programs, which we detailed next, we can capture properties of
reconstruction and privacy that apply to every secret sharing scheme defined byM , regardless of the module
M.

2.4 Monotone Span Programs

Monotone Span Programs (MSP) were introduced in [28] and are closely related to LSSS. We provide a
slight generalization that endows MSPs with k linearly independent target vectors (rather than just one as
in [28]) and detail its relation to LSSS with secrets of size k.

Definition 6 (k-Monotone Span Program). Let k, n ≥ 1 be integers, and let (∆,Γ ) be a monotone
access structure for [n]. A k-Monotone Span Program (k-MSP) M over a ring R computing (∆,Γ ) is a
quadruple (R,M, Ψ, k) with M ∈ Rh×(k+e), e ≥ 0, h ≥ n and Ψ : [h] → [n] surjective, that satisfies the two
properties (P1) and (P2) below.

– (P1) for every T ∈ ∆, there exist vectors λλλ
(1)
T , ...,λλλ

(k)
T ∈ Rk+e with:

• λλλ(i)T = (

i−1︷ ︸︸ ︷
0, . . . , 0, 1,

k−i︷ ︸︸ ︷
0, . . . , 0, ∗, . . . , ∗), i.e. the projection of λλλ(i) to the first k components is the i-th

unit vector.

• λλλ(i)T ∈ Ker MT , i.e., MT · λλλ(i)
⊤
= 0hT

⊤.

– (P2) for any S ∈ Γ , for all i ∈ [k], µµµ(i) := (

i−1︷ ︸︸ ︷
0, . . . , 0, 1,

k+e−i︷ ︸︸ ︷
0, . . . , 0) ∈ Im(M⊤

S ) .

I.e., there exist vectors ρρρ
(i)
S ∈ RhS , i = 1, . . . , k (called “reconstruction vectors”) that satisfy the equations

ρρρ
(i)
S ·MS = µµµ(i).

Notation: In some cases we will define a MSP from a collection Mi ∈ Rhi×(k+e), i ∈ [n], hence we write
M = (R, {Mi}i∈[n], k) meaning M is defined by stacking the blocks Mi in the rows Ψ−1({i}).

Monotone Span Programs and Secret Sharing. The following is a direct generalization of a result in [29], see
Section A of the Appendix for a proof.

Proposition 2. Let M be a k-MSP over a ring R. If M computes (∆,Γ ) then every T ∈ ∆ is a privacy
set, and every S ∈ Γ is a reconstructing set of every LSSS over R with sharing matrix M .

3 Σ-protocols from Secret Sharing Schemes

In this section we present a general construction of Σ−protocols from R-linear secret sharing schemes (k-
MSPs overR). TheΣ-protocols apply to relations of the form R = {(www,xxx) ∈Mk

1×Mk
2 : F (wi) = xi ∀ i ∈ [k]},

where M1,M2 are modules over R, and F : M1 →M2 is an (efficiently-computable) R-linear map. Recalling
our notation that FFF (www) := (F (w1), . . . , F (wk)), the relation is abbreviated as FFF (www) = xxx.
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Definition 7. A challenge set C compatible with the access structure (∆,Γ ) is a non-empty subfamily
∅ ≠ C ⊆ ∆ (i.e. a family of E ⊆ [n] such that all E ∈ ∆). The extraction number of C with respect to (∆,Γ )
is

ν(C, Γ ) := min{ν > 0 :

ν⋃
i=1

Ei ∈ Γ ∀ pairwise distinct E1, . . . , Eν ∈ C}.

The following theorem showcases our Σ−protocol construction.

Theorem 1. Let R be a ring and M1,M2 be finite R−modules. We assume we can compute the action of
R on M1, M2 efficiently. Let F : M1 → M2 be an R−module homomorphism. Let M = (R,M, Ψ, k) be a
k−MSP over R computing (∆,Γ ), where M ∈ Rh×(k+e).

Let C be a compatible challenge set with respect to (∆,Γ ) and ν = ν(C, Γ ) its extraction number. Assume
it is possible to sample efficiently uniformly from C and M1, that for every E ∈ C, ME can be computed
efficiently, and that for any pairwise distinct E1, . . . , Eν ∈ C it is efficient to compute the reconstruction

vectors ρρρ
(i)
E , where E =

⋃ν
i=1Ei, promised by Definition 6.

Then Figure 2 provides a Σ-protocol with ν-special soundness and perfect honest verifier zero-knowledge for
R = {(www;xxx) ∈Mk

1 ×Mk
2 : F (wi) = xi ∀i ∈ [k]}.

Prover Verifier

rrr ←$ Me
1

aaa = FFF (rrr)

E E ←$ C

zzzE =ME ·
(
www⊤

rrr⊤

)
zzzE = (zj)j∈E FFF (zzzE) =

? ME ·
(
xxx⊤

aaa⊤

)
Fig. 2. Σ-protocol from k-MSP

Proof. Completeness: Since F is aR-linear map, it satisfies F (a·m) = a·F (m) and F (m+n) = F (m)+F (n)
for a ∈ R, m,n ∈ M1, and hence, FFF (A · mmm⊤) = A · FFF (mmm)⊤ for any matrix A over R and vector mmm
over M1 of matching dimensions. Therefore, for the challenge E and zzzE = ME · vvv⊤ we have the equality
FFF (zzzE) = FFF (ME · vvv⊤) =ME ·FFF (vvv)⊤ where FFF (vvv) = (FFF (www),FFF (rrr)) = (xxx,aaa).

ννν-Special Soundness: We want to prove that there is an extractor that, given ν accepted conversations
of the form (aaa,Ei, zzzEi

) for i ∈ [ν] with same vector aaa ∈ Me
2 and different challenges Ei, reconstructs the

secrets w1, ..., wk. Let E = ∪νj=1Ej , we define a vector zzzE with coordinates indexed by E as follows: for each
c ∈ E , c is in some Ej . The extractor chooses one such Ej , and defines the c-th coordinate zc of zzzE to be
the corresponding coordinate of zzzEj

(the extractor will work even if different zzzEj
disagree in a common c-th

coordinate). Since the conversations above are accepted, we have F (zc) = Mc · (xxx,aaa)⊤ for all c ∈ E and
therefore FFF (zzzE) = ME · (xxx,aaa)⊤. By assumption, E is a reconstruction set for the MSP, consequently, for
each j ∈ [k], there is a reconstruction vector ρρρjE ∈ R|E| such that xj = ρρρjE · FFF (zzzE)⊤. Set wj = ρρρjE · zzz⊤E , then
F (wj) = FFF (ρρρjE · zzz⊤E ) = ρρρjE ·FFF (zzzE)⊤ = xj , for all j ∈ [k].

Honest-verifier zero-knowledge: We prove the existence of a simulator that, given xxx in the language and
a challenge E ∈ C, produces conversations whose distribution is the same to that of an honest conversation
using a witness www for xxx. Here, intuitively, we will use the fact that in the real protocol the shares zzzE do not
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give any information about www because of the privacy of the secret sharing scheme for the set E, so these can
be simulated by a sharing of an arbitrary element, for example 000k := (0, . . . , 0) ∈Mk

1 .

Concretely the simulator:

1. Samples r̂rr uniformly at random in Me
1 and sets ẑzzE =ME(000k, r̂rr)

⊤.

2. For i ∈ [k] let λλλ(i) be an (arbitrary) element from the space

ΛE,i = {λλλ(i) ∈ Rk+e : (λλλ(i))i = 1, (λλλ(i))j = 0 for j ∈ [k], MEλλλ
(i)⊤ = 000E}

which is non-empty by definition of k-MSP (Definition 6,(P2)). Define λλλ(i) to be the projection of λλλ(i)

to the last e coordinates.

3. Define âaa = FFF (r̂rr) + λλλ(1) · x1 + · · ·+ λλλ(k) · xk 1

4. Output (âaa, E, ẑzzE).

We show that (â̂âa, E, ẑ̂ẑzE) has the same distribution as a real honest transcript with witnesswww. In fact, (â̂âa, E, ẑ̂ẑzE)

is exactly the real conversation that arises when the prover chooses rrr = r̂rr +
∑k

i=1λλλ
(i)wi as randomness at

the beginning of the protocol. Since in the simulation r̂rr is chosen uniformly at random, rrr is also uniformly
random.

Indeed, if the prover uses this randomness, the first message of the real conversation is FFF (rrr) = FFF (r̂rr +∑k
i=1λλλ

(i)wi) = FFF (r̂rr)+
∑k

i=1λλλ
(i)xi = âaa, while the third message isME(www,rrr)

⊤ =ME(www, r̂rr+
∑k

i=1λλλ
(i)wi)

⊤ =

ME(000, r̂rr)
⊤ +ME(www,

∑k
i=1λλλ

(i)wi)
⊤.

Recall that λλλ(i) = (0, . . . , 1, . . . , 0,λλλ(i)), so (www,
∑k

i=1λλλ
(i)wi) =

∑k
i=1λλλ

(i)wi. Since MEλλλ
(i)⊤ = 0 ∀i ∈ [k], we

conclude ME(www,rrr)
⊤ =ME(000, r̂rr)

⊤ = ẑzzE . ⊓⊔

Corollary 1. The protocol in Figure 2 is a Σ-protocol with knowledge error ≤ (ν−1)/|C| (from Proposition
1).

Its average communication complexity is e elements in M2 (first message),
∑

Ei∈C log |Ei|/|C| bits (second
message),

∑
Ei∈C hEi

/|C| elements in M1 (third message).

Example 1. Protocols from Shamir secret sharing and variants As mentioned in the introduction, if M1 = Zp

and M2 = ⟨g⟩ is a group of large prime order p, and F (w) = gw, for the case k = 1 (the usual proof of
knowledge of DL of one element) we can use (1, 2, n)-Shamir’s secret sharing scheme with n ≤ p and recover
Schnorr’s protocol. Similarly we can capture known protocols for other languages like discrete log equality.
This type of protocols for group homomorphisms of large order have been for example unified under a
common framework in [30]. In the case k > 1, we obtain the generalization of Schnorr’s protocol, we can use
a k-MSP for (∆,Γ )1,k+1,n (again n ≤ p) where to share (s1, . . . , sk) ∈ Zk

p we sample a random coefficient

r ∈ Zp and define the shares as evaluations of s1 + s2X · · · + skX
k−1 + rXk in nonzero points of Zp (we

can include r, the “evaluation at infinity” as an additional share), this is the same construction as in [24].
We obtain a Σ-protocol with k+1-special soundness and knowledge soundness k/p. In this case, it does not
make much sense to use other privacy thresholds, on account of the fact that 1-privacy protocols already
lead to negligible soundness if we take p exponential in the security parameter.

Remark 1. – On exponential number of shares: Note onlyME , the submatrix of the rows ofM correspond-
ing to the challenge E, needs to be computed. Therefore, even if n is exponential in security parameter
λ, the protocol can be efficient, as long as ME can be computed in polynomial time.

1 Note λλλ(i) · xi denotes the coordinate-wise action of vector λλλ(i) ∈ Rk+e on the element xi ∈ M2, that is, if

λλλ(i) = (λ
(i)
1 , . . . , λ

(i)
k+e), then λ

(i) · xi = (λ
(i)
1 · xi, . . . , λ

(i)
k+e · xi).
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– Threshold access structure: In Section B.1 of the Appendix we consider the following question: if we fix
∆ and Γ to respectively be the sets of at most t elements and at least r elements, what is the choice of C
that minimizes the knowledge error bound (ν − 1)/|C|? We find out that an optimal choice in that sense
is to select C to be the family of all sets of size exactly t. However, surprisingly in some cases this is not
the only choice minimizing this bound and choosing a smaller C can achieve the same knowledge error,
which makes it preferable from the point of view of communication complexity. We prove that optimal
choices are characterized by combinatorial designs.

– Optimality of knowledge error bound: In general the knowledge error bound in Figure 2 is optimal for
our protocol: we show in Section B.2 of the Appendix that for the discrete logarithm equality relation a
malicious prover breaks soundness with probability (ν − 1)/|C|.

3.1 Non-Interactive Σ−protocols

The well known Fiat-Shamir heuristic allows to turn the Σ−protocols from Theorem 1 into a non-interactive
argument in the random oracle model. Let H : {0, 1}∗ → C be a random oracle mapping strings into elements
of the challenge space. The honest prover constructs aaa as in the protocol, computes E = H(xxx,aaa) with the
random oracle and zzzE as in the protocol and outputs the proof (aaa,E,zzzE). The verifier performs the same
check as in the protocol, and verifies that E = H(xxx,aaa), accepting iff both checks pass. This protocol requires
the same average communication as in the above corollary, only that now is sent by the prover in one go.

A more interesting question is whether we can perform a commonly used optimization available in Schnorr’s
protocol and similar ones, consisting on only sending the second and third messages (in our case (E,zzzE))
in the protocol from Theorem 1. The verifier then reconstructs the first message (aaa) from those messages
and the statement xxx using the verification equation from the Σ-protocol, and finally the verifier checks the
random oracle equation E = H(xxx,aaa).

In our case this works if, given any possible xxx,E,zzzE , there is a unique aaa such that F (zzzE) =ME · (xxx,aaa)⊤ and
this can be efficiently obtained by the verifier. It may be convenient to rephrase the uniqueness condition as
follows (which is a consequence of linearity ofM): for any E ∈ C, ddd = 000 is the only solution to 000 =ME ·(000, ddd)⊤.

In summary, we have:

Prover Verifier

rrr ←$ Me
1, aaa = FFF (rrr)

E = H(xxx,aaa)

zzzE =ME ·
(
www⊤

rrr⊤

)
(E,zzzE) Finds aaa s.t. FFF (zzzE) =ME ·

(
xxx⊤

aaa⊤

)
E =? H(xxx,aaa)

Fig. 3. Optimized NI-Σ-protocol from k-MSP

Theorem 2. In the conditions of Theorem 1, let in addition M satisfy that for any E ∈ C,

– ddd = 000 ∈Me
2 is the only solution to 000 =ME · (000, ddd)⊤;

– Given xxx ∈Mk
2 , yyy ∈MhE

2 , computing the unique aaa ∈Me
2 with ME · (xxx,aaa)⊤ = yyy is efficient.

Then assuming the Fiat-Shamir heuristic, the protocol in Figure 3 is a non-interactive zero knowledge proof
of knowledge for R, with the same security properties as in Theorem 1, in the random oracle model.
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Remark 2. In Section 4 below, we introduce (black box)-secret sharing schemes with 1-privacy (hence C
contains only sets of size 1) where each share is of the form σσσi = Niwww + aaa, for a public matrix Ni. In
this case, given the index i, the share σσσi and the secret www, the randomness can be determined uniquely as
aaa = σi −Niwww, and clearly this is an efficient computation as it requires the same operations as constructing
a share. Therefore those secret sharing schemes fulfil the additional properties in the theorem above.

4 Packed black-box secret sharing schemes

In this section we present constructions of packed black-box secret sharing schemes with 1-privacy and 2-
reconstruction, where our main goal is to optimize the secret-to-share size ratio. We introduce constructions
derived from a secret sharing scheme outlined in [15] and make improvements to reduce its share size. The
BBSS scheme will be utilized in later applications involving class groups, Section 5. Finally, we will discuss
the outcomes when applied on Σ-protocols.

4.1 Background on black-box secret sharing

First introduced by Desmedt and Frankel [22] and further studied in works such as [18,19,20], a black-box
secret sharing scheme (BBSSS) is a SSS that can be applied to every finite abelian group, obliviously to
its structure, i.e., sharing and reconstruction only use black-box access to the group operation and group
inverse, as well as random sampling of group elements. As argued in [18], since every abelian group G is a
Z-module, a MSP over Z computing the access structure (∆,Γ ) yields a black-box secret sharing scheme for
that structure, so we can reduce the problem to finding MSPs over Z for the desired structure.

To the best of our knowledge, previous works have focused on sharing a single secret of a group G. [19]
provides BBSSS for threshold structures (∆,Γ )t,t+1,n where hi = ⌈log n⌉ for i ∈ [n], i.e., every share is
⌈log n⌉ elements of G. This is known to be very close to optimal, as the average share size must be at least
⌊log n⌋ − 1 [18]. However, this bound does not rule out that one can share a larger secret “at roughly the
same price” (even in the threshold case).

Apart from the fact that these schemes share a single secret, a greater obstacle in using the constructions
from the line of work [18,19,20] as a basis for our Σ-protocols is that the computational complexity of
even computing one share in all those schemes is Ω(n). That means that Remark 1 does not apply: setting
n = exp(λ) would make the computation time be exponential in λ too. Setting n = poly(λ) means that a
soundness error of 2−λ requires to either use a privacy threshold and challenges of size Ω(λ) or (if we want
smaller privacy threshold and challenges) to use repetition to amplify soundness, both options incurring still
in considerable (although polynomial in λ) communication overhead.

These two issues motivate us to search for (threshold) packed BBSS where the size of the shares does not
grow too much in comparison to the secret, and where we can compute each share in time polylog n.

4.2 General framework

For the next constructions, we use the following blueprint: each share will consist of the same number
hi = h∗ of group elements, and the corresponding block in the MSP will be of the form Mi = (Ni|Ih∗×h∗) ∈
Zh∗×(k+h∗), where Ih∗×h∗ represents the identity matrix of size h∗ × h∗. Therefore, the shares of sss ∈ Gk are
Nisss

⊤ + rrr, i ∈ [n] (for a uniformly random common rrr ∈ Gh∗).

First we will set the ralation between a family of matrices and the existance of a black box secret sharing
scheme in the following theorem.

Theorem 3. Let {Ni}i∈[n] be a collection of matrices with Ni ∈ Zh∗×k. Let Mi := (Ni|Ih∗×h∗), i = 1, . . . , n,
M be the stacking of all these matrices, and letM = (Z, {Mi}i∈[n], k).
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If, for all i ̸= j, Ni − Nj has a left pseudoinverse Rij ∈ Zk×h∗ (i.e. Rij(Ni − Nj) = Ik×k), then M is a
k-MSP over Z computing (∆,Γ )1,2,n and hence a (1, 2, n)-BBSSS with S0 = Gk and Si = Gh∗ for i ∈ [n].

Proof. We argue the properties directly in terms of secret sharing. As mentioned above each share is σσσi =
Nisss

⊤ + rrr where rrr is uniformly random in Gh∗ . Hence, each individual share is independent from sss, and we
have 1-privacy. The scheme has 2-reconstruction because for every set {i, j} ⊆ [n], there exists Rij such that
Rij(σσσi−σσσj)

⊤ = sss⊤. Note here it is crucial Rij has coordinates in Z, so that Rij(σσσi−σσσj)
⊤ can be computed

with black box access to the group operation and inversion. ⊓⊔

Remark 3. The conditions imply h∗ ≥ k. In the case h∗ = k, Ni − Nj has an inverse defined over Z iff
det(Ni −Nj) = ±1. For the more general case h∗ > k, if Ni −Nj has a (k× k)-submatrix with determinant
±1 then it has a left pseudoinverse, but the converse is not necessarily true.

4.3 Constructions of packed (1, 2, n)−BBSSS

We recall and generalize a black box secret sharing scheme implicit in a Σ-protocol in [15] and its journal
version [16]. The construction originally fixed n = 2k and obtained h∗ = 2k − 1. For our purposes we want
more flexibility and show that we can “decouple” both parameters. We present directly our generalization.

We define ℓ = ⌈log n⌉. We identify elements of [n] with pairwise different vectors i = (i0, . . . , iℓ−1) ∈ {0, 1}ℓ.
Let the k columns of Ni be shifts of the vector i padded with k − 1 zeros, as follows:

Ni :=



i0 000
...

. . .

iℓ−1 i0
. . .

...
000 iℓ−1

 ∈ Z(k+ℓ−1)×k

Lemma 1. For every i ̸= j, Ni −Nj has an integer left pseudoinverse.

Proof. Let m be the smallest index in [0, ℓ − 1] where im ̸= jm. Then the k × k submatrix of Ni − Nj

containing rows m to m+ k− 1 (where we start indexing rows at 0) is a lower triangular square matrix with
its diagonal containing all 1’s or −1’s, hence with determinant ±1. ⊓⊔

Combining Lemma 1 with Theorem 3 we have:

Theorem 4. Let 1 ≤ k, n be integers. There exists a k-MSP over Z for (∆,Γ )1,2,n with hi = h∗ := k +
⌈log n⌉− 1 for all i ∈ [n]. Consequently there is a packed black-box secret sharing scheme with secrets in Gk,
and every share in Gh∗ . In particular for n = 2k, every share is in G2k−1.

Next we show that this scheme is not always optimal, in terms of share size h∗ for given k and n. First, for
k = 2 and k = 3, n = 2k, there are optimal (1, 2, n)-BBSSS with h∗ = k = log n, given by the Ni below.

2

k = 2

N1 =

(
0 0
0 0

)
, N2 =

(
1 0
0 1

)
, N3 =

(
0 1
1 1

)
, N4 =

(
1 1
1 0

)
. (1)

2 The matrices have been found by first taking matrices N ′
i representing multiplication by different elements of the

fields F2k , which leads to det(N ′
i −N ′

j) = 1 mod 2, and then (for k = 3) using brute force to fix the cases where
det(N ′

i −N ′
j) ̸= ±1.
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k = 3

N1 =

0 0 0
0 0 0
0 0 0

 , N2 =

1 0 0
0 1 0
0 0 1

 , N3 =

0 1 0
0 0 1
1 1 0

 , N4 =

0 0 1
1 1 0
0 1 1


N5 =

1 1 0
0 1 1
1 1 1

 , N6 =

0 1 1
1 1 1
1 0 1

 , N7 =

 1 1 1
−1 0 1
1 0 0

 , N8 =

 1 0 1
−1 0 0
0 −1 0

 . (2)

Lemma 2. The matrices above define, respectively for k = 2 and k = 3, (1, 2, n)-BBSS schemes with n = 2k,
secrets in Gk, and each share in Gk.

The lemma can be verified directly by computing the determinant of every Ni−Nj . Next, we use these as a
basis for improving on Theorem 4. We need the following generalization of the construction in that theorem,
where we replace the entries ij by square blocks Aj : i.e., given a vector A = (A0, . . . , Aℓ′−1) of ℓ′ square
matrices where each Ai ∈ Zs×s, consider the matrix

ÑA =



A0 000
... A0

Aℓ′−1

...
. . .

Aℓ′−1 A0

. . .
...

000 Aℓ′−1


∈ Zs·(ℓ′+k′−1)×s·k′

Lemma 3. Let N = {Ni} be a collection of matrices in Zs×s such that for each i ̸= j, Ni − Nj has an

inverse in Zs×s. Then for every k′ ≤ ℓ′ and A,B ∈ N ℓ′ with A ̸= B, the matrix ÑA − ÑB has a left
pseudoinverse. Therefore, in these conditions there exists a (1, 2, |N |ℓ′)-BBSSS with secrets in Gk′s and each
share in G(ℓ′+k′−1)s.

Proof. This is proved similarly to Lemma 1, by considering the first index i in [0, ℓ′ − 1] where Ai ̸= Bi

differ, and noticing that the (sk′ × sk′) square submatrix of ÑA − ÑB containing row-blocks i to i+ k′ − 1
is “block-lower triangular” and hence must have determinant det(Ai − Bi)

k′
= (±1)k′

= ±1. This proves
ÑA − ÑB has a left pseudoinverse. The last part is a consequence of Theorem 3. ⊓⊔

Lemma 2 give us, for s = 2 and 3, families Ns of matrices in Zs×s with |Ns| = 2s. Plugging each of this
constructions into Lemma 3 we have:

Theorem 5. For s = 2 and 3, and any k′, ℓ′ > 0, there exists a (1, 2, 2sℓ
′
)-BBSSS with secrets in Gk and

each share in Gh∗ where k = s · k′ and h∗ = s · (ℓ′ + k′ − 1). This implies that for any n there exists:

– If k ≡ 0 mod 2, a (1, 2, n)−BBSSS with h∗ = 2⌈log n/2⌉+ k − 2; in particular, if n = 4m for m ∈ N,
then h∗ = log n+ k − 2.

– If k ≡ 0 mod 3, a (1, 2, n)−BBSSS with h∗ = 3⌈log n/3⌉+ k − 3; in particular, if n = 8m for m ∈ N,
then h∗ = log n+ k − 3.

Remark 4. Note that the secret sharing schemes from Theorem 5 are indeed of the form of Theorem 3, i.e.
the i-th share is computed from the secret sss as Ñisss

⊤ + rrr for some matrix Ñi ∈ Zh∗×k and some randomness
rrr common to all shares. Moreover, all entries in Ñi are from {−1, 0, 1}, since they are constructed with the
matrices in equations 4.3 as blocks. Each row of every Ñi has at most log n entries which are non-zero. These
facts will be important in the application to Σ-protocols for class groups in Section 5.
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4.4 Implications for Σ-protocols

Let G1 be any abelian group. Applying Theorem 1, a packed (1, 2, n)-BBSSS with secret in Gk
1 and each

share in Gh∗
1 induces a Σ−protocol for any relation of the form R = {(wi, xi)|F (wi) = xi, i ∈ [k]}, where

F : G1 −→ G2 is a group homomorphism. The resulting Σ-protocol has 2−special soundness, a knowledge
error of 1

n , and communicates h∗ elements in G1 and G2, and log n bits to communicate the challenge. In
particular, if we consider the packed (1, 2, n)−black box secret sharing scheme in Theorem 5, for n = 2λ and
k ≡ 0 mod 3 we get the following Σ−protocol:

Theorem 6. Let R be a ring, M1,M2 be R−modules and let F : M1 −→ M2 be a R−module homomor-
phism. Then there exist a Σ−protocol for the relation R = {(www,xxx) ∈Mk

1 ×Mk
2 : F (wi) = xi,∀i ∈ [k]}, with

2−special soundness, error soundness 2−λ and communication complexity k+λ− 3 elements of M1 and M2

(and λ bits for the challenge).

The proof is almost equivalent to the one provided in Theorem 1. Note that in case k ̸= 0 mod 3 we can include
additional “superfluous” secrets so that we get an appropriate k. In any case the resulting communication
complexity would be no more than k + λ− 1 elements of M1 and M2 (and λ bits for the challenge).

5 Proofs of knowledge for statements on class groups

The results presented in Theorem 6 provide assurance that an efficient Σ−protocol can be constructed to
prove knowledge of preimages of group homomorphisms. This capability extends to groups of unknown order
because of the usage of a black box secret sharing scheme and in particular class groups, with some slight
tweaks due to the fact that the space of witnesses will be an infinite Z-module in this case, as we will see in
this section.

Background We consider the framework proposed by Castagnos and Laguillaumie. Given a large integer ℓ,
the framework defines a finite commutative group Ĝ and a cyclic subgroup G ⊂ Ĝ both of unknown order.
G is in turn a direct product G ∼= F × Gℓ, where F is of order ℓ, while the order of Gℓ is computationally
hard to determine. Moreover, F is endowed with an algorithm to compute discrete logarithms easily. While
in earlier works [11] ℓ was taken to be prime, subsequent works [21,13,6] have considered other cases, such
as ℓ being a power of a prime or a product of primes. In particular, ℓ can be of the form 2u [13] which is
useful for secure computation.

There are several variants of the Castagnos-Laguiallumie encryption, but all consist on essentially apply an
El-Gamal-like encryption principle where the encryption of m ∈ Zℓ is of the form (c1, c2) = (gr, pkrfm) with
f being a generator of F and the public key pk being of the form pk = gsk for a secret key sk. In perhaps
the most used form of the scheme, CL-HSM [12], g is a generator of Gℓ. The owner of sk can obtain m since

it can first retrieve fm = c2c
−sk
1 (as in El Gamal) and then solve the discrete logarithm in F .

Proofs in the CL framework Proofs of knowledge for statements involving discrete logarithms are not
too easy to construct in class groups due to the fact that the order of the group is unknown. Let us consider
first the case of proving knowledge of w ∈ Z such that gw = x, for some g, x ∈ G, which can be used for
proving knowledge of secret keys, proving correct decryption or VSS and distributed key generation [7]. To
achieve zero-knowledge the proof is defined with respect to some [−S, S] interval in which an honest witness
is supposed to be (typically in protocols it does not help the malicious prover to have a witness in a larger
interval instead).

In these conditions, [9] defines a proof of knowledge, similar to Schnorr, where the challenge is binary and
achieves soundness error 1/2, reduced to 1/2λ by repetition. In short the proof, parametrized by A, λ ∈ N is
as follows.

Repeat λ times:
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– Prover sends a = gu where u←$ [0, A];

– Verifier sends b←$ {0, 1};

– Prover replies with z = u+ wb;

– Verifier checks z ∈ [−S, S +A] and gz = a · xb.

Zero-knowledge is achieved as long as ℓS/A is negligible (and ℓ is polynomial).

To increase efficiency, [10] avoids the repetition above by replacing {0, 1} by a larger interval [0, C] and
increasing A. This achieves 1/C error-soundness and zero-knowledge as long as CS/A is negligible. However,
one needs to rely on two hardness assumptions, called low order and strong root assumption, and perhaps
more crucially for applications, the latter in addition requires g to be uniformly random, which may prevent
its use in protocols where the adversary chooses g (see [7] for such a situation and more information). Finally,
based on a different assumption, called rough order assumption, [7] defines a sound argument that allows to
prove the existence of x and allow for adversarially chosen g, but this is not a proof of knowledge, achieving
only standard soundness.

We also consider the scenario in which the witness has some coordinates in Z and others in Zℓ, which
occurs for example in proving knowledge of plaintext and randomness (r,m) for a given CL-HSM ciphertext
(c1, c2) = (grℓ , pk

rfm). The proof from [9] can still be used for this relation. The proof of [10] can be used
if ℓ is a large enough prime (or has large enough prime factors) but cannot be used (at least as a proof of
knowledge) e.g. in the case ℓ = 2u, because in this case the difference of two challenges may not be invertible
as soon as C ≥ 2. For the case ℓ prime, [7] defines a proof of plaintext knowledge, where the extractor can
extract m but not r; however, again this will not work if ℓ = 2u.

Proofs of knowledge from our framework For simplicity, we directly use the BBSSS derived from
Theorem 5, defined by N1, . . . , Nn ∈ Zh∗×k so that each difference Ni −Nj has a left pseudoinverse. Recall
that given a finite abelian group G, the shares for www ∈ Gk are σσσi = Niwww+rrr for uniformly random rrr ←$ Gh∗ .

In the case of the infinite group G = Z, we cannot sample rrr uniformly in Zh∗ any more. Instead we achieve
statistical 1-privacy by sampling rrr uniformly from an interval [0, A]h∗ , for some A ∈ Z>0 large enough so
that www ∈ [−S, S]k is statistically hidden by each individual share Niwww+rrr. Here it is helpful, that the Ni from
Theorem 5 have coefficients in {−1, 0, 1}, as this prevents A from growing too much. On the other hand,
2-reconstruction holds without change.

Proof of discrete logarithm We first consider the relation RDLCG,k := {(www,xxx) ∈ Zk × Gk | gwi = xi ∀i =
1, . . . k} where G = ⟨g⟩ is the cyclic group of unknown order mentioned above. Let ψ : Z → G be given
by ψ(w) = gw and as usual let ψψψ(www) := (ψ(w1), . . . , ψ(wk)). We assume the honest witness www will be in
an interval [−S, S]k. Then, consider the protocol in Figure 4 for the relation RDLCG,k, parametrized by the

integer A. xxxNi is defined as the vector in Gh∗ whose j-th coordinate is
∏k

l=1 x
(Ni)j,l
l where (Ni)j,l is the entry

in row j, column l of Ni, and ∗ represents coordinate-wise product.

Theorem 7. Assume N1, . . . , Nn ∈ Zh∗×k are such that Ni − Nj has a left pseudoinverse for all i ̸= j.
Moreover let D ∈ Z+ such that it is an upper bound for the sum of absolute values of the entries of every
row in every matrix (namely, ∀i ∈ [n], j ∈ [h∗], we have

∑k
l=1 |(Ni)j,l| ≤ D).

Then the protocol in Figure 4 is a Σ-protocol with 2-special soundness and, as long as ϵ = SDh∗/A is
negligible and h∗ is polynomial, it is statistical honest-verifiable zero knowledge. For the specific case of Ni

as in Theorem 5, the result above holds with D = min{k, log n}.
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Prover Verifier

rrr ←$ [0, A]h∗ aaa = ψψψ(rrr) = (gr1 , . . . , grh∗ )

i i←$ C = [n]

zzzi = Ni ·www⊤ + rrr zzzi ψψψ(zzzi) =
? xxxNi ∗ aaa, i.e.

g(zi)j =? (

k∏
l=1

x
(Ni)j,l
l ) · aj ∀j ∈ [h∗]

Fig. 4. Σ-protocol over Class Groups

Proof. Completeness: We have that, for j ∈ [h∗], (zi)j = (
∑k

l=1(Ni)j,l · wl) + rj . Therefore if xl = gwl for
l ∈ [k] and aj = grj for j ∈ [h∗], then clearly

g(zi)j = (

k∏
l=1

x
(Ni)j,l
l ) · aj ∀j ∈ [h∗]

and the protocol accepts.

2-Special soundness: Suppose two conversations (aaa, i, zzzi) and (aaa, j, zzzj) accept where i ̸= j. This implies
ψψψ(zzzi − zzzj) = gzzzi−zzzj = xxxNi−Nj .

Let Rij be the integer left pseudoinverse of Ni−Nj . Then we have that w′w′w′ = Rij(zzzi−zzzj) is a witness. Indeed

ψ(w′
t) = ψ(

h∗∑
u=1

(Rij)t,u(zi − zj)u) =
h∗∑
u=1

(Rij)t,u · ψ(zi − zj)u =

h∗∏
u=1

(xxxNi−Nj )(Rij)t,u
u =

h∗∏
u=1

k∏
l=1

x
(Ni−Nj)u,l(Rij)t,u
l =

k∏
l=1

x
∑h∗

u=1(Rij)t,u(Ni−Nj)u,ℓ

ℓ = xt.

Statistical Zero Knowledge: Given xxx and a challenge i ∈ [n], the simulator chooses zzzi uniformly at
random in the set [−SD, SD + A]h∗ and then selects the unique aaa that makes the proof accept, namely
aaa = ψψψ(zzzi) ∗ xxx−Ni .

In the real protocol, each component of zzzi = Niwww + rrr is uniform in some subinterval of [−SD, SD + A]
of length A, because Niwww is some fixed vector in [−SD, SD]h∗ by assumptions on www and D. As long as
ϵ = SDh∗/A is negligible and h∗ is polynomial this is statistically close to the uniform distribution in
[−SD, SD +A]h∗ , with statistical distance given by 1− ( 1

1+2ϵ )
h∗ . ⊓⊔

Remark 5. The proof from [9], described above, can be cast as the instance of that in Figure 4, with k = 1,
n = 2ℓ and with Ni being the matrices of dimensions 1 × ℓ given by vectors in {0, 1}ℓ. Note in that case
h∗ = log n = ℓ, D = 1.

Corollary 2. Let k = 0 mod 3. When using the matrices Ni given by the BBSSS from Theorem 5 the
protocol in Figure 4 is a Σ-Protocol for RDLCG,k with the following properties where D = min{k, log n}

– Knowledge error at most 1/n;
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– Statistical honest verifier zero-knowledge with assuming the witness is in [−S, S]k and A > 2κ(k+log n−
3)D · S for statistical security parameter κ;

– Communication complexity: k+ log n− 3 elements of G and k+ log n− 3 integers in [−SD, SD+A], as
well as log n bits for the challenge.

Its Fiat-Shamir non-interactive version therefore communicates k+log n−3 integers in [−SD, SD+A] (and
log n bits).

Proofs of plaintext and randomness knowledge (and other ‘hybrid’ statements) The same template applies to
situations where part of the witness will be in Z (because we do not know the order of the cyclic subgroup
it acts on) and part in Zq. The most clear example is that of proofs of knowledge of plaintext, which we
will use to illustrate this case. The encryption function of CL-HSM is ψ : Zℓ × Z → Gℓ × G given by
ψ(m, r) = (grℓ , pk

r · fm) for generators gℓ, f respectively of Gℓ and F , and public key pk in Gℓ. Let then

RCL,k := {(mmm,rrr); (ccc,ddd) ∈ (Z× Zℓ)
k × (Gℓ ×G)k | ψ(mi, ri) = (ci, di) ∀i = 1, . . . k}.

The Σ-protocol for RCL,k is then very similar to that in Figure 4, with the difference that now the space of
witnesses is Zℓ×Z, rather than Z. But this is easy to deal with, because our BBSSS can of course be applied
to the former space. We present the proof in Figure 5.

Prover Verifier

m′m′
m′ ←$ Zh∗

ℓ

r′r
′
r′ ←$ [0, A]h∗

(acacac, adadad) = (g
r′j
ℓ , pk

r′j · fm′
j )j∈[h∗]

(acacac, adadad) = ψψψ(m′m′
m′, r′r

′
r′)

i i←$ C = [n]

zzzi = Ni ·mmm⊤ +m′m′
m′(mod ℓ)

vvvi = Ni · rrr⊤ + r′r
′
r′ zzzi, vvvi ψψψ(zzzi, vivivi) =

? (cccNi ∗ acacac, dddNi ∗ adadad), i.e.

g
(vi)j
l =? (

k∏
l=1

c
(Ni)j,l
l ) · (ac)j ∀j ∈ [h∗]

pk(vi)j · f (zi)j =? (

k∏
l=1

d
(Ni)j,l
l ) · (ad)j ∀j ∈ [h∗]

Fig. 5. Σ-protocol over Class Groups for RCL

The analysis of the security properties of this protocol works exactly as in Theorem 7. For the communication
complexity, we observe that, in addition to the h∗ integers in [−DS,A+DS], the prover sends h∗ elements
of Zℓ but the size of these are independent of D. We also emphasize that this proof has witness extraction
regardless of whether ℓ is prime or not.

Remark 6 (Comparisons). We compare the communication cost of the non-interactive version of our proof for
the relation RDLCG,k with the protocols we would get by adapting [9,10,7] to this case. For this comparison,
we take a statistical security parameter λ, and we aim at having soundness error 2−λ. Moreover, we select
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A > 2λh∗S in our case, and similarly A > 2λℓS in [9] and A > 2λCS in [10,7]. We ignore the cost of the
challenge, since it is λ bits in all cases, and much smaller than the rest of the proof.

Proof Communication (bits) Knowledge Assumptions

[9] λk(logS + λ+ log λ) Yes None

[10] k(logS + 2λ) Yes Low order, Strong Root,
uniform random h

[7] k(logS + 2λ) No Rough Order

Figure 4 (k + λ− 3)(logS + λ+ log(k + λ) Yes None
+ logmin(λ, k))

For k larger enough than λ (but still much smaller than 2λ) the protocol from Figure 4 saves a multiplicative
factor around λ with respect to the proof in [9]. On the other hand, as the dominant factor is k logS the
complexity is quite comparable to the protocols in [10]. However, we emphasize that the advantage we get
with our proofs is that we do not require any hardness assumption for the proof, that the basis g does not
need to be uniformly random and can be a value that was chosen by the adversary in a protocol and that
ours is a proof of knowledge (as opposed to [7,10]).

The case of RCL (Figure 5) is similar, but now in our case the communication includes in addition h∗
elements of Zℓ, while the other protocols we compare with would add k elements instead. We remark again
that in that case, for ℓ a large prime, the proof in [10] has a extractor for the plaintext. However, this is not
the case if ℓ has a divisor smaller than the challenge bound C, e.g. in ℓ = 2u.3 In contrast, in our case we
can extract the witness regardless of the modulus.

Regarding computational complexity, the number of operations of our proof is comparable to the one in
[10,7]. When counting the left side of the verification we obtain the same relation as with the last message
communication shown in the table, since there is one exponentiation per group element sent. The right
side of the verification has a computational complexity of k · log n group operations, equivalent to [10,7].
Indeed the number of group operations equals the maximum number of non-zero entries in the matrix Ni

which is 7/9 · k · log n. The exponentiations required in [10,7] lead to k · log n operations when counting an
exponentiation (with exponent in [0, A]) as logA operations.

Remark 7. While we have stated the results above for proofs of discrete logarithm knowledge, they can be
easily extended to other statements on the class group, e.g. discrete logarithm equality or more generally
linear relations as defined in [7] (namely statements of the form

∧n
i=1 Yi = Xw1

i,1 · · · · ·X
ws
i,s ).

6 Extension to ZK-ready functions

So far we have considered Σ−protocols for relations of the form (w, x = F (w)) where F is a module
homomorphism, e.g. a group homomorphism. We now extend our result to the case of ZK-ready functions,
defined in [16]. These are maps f : U ×S −→ X where (U,+), (S, ·), (X, ·) are groups and are homomorphic
“up to a correction factor in their second argument”; namely, we have f(u, s) · f(u′, s′) = f(u + u′, s · s′ ·
δ(u, u′)) for some function δ. This notion is relevant because it e.g. captures encryption functions from several
cryptosystems with homomorphic properties (Joye-Libert, Paillier), where U and S are the plaintext and
randomness spaces.

Definition 8. [16] Let (U,+), (S, ·), (X, ·) be abelian groups, R a commutative ring with 1 and f : U×S −→
X a function. The function f is said to be ZK-ready with respect to R if:

3 We do point out that it may be worthwhile to investigate whether the techniques from Section 6.1 using Galois
rings can be used to construct proofs of plaintext knowledge in that case.

19



– There exist g : U −→ X and a group homomorphism h : S −→ X such that g(0) = 1, f(u, s) = g(u)h(s)
and (π ◦ g)(u + u′) = (π ◦ g)(u) · (π ◦ g)(u′) for all u, u′ ∈ U , s ∈ S, where π : X −→ X/Im(h) is the
canonical projection.

– Every a ∈ R acts as an endomorphism of X, i.e. (xy)a = xaya, x0 = 1, x1 = x for all x, y ∈ X.

– U and Im(π) are R−modules, Im(π ◦ g) is a submodule, π ◦ g is a R−module homomorphism and
π(xa) = π(x)a for all a ∈ R, x ∈ X.

The next lemma from [16] ensures that this functions satisfy the almost homomorphic property we referred
to before.

Lemma 4 ([16]). Let f be ZK-ready with respect to R. Then there exist δ : U × U −→ S and γ :
R×U × S −→ S such that for all a ∈ R, u, u′ ∈ U and s, s′ ∈ S, f(u, s)f(u′, s′) = f(u+ u′, ss′δ(u, u′)) and
f(u, s)a = f(au, γ(a, u, s)).

From now on we will consider only the case of functions ZK-ready with respect to Z or Zℓ. In this scenario,
the function γ(a, u, s) the second equation can be reduced to a simpler form using the lemma below.

Lemma 5. If R = Z or R = Zℓ and f is ZK-ready with respect to R, then there exists an efficiently
computable ξ : R× U → S such that for a ∈ R, u ∈ U, s ∈ S, f(u, s)a = f(au, sa · ξ(a, u)) (where if R = Zℓ,
sa is computed by embedding a in [0, ℓ− 1] ⊆ Z).

Proof. For R = Z, the proof follows the same as for Theorem 1 in [16], where ξ(a, u) =
∏|a−1|

i=2 δ(i·u, u)sign(a).
The same holds when R = Zℓ, but then we interpret a as an integer in [0, ℓ− 1]. ⊓⊔

When a matrix M ∈ Rn×m acts over a vector zzz = (z1, . . . , zm) in either Sm or Xm, we assume it acts as
a matrix of integers, even when R = Zℓ (we just embed Zℓ in [0, ℓ − 1] ⊆ Z as above). Since the notation
of these groups is multiplicative, we will write zzzM := (

∏m
i=1 z

M1i
i , . . . ,

∏m
z=1 z

Mni
i )⊤ ∈ Sn or (Xn), with Mij

being the (i, j)-th entry of M). If N ∈ Rp×n is another matrix, we have that (zzzM )N = zzzN ·M . The next
lemma is a generalization of Lemma 5.

Lemma 6. If R = Z or R = Zℓ, and f is ZK-ready with respect to R, then given m,n > 0, there exists
efficiently computable Ξ : Rn×m × Um → Sn such that for all M ∈ Rn×m,uuu ∈ Um, sss ∈ Sm, fff(uuu,sss)M =
fff(M · uuu,sssM ∗Ξ(M,uuu)) where ∗ denotes coordinate-wise product in Sn.

We extend our protocol of Theorem 1 so that it can be used to prove knowledge of preimages of elements via
a ZK-ready function. However, in this case we need additional assumptions. In the case R = Z, we need that
the induced SSS on U and S by the MSPM over Z satisfy “share-uniformity” for the shares corresponding to
E, for every challenge set E. Moreover we need “randomness-uniqueness” on the one induced on X, meaning
that for a given secret x and given shares for set E, there is at most one choice of randomness that gives
those shares for that secret. When R = Zℓ we can no longer assume M generates a linear secret sharing
on S and X, since only U is guaranteed to be a R-module. However we still state the assumptions above
in algebraic terms, and we will see these can be achieved for some constructions of MSPs. We also need an
additional assumption that given y ∈ X, it is easy to find t ∈ S with f(0, t) = yℓ. This is the case when f is
the encryption function for Joye-Libert (ℓ = 2l).

Theorem 8. Let R be Z or Zℓ, (U,+), (S, ·), (X, ·) finite abelian groups. Let f : U × S → X be ZK-ready
with respect to R. Let M = (R,M, Ψ, k) be a k−MSP over R computing (∆,Γ ), where M ∈ Rh×(k+e). Let
C be a compatible challenge set with respect to (∆,Γ ) and ν = ν(C, Γ ) its extraction number. Assume it is
possible to sample efficiently uniform from C, U and S, that for every E ∈ C, ME can be computed efficiently,

and that for any pairwise distinct E1, . . . , Eν ∈ C it is efficient to compute the reconstruction vectors ρρρ
(i)
E ,

where E =
⋃ν

i=1Ei, promised by Definition 6. Assume in addition:
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– For any E ∈ C the distributions of ME(000,u
′u′u′)⊤ and (111, s′s′s′)ME when u′u′u′ ←$ Ue, s′s′s′ ←$ Se, are uniformly

random in UhE , ShE respectively.

– For any E ∈ C, any yyy ∈ XhE , and any xxx ∈ Xk there is at most one aaa ∈ Xe such that (xxx,aaa)ME = yyy.

– For the case R = Zℓ we also assume that f is such that given y ∈ X it is easy to find t ∈ S with
f(0, t) = yℓ.

Let Ξ as in Lemma 6. Then Figure 6 provides a Σ-protocol with ν-special soundness for the relation R =
{(uuu,sss;xxx) ∈ (Uk × Sk)×Xk : f(ui, si) = xi ∀i ∈ [k]}.

Prover Verifier

u′u′
u′ = (u′

1, ..., u
′
e)←$ Ue

s′s
′
s′ = (s′1, ..., s

′
e)←$ Se aaa = fff(u′u′

u′, s′s
′
s′) ∈ Xe

E E ←$ C

zzzE =ME · (uuu,u′u′
u′)⊤

vvvE = (sss,s′s
′
s′)ME ∗ Ξ(ME , (uuu,u

′u′
u′)) zzzE , vvvE fff(zzzE , vvvE) =

? (xxx,aaa)ME

Fig. 6. Σ-Protocol for preimages of ZK-ready functions

Proof. Correctness: The correctness of the protocol follows from Lemma 6, since fff(zzzE , vvvE) = fff((uuu,uuu′), (sss,sss′))ME =
(fff(uuu,sss), fff(uuu′, sss′))ME = (xxx,aaa)ME .

ννν−Special soundness: Given ν accepting conversations (aaa,E1, zzzE1 , vvvE1), . . . , (aaa,Eν , zzzEν , vvvEν ) the extractor
proceeds as follows. Let E =

⋃ν
i=1Ej . Since E is a reconstructing set for the MSP, there exist reconstruction

vectors ρρρjE ∈ RhE for j ∈ [k], such that ρρρjE ·ME = (0, . . . , 0, 1, 0, . . . , 0) over R, where the 1 is in the j-th

position. Let ρρρE be the matrix with rows ρρρjE . Then ρρρE ·ME = (Ik×k|0k×e).

Now, consider first the case R = Z. Then the above matrix equation holds over the integers and consequently
((xxx,aaa)ME )ρρρE = (xxx,aaa)ρρρE ·ME = xxx.

Let zzzE and vvvE be vectors whose coordinates are indexed by the elements in E and are defined as follows: for
every c ∈ E , c belongs to some Ei. If c belongs to more than one Ei, choose one of them. Then the extractor
takes the c-th coordinates of zzzE and sssE to be the corresponding E-th coordinates of zzzEi

and sssEi
respectively.

The extractor outputs uuu = ρρρE · zzz⊤E and sss = vvvρρρE ∗Ξ(ρρρE , vvv), which satisfy

fff(uuu,sss) = fff(ρρρE · zzz⊤E , vvvρρρE ∗Ξ(ρρρE , vvv)) = fff(zzzE , vvvE)
ρρρE = ((xxx,aaa)ME )ρρρE = xxx.

If R = Zℓ we need to modify the proof as follows. Note that now it does not hold necessarily that
((xxx,aaa)ME )ρρρE = xxx because ρρρE · ME = (Ik×k|0k×e) holds over Zℓ and not over the integers, and X is not
necessarily a Zℓ-module. Over the integers we have in fact ρρρE ·ME = (Ik×k|0k×e) + ℓ · L for some matrix
L ∈ ZhE×(k+e). Redoing the operations before we now get ((xxx,aaa)ME )ρρρE = xxx ∗ yyyℓ for some vector yyy that can
be efficiently computed from ρρρjE , ME , xxx and aaa. Then if we set uuu,sss as before, we have fff(uuu,sss) = xxx ∗ yyyℓ. On
the other hand by assumption, we can efficiently construct a vector ttt with f(000, ttt) = yyy−ℓ (by applying the
assumption to each y−1

j where yj are the coordinates of yyy). Now we have f(uuu,sss ∗ ttt ∗ δ(uuu,000)) = xxx where δδδ is
the δ of Lemma 4 applied coordinatewise.
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Honest-verifier zero-knowledge: As in the proof of Theorem 1, the simulator constructs the simulated
third message (ẑzzE , v̂vvE) as if it was running the real protocol with ûuu = 000 and, in this case (since S is written
multiplicatively), ŝss = 111. Then the simulator creates âaa such that the verification for xxx passes, for which it
uses the fact that E is a privacy set for the MSP.

Concretely, consider first the case R = Z. Given xxx ∈ Xk, and E ∈ C the simulator:

1. Samples ûuu
′ ∈ Ue, ŝss

′ ∈ Se uniformly at random, creates ẑzzE = ME · (000, ûuu′)⊤ and v̂vvE = (111, ŝss
′
)ME ∗

Ξ(ME , (000, ûuu
′
)).

2. For i ∈ [k] let λλλ(i) ∈ Rk+e with (λλλ(i))i = 1, (λλλ(i))j = 0 for j ∈ [k] \ {i}, and MEλλλ
(i)⊤ = 000Ê which exists

by definition of k-MSP (Definition 6,(P2)). Let λ̄̄λ̄λ(i) = λλλ
(i)
[k+1,k+e] be the vector of the last e coordinates

of λλλ(i).

3. Define âaa as follows: âaa = f(ûuu
′
, ŝss

′
) ∗

∏k
i=1 x

λ̄̄λ̄λ(i)

i where xλ̄̄λ̄λ
(i)

i is the vector in Xe obtained by having each
coordinate of λ̄̄λ̄λ(i) act on xi and the products are componentwise.

4. Output (âaa, E, (ẑzzE , v̂vvE)).

First note that (ẑzzE , v̂vvE) is uniformly distributed in (U×S)hE by assumption (in the case of v̂vvE , the assumption
says (111, ŝss

′
)ME is uniform if ŝss

′
uniformly random, but note that Ξ(ME , (000, ûuu

′
)) is independent from ŝss

′
so the

product v̂vvE of both vectors must also be uniform).

Now we show (xxx, âaa)ME = fff(ẑzzE , v̂vvE) as in the real protocol.

Note that (xxx, âaa) = (xxx,fff(ûuu
′
, ŝss

′
) ∗

∏k
i=1 x

λ̄̄λ̄λ(i)

i ) = (xxx,
∏k

i=1 x
λ̄̄λ̄λ(i)

i ) ∗ (111, fff(ûuu′, ŝss′)).

Now recalling that λλλ(i) = (000i−1, 1,000k−i, λ̄̄λ̄λ
(i)), we can see that (xxx,

∏k
i=1 x

λ̄̄λ̄λ(i)

i ) =
∏k

i=1 x
λλλ(i)

i . But sinceMEλλλ
(i) =

000 over Z, we have (
∏k

i=1 x
λλλ(i)

i )ME = 111 and (xxx, âaa)ME = (111, fff(ûuu
′
, ŝss

′
))ME .

The ZK-readyness of f guarantees that 1 = f(0, 1) so actually 111 = fff(000,111). This means (111, f(ûuu
′
, ŝss

′
)) =

f((000, ûuu
′
), (111, ŝss

′
)) and therefore

(xxx, âaa)ME = fff((000, ûuu
′
), (111, ŝss

′
))ME = f(ME · (000, ûuu′)⊤, (111, ŝss′)ME ∗Ξ(ME , (000, ûuu

′
)))

which is exactly fff(ẑzzE , v̂vvE).

So we have (xxx, âaa)ME = fff(ẑzzE , v̂vvE) in the simulation and (xxx,aaa)ME = fff(zzzE , vvvE) in the real protocol, for the
same xxx.

Since (ẑzzE , v̂vvE) and (zzzE , vvvE) are equally distributed and, by assumption, respectively âaa and aaa are unique
satisfying the equations, it then must be the case that (âaa, ẑzzE , v̂vvE) and (aaa,zzzE , vvvE) are equally distributed.

In the case where R = Zℓ, the proof above does not work directly because MEλλλ
(i) = 000 over Zℓ and not over

Z. So similarly to the case of soundness, we have (
∏k

i=1 x
λλλ(i)

i )ME = yyyℓ for some vector yyy. This means

(xxx, âaa)ME = fff(ME · (000, ûuu′)⊤, (111, ŝss′)ME ∗Ξ(ME , (000, ûuu
′
))) ∗ yyyℓ.

So we need to correct the definition of v̂vvE . By the assumption we know it is easy to find ttt ∈ ShE with
f(000, ttt) = yyyℓ. We define v̂vvE = (111, ŝss

′
)ME ∗Ξ(ME , (000, ûuu

′
)) ∗ ttt ∗ δδδ(ME · (000, ûuu′),000). Now we get

fff(ẑzzE , v̂vvE) = fff(ME · (000, ûuu′)⊤ +000, (111, ŝss
′
)ME ∗Ξ(ME , (000, ûuu

′
)) ∗ ttt ∗ δδδ(ME · (000, ûuu′)⊤,000)) =

fff(ME · (000, ûuu′)⊤, (111, ŝss′)ME ∗Ξ(ME , (000, ûuu
′
)) ∗ fff(000, ttt) =

fff(ME · (000, ûuu′)⊤, (111, ŝss′)ME ∗Ξ(ME , (000, ûuu
′
))) ∗ yyyℓ = (xxx, âaa)ME .

Finally observe that v̂vvE is still uniformly random, as with respect to the case R = Z we multiply (111, ŝss
′
)ME

by a vector which is independent from ŝss
′
. ⊓⊔
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Remark 8 (achieving additional assumptions). When the challenge space consists of sets E = {i} of size 1,
and theMi are of the formMi = (Ni|Ie×e) (in this case hE = e), the assumptions of Theorem 8 are achieved.
Indeed in that case, (sss,s′s′s′)Mi = sssNi ∗s′s′s′, so if s′s′s′ is uniform (sss,s′s′s′)Mi is uniform too. This holds even if S is not
a R-module, because we are embedding Ie×e ∈ Ze×e

ℓ into Ie×e ∈ Ze×e. By the same token (xxx,aaa)Mi = xxxNi ∗aaa
so there is exactly one aaa = (xxxNi)−1 ∗ yyy satisfying (xxx,aaa)Mi = yyy. In particular, this holds for the (1, 2, n)−
BBSS schemes described in Theorem 3 and in particular the ones in Theorem 5.

If in addition to the uniqueness of aaa we assume that aaa can be computed efficiently, as for example in the case
of the schemes mentioned in Remark 8, we can define the optimized non-interactive version of the proof as
in Figure 7. Finally, plugging the BBSS scheme from Theorem 5 into Theorem 8 we get the following general
result for ZK-ready functions with respect to R = Z.

Prover Verifier

uuu′ ←$ Ue, sss′ ←$ Se,

aaa = fff(uuu′, sss′), E = H(xxx,aaa),

zzzE =ME ·
(
uuu,uuu′)⊤ ,

vvvE =
(
sss,sss′

)ME ∗ Ξ(ME , (uuu,u
′u′
u′)) E, (zzzE , vvvE) Finds aaa s.t.

fff(zzzE , vvvE) =
(
xxx,aaa

)ME

E =? H(xxx,aaa)

Fig. 7. Optimized NI-Σ-protocol from ZK-ready functions

Corollary 3. Let (U,+), (S, ·), (X, ·) finite abelian groups. Let f : U × S → X be ZK-ready with respect to
Z and let λ ≥ 0 be a security parameter. Then there exist a Σ−protocol for the relation R = {(uuu,sss;xxx) ∈
(Uk × Sk) × Xk : f(ui, si) = xi ∀i ∈ [k]}, for k ≥ λ, with 2−special soundness, knowledge error at most
2−λ and communication complexity k + λ − 3 elements of U, S and X (and λ bits for the challenge). Its
non-interactive version communicates k + λ− 3 elements of U, S and λ bits.

6.1 Improvement for Joye-Libert encryption

We show that Joye-Libert encryption for Z2l is a ZK-ready function with respect to both the rings Z and Z2l .
The former implies that we can apply Corollary 3 to obtain a batch protocol to show knowledge of plaintext
and randomness in k Joye-Libert ciphertexts. However, in this case we can do better by considering the
encryption function as ZK-ready with respect to Z2l and using as secret sharing scheme a version of Shamir
over an extension ring, namely a Galois ring. The idea of this construction, at least when we use standard
(non-packed) Shamir, is exactly the one in [2] where it was applied to a certain vector commitment scheme
construction over Z2l instead of Joye-Libert. Moreover, it is a quite direct generalization of Section 4.2 to
the setting of fields. However, we have not seen this Σ-protocol applied to Joye-Libert encryption and given
its applications, as mentioned in the introduction, we think it is important to point out. In addition, we
will also further generalize it by using the packed version of Shamir, so that we can trade communication
complexity by soundness.

Joye-Libert encryption. Let (public) k ∈ N, and two (private) primes with p ≡ 1 mod 2l, q ≡ 3 mod 4 and set
N = pq. Let g ∈ Z∗

N of order ϕ(N)/2. Then let U = Z2l , S = Z∗
N , X = Z∗

N , R = Z; and f : Z2l×Z∗
N −→ Z∗

N

given by f(u, s) := gu · s2l where we see u embedded as an integer in [0, 2l − 1].
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f is not an homomorphism since the argument u lives in Z2l but g
2l ̸= 1 in Z∗

N , and therefore there will be
cases for which the operations over Z2l “do not match” the operations over Z∗

N
4.

Lemma 7. f is ZK-ready with respect to both R = Z and R = Z2l .

Proof (Sketch). Indeed, let U = Z2l , S = X = Z∗
N . Consider g : Z2l −→ Z∗

N such that g(u) = gu and

h : Z∗
N −→ Z∗

N with h(s) = s2
l

. Then it is easy to see f satisfies the conditions of Definition 8 for R = Z.
In the case of R = Z2l , note that xa for x ∈ X is computed by embedding a in [0, 2l − 1] ⊆ Z and then

computing xa ∈ Z∗
N . Clearly the action of a defines an endomorphism on Z∗

N . Moreover since Im h = (Z∗
N )2

l

,

π : Z∗
N → Z∗

N/(Z∗
N )2

l

where π(x) = x · (Z∗
N )2

l

. Then Z∗
N/(Z∗

N )2
l

is a Z2l -module with the action of a ∈ Z2l

on x · (Z∗
N )2

l

being xa · (Z∗
N )2

l

, since a+ b = c mod 2l implies xa · xb = xc · y with y in (Z∗
N )2

l

. From here
the rest of the properties can be easily verified.

Next, we compute the function Ξ from Lemma 6. For u, u′ ∈ Z2l denote (u + u′)Z the sum in Z of the
representatives of u and u′ in [0, 2l− 1], while u+ u′ is their sum in Z2l (i.e. modulo 2l). Define the function

δ : Z2l × Z2l −→ Z∗
N by δ(u, u′) = gq(u,u

′) where q(u, u′) = ⌊ (u+u′)Z
2l
⌋. Then we get f(u, s)f(u′, s′) =

f(u+ u′, ss′δ(u, u′)).5 For M ∈ Zn×m, we get f(uuu,sss)M = f(M · uuu,sssM ∗Ξ(M,uuu)), where

Ξ(M,uuu) =


∏m

i=1 ξ(M1i, ui)
...∏m

i=1 ξ(Mni, ui)

 =


g⌊

(M1uuu)Z
2l

⌋

...

g⌊
(Mnuuu)Z

2l
⌋

 .

Note that here for i = 1, . . . n, Mi denote the rows of the matrix M and (Miuuu)Z represent the multiplication
of the row Mi and the vector uuu as elements with coordinates in Z (again embedding the coordinates of uuu in
[0, 2l − 1]). On the other hand M · uuu denotes a matrix-vector product on Z2l , where this is computed using
of actions of elements of Z (the matrix entries) on elements on Z2l (the coordinates of uuu) and sums in Z2l .

Now we define our secret sharing scheme for secrets in (Z2l)
k. In order to do this recall the definition of

Galois ring GR(2l, d):

Definition 9. A Galois ring is a ring of the form Zpl [Y ]/(F (Y )) where F (Y ) is a polynomial in Zpl [Y ] such
that its reduction modulo p is irreducible in Zp[Y ]. Any two Galois rings Zpl [Y ]/(F (Y )), Zpl [Y ]/(F ′(Y ))
where F, F ′ are of the same degree d are isomorphic, and hence we denote by GR(pl, d) any of them.

Lemma 8 ([1]). Given a Galois ring GR(pl, d) the subset S = {a0 + a1Y + · · ·+ ad−1Y
d−1 : ai ∈ [0, p− 1]}

is an exceptional set, meaning that for any x, x′ in S, x− x′ is invertible, and it has pd elements.

Lemma 9. Let S be an exceptional set of R′ = GR(pl, d), and S′ = {α1, . . . , αn} ⊆ S be an exceptional
subset of size n ≤ |S| = pd. Let 0 < t < n.

We define the Shamir secret sharing scheme with space of secrets S0 = (R′)k
′
, randomness space R = (R′)t

and spaces of shares Si = R′ for all i ∈ [n] given by Sh(sss,rrr) = (m(α1), . . . ,m(αn)) where m(X) = r1 +
· · · + rtX

t−1 + s1X
t + · · · + sk′Xt+k′−1 ∈ R′[X]. Then this secret sharing scheme has t-privacy, (t + k′)-

reconstruction, and it is linear over R′.

4 e.g. (2l − 1) + 1 = 0 in Z2l , but f(2
l − 1, 1) · f(1, 1) = g2

l

̸= f(0, 1).
5 In the example of the previous footnote if u = 2l − 1, u′ = 1, we would have (u + u′)Z = 2l, so q(u, u′) = 1 and

δ(u, u′) = g. Indeed f(2l − 1, 1) · f(1, 1) = g2
l

= f(0, g) = f(0, 1 · g).
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Proof. Reconstruction: Let R′[X]≤t+k′−1 be the set of polynomials in R′[X] with degree at most t +
k′ − 1. By [17, Theorem 11.124], if S is an exceptional set (called “admissible” in [17]) of R′ then for
every subset {β1, . . . , βt+k′} of S of size t + k′, the evaluation map R′[X]≤t+k′−1 → (R′)t+k′

given by
m(X) 7→ (m(β1), . . . ,m(βt+k′)) is an isomorphism of R′-modules.

This already implies t+ k′-reconstruction of the secret sharing scheme, since any t+ k′ evaluations of m(X)
on points of S determine uniquely m(X) and hence s1, . . . , sk.

Privacy: As for t-privacy, again by [17, Theorem 11.124] given a subset {β1, . . . , βt} of S of size t, the
evaluation map R′[X]≤t−1 → (R′)t given by r(X) 7→ (r(β1), . . . , r(βt)) is an isomorphism.

Therefore, given t shares a1, . . . , at where ai ∈ R′ and any element (s1, . . . , sk′) in the space of secrets (R′)k
′
,

define bi = ai − (s1β
t
i + · · · + sk′βt+k′−1

i ). Then there is a unique polynomial r(X) = r1 + · · · + rtX
t−1 of

degree at most t−1 such that r(βi) = bi for i ∈ [t]. Consequently there is exactly one polynomial of the form
m(X) = r1 + · · ·+ rtX

t−1 + s1X
t + · · ·+ sk′Xt+k′−1 with m(βi) = ai for i in [t]. Since this is for any fixed

set of indices {β1, . . . , βt}, any fixed set of shares a1, . . . , at, and any possible secret, there is t-privacy. ⊓⊔

Now we want to recast the SSS in Lemma 9 as a SSS with S0 = (Zd
pl)

k′
,Si = Zd

pl , R = (Zd
pl)

t. Let

ϕ : Zd
pl → R′ = GR(2l, d), be a module isomorphism, where ϕ(a1, . . . , ad) = a1 + a2Y + · · · + adY

d−1.

Then we define Sh(sss1, . . . , sssk′ , rrr1, . . . , rrrt) = (ϕ−1(m(α1)), . . . , ϕ
−1(m(αn))) where m(X) = ϕ(rrr1) + · · · +

ϕ(rrrt)X
t−1 + ϕ(sss1)X

t + · · ·+ ϕ(sssk′)Xt+k′−1.
The scheme is clearly linear over Zpl because ϕ is a isomorphism of modules. Therefore, it defines a dk′-MSP

(Zpl , {Mi}i∈[n], dk
′) where each Mi ∈ Zd×(d+dt)

pl .

Note that for t = 1, calling rrr = rrr1 each share is of the form Ni · (sss1, . . . , sssk′)⊤ + rrr for some matrix Ni, so
Mi = (Ni|Id×d). Note that, when t = 1, the share for the i-th participant, seen as an element in GR(2l, d) is
given as m(αi) = ϕ(rrr) + ϕ(sss1)αi + · · ·+ ϕ(ssst)α

t
i, which can be seen as the product

(αi, α
2
i , . . . , α

t
i, 1) ·


ϕ(sss1)

...
ϕ(ssst)
ϕ(rrr)

 .

Now, when considering the secret sharing scheme over Zd
pℓ , the shares of each participant i are computed by

a matrix Mi ∈ Zd×(d+dt)

pl . To obtain such Mi, one replaces in the vector (αi, α
2
i , . . . , α

t
i, 1) each αj

i by the

d × d matrix representing multiplication by αj
i over Zd

2l , and replaces 1 by Id×d. The former is the matrix
that represents the Zpl -linear map

Zd
pl −→ Zd

pl

xxx 7→ ϕ−1(ϕ(xxx) · αj
i )
.

Therefore, the matrix Mi is indeed of the form Ni|Id×d and the i-th share is given by ϕ−1(m(αi)) =
Mi(sss1, . . . , ssst, rrr)

⊤.

By Remark 8, the scheme in this case satisfies the conditions of Theorem 8. So we can obtain the following
result by setting p = 2, t = 1, k = dk′, n = 2d above:

Corollary 4. Let k > 0. For every d > 0 with d | k, there exists a Σ-protocol which is a Zero Knowledge
Proof of Knowledge for the relation

RJL,k = {(u, su, su, s;xxx) ∈ Zk
2l × (Z∗

N )k × (Z∗
N )k : xi = guis2

l

i ∀i ∈ [k]}

with (kd + 1)-special soundness, knowledge error k
d2d

, and whose non-interactive version has size d elements
of both Z2l and Z∗

N , and d bits.
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In particular when k = d, this proof has error soundness 1/2k and communicates k elements of both Z2l and
Z∗
N , and k bits.
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Appendix

A Proof of Proposition 2

Privacy: If T ∈ ∆, we show that σσσT ∈ Im MT gives no information about the secret by showing that for
any two secrets sss = (s1, . . . , sk) and s

∗s∗s∗ = (s∗1, . . . , s
∗
k) in Mk the sets S(sss,σσσT ) = {rrr ∈Me : MT (sss,rrr) = σσσT }

and S(s∗s∗s∗,σσσT ) = {r∗r∗r∗ ∈Me :MT (s
∗s∗s∗, r∗r∗r∗) = σσσT } have the same number of elements.

We construct a bijection between the two sets using the vectors λλλ
(1)
T , . . . ,λλλ

(k)
T ∈ Rk+e promised by property

(P1). Concretely define www = λλλ
(1)
T (s∗1 − s1) + · · · + λλλ

(k)
T (s∗k − sk) ∈ Mk+e (here note each λi ∈ Rk+e, and

each (s∗i − si) ∈ M, so λλλ
(i)
T (s∗i − si) is a vector in Mk+e obtained by letting each coordinate of λλλ

(i)
T act on

(s∗i − si)). Note that since the projection of each λλλ
(i)
T to its first k coordinates is the i-th unit vector, www is of

the form (s∗s∗s∗ − sss,aaa) for some aaa ∈Me.

The bijection is given by rrr ∈ S(sss,σσσT ) 7→ rrr∗ = rrr + aaa. Indeed note that then (sss∗, rrr∗) = (sss,rrr) +www and hence

MT (s
∗s∗s∗, r∗r∗r∗)⊤ =MT (sss,rrr)

⊤+
∑n

i=1MT (λλλ
(i)
T )⊤(s∗i −si) =MT (sss,rrr)

⊤ = σσσT , where we have usedMT (λλλ
(i)
T )⊤ = 000

(second item of P2). Therefore, indeed rrr∗ ∈ S(sss∗,σσσT ). Moreover, the map rrr 7→ r∗r∗r∗ is clearly injective and
its inverse (given by r∗r∗r∗ 7→ rrr = r∗r∗r∗ − aaa) takes S(s∗s∗s∗,σσσT ) into S(sss,σσσT ) by symmetry, so the map is indeed a
bijection.

Reconstruction: Let S ∈ Γ . Note that the total vector of shares received by set S is σσσ⊤
S = MS · vvv⊤ for

some vvv = (sss,rrr) ∈Mk+e. For i = 1, . . . , k the i-th coordinate of the secret si can be recovered from MS · vvv⊤,
as follows. Since µµµ(i) ∈ Im(M⊤

S ) by property (P2) of the definition of k-MSP, there exists a ρρρ
(i)
S ∈ RhS such

that M⊤
S (ρρρ

(i)
S )⊤ = (µµµ(i))⊤. Transposing this expression gives ρρρ

(i)
S ·MS = µµµ(i). Multiplying on the right both

sides by vvv⊤ (i.e. making both sides act on vvv⊤ ∈ Me), we get ρρρ
(i)
S · σσσ⊤

S = ρρρ
(i)
S · (MS · vvv⊤) = µµµ(i) · vvv⊤ = si.

Hence the i-th coordinate of the secret is determined uniquely by the share vector σσσS and ρρρ
(i)
S (which only

depends on the MSP and S).

B Details about Σ-protocols from threshold LSSS

B.1 Threshold access structures

In this Section we study what are the optimal challenge sets for threshold structures (∆,Γ )t,r,n in our
protocols from Theorem 1 and later in Theorem 8. For t > 1, the extraction number ν(C, Γ ) may depend
on the choice of C.6 In the following theorem we establish that the optimal knowledge error guaranteed by
Corollary 1 is obtained by taking C as the family of all subsets of size t. However, in some cases the same
knowledge error can be also attained by strictly smaller families of challenges, which consequently yield
Σ-protocols with the same soundness and smaller communication than using all possible sets of size t as
challenges. The optimal challenge sets can be characterized in terms of combinatorial designs.

Theorem 9. For any challenge set C compatible with (∆,Γ )t,r,n, the extraction number ν := ν(C, Γ ) satisfies
(ν − 1)/|C| ≤

(
r−1
t

)
/
(
n
t

)
. Equality is achieved iff 1) C only contains challenges of size exactly t and 2) every

set A ⊆ [n] of size r− 1 contains exactly the same number of sets from C (which in that case is necessarily
ν − 1). In particular, equality is achieved for C = {E ⊆ [n] : |E| = t}.

Proof. Let Ar−1 the set of all A ⊆ [n] of size exactly r − 1. For each such A, note there are at most ν − 1
challenge sets E ∈ C such that E ⊆ A, because if there were ν or more, then their union would be contained

6 For t = 1, clearly ν(C, Γ ) = r for every compatible C.



in A, so it would have size at most r − 1 and therefore it would not be in Γ contradicting the definition of
ν. Since there are

(
n

r−1

)
sets A in Ar−1, we have

∑
A∈Ar−1

|{E ∈ C : E ⊆ A}| ≤ (ν − 1)

(
n

r− 1

)
We note that equality holds if and only if every A of size r − 1 contains exactly ν − 1 sets from C. This is
equivalent to condition 2 in the second part of the statement. Indeed, if every set A of size r − 1 contains
the same amount of sets from C, this amount must be ν − 1: we have already argued that A can contain at
most ν − 1 such sets, but we also know, by definition of ν, that there are ν − 1 sets in C whose union has
size less than r and hence has to be contained in some set of size r− 1.

On the other hand, there are exactly
(

n−|E|
r−1−|E|

)
sets A in Ar−1 containing a given E ∈ C, since this number

gives the choices of the remaining r− 1− |E| elements that we can add to E to get a set of size r− 1. Since

|E| ≤ t, we have
(

n−|E|
r−1−|E|

)
≥

(
n−t

r−1−t

)
. Therefore

∑
A∈Ar−1

|E ∈ C : E ⊆ A| =
∑
E∈C

(
n− |E|

r− 1− |E|

)
≥

(
n− t

r− 1− t

)
|C|.

Equality holds if and only if every set in |C| is of size t (condition 2 in the second part of the statement)

Putting the two sum bounds together we get

ν(C, Γ )− 1

|C|
≥

(
n−t

r−1−t

)(
n

r−1

) =
(r− 1) · (r− 2) · · · (r− t)

n · (n− 1) . . . (n− t+ 1)
=

(
r−1
t

)(
n
t

)
with equality holding if and only if conditions 1 and 2 in the second part of the statement of the theorem
hold.

Finally C = At, the family of all sets of size t, clearly satisfies conditions 1 and 2. ⊓⊔

The family of all sets of size t is not necessarily the only choice of C achieving optimal soundness in the
theorem above. We define a soundness optimal challenge set as follows.

Definition 10. A soundness-optimal challenge set C for (∆,Γ )t,r,n is a challenge set compatible with (∆,Γ )t,r,n
and such that:

1. every E ∈ C has size exactly t;

2. every set A ⊆ [n] of size r− 1 contains exactly the same number of sets from C (which, as we have seen
needs to be ν − 1).

Moreover, we say that C is minimal if it has minimal C (and equivalently minimal ν = 2) among all soundness-
optimal challenge set C for (∆,Γ )t,r,n.

We will now show that soundness-optimal challenge sets are actually equivalent to combinatorial designs.

Definition 11. A u− (n,m, λ)-design consists of a family B of subsets of [n], called blocks, such that each
block contains m elements and each set of u elements from [n] is contained exactly in λ blocks.

Lemma 10. Let B be a u− (n,m, λ)-design. Consider B = {[n] \B : B ∈ B}. Then:

– Every set in B contains n−m elements.

– Each set of n− u elements in [n] contains exactly λ blocks.
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Corollary 5. Let B be a (n− r+1)− (n, n− t, λ)-design. Then C = B is a soundness-optimal challenge set
for (∆,Γ )t,r,n with extraction number ν = λ+ 1.

Conversely if C is a soundness-optimal challenge set with extraction number ν then C is a (n−r+1)−(n, n−
t, ν − 1)-design.

Proof. Since every set in C has t elements, then C is compatible with the access structure and satisfies
condition 1. By Lemma 10 every set of r− 1 elements in [n] contains exactly λ = ν − 1 blocks from C. This
proves that the union of any ν = λ+1 sets in C has size at least r, and therefore ν is the extraction number.
Moreover, it also establishes condition 2., so the challenge set has optimal knowledge error. The converse is
analogous. ⊓⊔

For the case of ν = 2 (which corresponds to the classical 2-special-soundness), B would be a u − (n,m, 1)
design. This type of designs are called Steiner systems and denoted S(u,m, n) (note the change of order)
and have been studied thorougly. For example, it is known that lines in a projective plane over a field Fq

yield a S(2, q + 1, q2 + q + 1) Steiner system. This in turn is a 2− (q2 + q + 1, q + 1, 1)-design and gives us
soundness-optimal challenge sets for (∆,Γ )t,r,n with t = q2, r = q2 + q, n = q2 + q + 1 and ν = 2. Another
example is given by the supports of codewords of weight 4 in an extended Hamming code, which yield a
S(3, 4, 2s) Steiner system, and leads to constructions of soundness-optimal challenge sets for (∆,Γ )t,r,n with
n = 2s for any s ≥ 3 and t = n− 4, r = n− 2, and again with ν = 2.

B.2 Optimality of knowledge soundness bound

We show that we cannot in general prove a better bound for knowledge soundness of our general protocol
than that of Corollary 1, that is ν−1

|C| , where ν is the extraction number defined in 7 and |C| is the size of

the challenge space. In particular we present an example where an adversarial prover convinces the verifier
of a wrong statement with probability exactly (ν(∆,Γ )− 1)/|C| regardless of the access structure, MSP and
challenge space used (as long as we are using a MSP over the field Zp where the witness live and that Γ is
a “maximal” reconstructing family for that MSP, see below).

The language we use for this counter-example is discrete logarithm equality. Consider a cyclic group G of
order a prime p written additively, let G,H ∈ G and the following injective group homomorphism

F : Zp −→ G2

w 7→ (wG,wH)

We will also use the notations F1(w) := wG and F2(w) := wH, so F (w) = (F1(w), F2(w)). We define the
relation

R := {(w, (X1, X2)) ∈ Zp ×G2 : F (w) = (X1, X2)}.

Let (∆,Γ ) be an access structure and letM be any 1−MSP over Zp computing (∆,Γ ). We will assume that
Γ is maximal under this condition, i.e.M is not an 1−MSP over Zp for any (∆,Γ ′) where Γ ⊊ Γ ′. Let C be
a challenge space compatible with (∆,Γ ) and with extraction number ν. In that case, we have a Σ-protocol
for knowledge of preimage of F defined fromM and C as in Theorem 1, see Figure 8.

We remark that in the final check of the protocol the MSP (more precsiely the submatrix ME) is acting on

the group G2. This action is defined as the coordinate-wise application of the action on G, so ME

(
XXX
AAA

)
:=

ME

(
X1 X2

A1 A2

)
, i.e. this can be seen as two checks FiFiFi(zzzE) =ME ·

(
Xi

Ai

)
for i = 1, 2, that must pass in order

for the verifier to accept.

By definition of ν, there are ν − 1 challenge sets E1, . . . , Eν−1 ∈ C such that their union U is not in Γ .
Because U is not in Γ and the maximality condition assumed above, U is not a reconstructing set for the
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Prover Verifier

r ←$ Zp

AAA = (A1, A2) = F (r) AAA = (A1, A2)

E E ←$ C

zzzE =ME ·
(
w
r

)
zE FFF (zzzE) =

? ME ·
(
XXX
AAA

)

Fig. 8. Σ-protocol for DLE fromM and C

LSSS over Zp
7. Therefore, there must exist two secrets w ̸= w′ in Zp and a vector of shares zU such that zU

is compatible with both w and w′, i.e. there are r and r′ such that zU = MU (w, r)
⊤ = MU (w

′, r′)⊤. Given
that, an adversarial prover can convince the verifier, with probability exactly (ν − 1)/|C|, of the fact that
X1, X

′
2 = (wG,w′H) is in the language, despite it is not. Indeed, she

– Computes and sends AAA = (F1(r), F2(r
′)) as its first message;

– Receives a challenge E and checks whether E ∈ {E1, . . . , Eν−1};

– In that case, it replies with zzzE =ME(w, r)
⊤ which also equals ME(w

′, r′)⊤ because E ⊆ U .

If E ∈ {E1, . . . , Eν−1}, which happens with probability (ν − 1)/|C|, the strategy above always passes the
checks because F1F1F1(zzzE) = F1F1F1(ME(w, r)

⊤) =ME (X1, A1) and F2F2F2(zzzE) = F2F2F2(ME(w
′, r′)⊤) =ME (X2, A2).

7 Here we are using implicity that this is a LSSS for Zp, the field of definition of the MSP, so if a set is not
reconstructing with respect to the MSP, it is also not reconstructing with respect to the LSSS over Zp induced by
it.
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