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Abstract 

Pothole detection plays a crucial role in preventing road accidents and is effective in establishing road maintenance and safety. Although various 

pothole detection models are designed to accurately identify the pothole based on road images, they face issues in accuracy and hyperparameter 

tuning. The presented research work concentrates on developing a novel optimized deep learning model for the accurate prediction of potholes 

on the road infrastructure using the recurrent neural network (RNN) and grey wolf optimization (GWO). Initially, the road images are collected 

and pre-processed. The pre-processing includes the removal of noises, image resizing, etc., to improve the image quality. Further, texture-based 

feature extraction was employed to extract the most relevant features from the pre-processed image. Then, the RNN architecture was trained 

using the extracted features to learn the interconnections between the image features and pothole detection. In addition, the GWO fitness 

solution was integrated into the classification module to tune and optimize the RNN hyperparameters, which increases the detection 

performances such as accuracy, and reduces the loss function. Finally, the presented model was evaluated with the publically available road 

image detection database and the outcomes are determined. The performance assessment demonstrates that the designed model attained greater 

accuracy of 98.76%, and a loss function of 0.06. Furthermore, a comparative assessment was performed with existing methods to evaluate the 

effectiveness of the proposed model. 

Keywords: Pothole detection, Recurrent neural network, Grey wolf optimization, Texture-based feature extraction 
   

1. INTRODUCTION 

The growing demand for vehicles worldwide considers the factors like accident reduction, traffic smoothening, and road safety 

actions to ensure safe transportation [1]. In India, the road infrastructure is the major source of transportation, that is around 90% 

of the population in the country prefers to travel by road transportation [2]. In addition, it is important to notice that because of the 

huge population, Indian roadways are constructed in congested and narrow ways with low maintenance and surface quality [3]. A 

recent study conducted in India reports that in the year 2021 around sixty thousand people died while driving vehicles because of 

the cracks in the roads [4]. Therefore, proper design and maintenance of the road infrastructure are significant to minimize 

accidents [5]. Moreover, the earlier detection of road circumstances minimizes the economic losses faced by transportation 

agencies and enables them to make decision actions in providing road quality [6]. Presently, many kinds of research are carried 

out regarding the assessment of road conditions. Nowadays, most of the road infrastructure includes a speed breaker, which 

controls the vehicle speed and reduces road accidents. In some cases, the speed breakers are not even and are constructed at 

dissimilar heights [7]. This instance leads to pothole formation, which is mainly because of the continuous movement of vehicles, 

heavy rainfall, etc., and causes damage to human lives [8]. Moreover, it leads to financial losses for the government's transport 

agencies.  

Hence, monitoring the road infrastructure is important for the detection of potholes [9]. The early identification of potholes 

enables a better travel experience for the passengers and prevents accidents [10]. Although various types of research were 

performed for the early identification of potholes, the number of potholes is increasing day by day because of the worsening 

weather conditions, wide usage of roads, and transport of heavy loads on roads [11]. The pothole represents a structural failure, 

which occurs in roads due to periodic traffic over the region for a long time, heavy rainfall in the region, etc., [12]. It is the form 

of a bowl-shaped area, which occurs in the pavement region with a minimum depth of 150mm [13]. The major factors that 

influence potholes are the aging of road infrastructure, poor road maintenance, heavy traffic circumstances, heavy rainfall, and 
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poor drainage [14]. Subsequently, the potholes occur because of internal and external causes [15]. The internal conditions include 

depletion of the pavement materials, heavy snowfall, durability, and heavy rainfall [16].  

On the other hand, the external factors include poor drainage, poor construction, and maintenance. The analysis of these factors 

enables accurate and effective identification of potholes in the road surface [17]. Finally, the data regarding the detected pothole is 

transferred automatically to the central server using automatic machine algorithms [18]. This process enables the passengers to 

access information about potholes at any place and time in a non-payable manner. Although various pothole identification models 

including the convolutional neural networks, deep learning framework YOLO (you only look once), EfficientNet, etc., are 

developed for the identification of surface irregularities on roads, they cannot provide accurate detection. This research work 

concentrates on developing an optimized deep-learning framework for the detection of potholes on road surfaces.  

The arrangement of the research article is sequenced as follows, the recent research literature related to the presented work is 

described in section 2, the proposed methodology was explained in section 3, the results of the developed model were analyzed in 

section 4, and the research conclusion is described in section 5.  

2. RELATED WORKS 

A few recent literature works associated with the presented work are detailed below, 

 Potholes define the tear in the road surface causing discomfort to passengers and sometimes leading to vehicle accidents. 

D RohitRajanet al [19] proposed a deep learning (DL) framework to detect the potholes on the road surface, thereby minimizing 

the number of accidents across roads around the world. This framework utilizes the Yolo approach for the identification of 

potholes. This model was tested with the real-time road database collected from the camera installed in the moving vehicles. 

However, this framework demands a large amount of labeled data for training purposes, which is time-consuming.  

 IlaiahKavatiet al [20] developed a Mask Regional-assisted Convolutional Neural Network (R-CNN) framework to 

identify the potholes in the images. This model overcomes the drawback such as time complexity, and high experimental cost 

induced by the manual reporting and conventional 3-dimensional reconstruction approach. The designed model was trained and 

evaluated with the MS COCO database. However, this model generates more false positives and negatives in the detection phase.  

 The manual reporting methodology for the detection of potholes is a complex task and it involves tedious processes and 

demands a large workforce. To resolve this issue, Rohitaa R et al [21] introduced a DL-based automatic pothole identification 

approach. This model incorporates the DL algorithms like CNN, Mask R-CNN, and Yolo version 3. These models are trained and 

tested with the publically available pothole database and the results are analyzed. But optimization and fine-tuning of 

hyperparameters in the combined multiple DL models is complex.  

 SurekhaArjapureet al [22] designed a DL-based Mask R-CNN model to identify the potholes efficiently. Initially, the 

database was manually collected from the Mumbai city highways. This database was annotated using the VGG Image Annotator 

tool and then the pothole region was detected using the Mask R-CNN approach. The designed framework was modeled in the 

Python software and it obtained 90% of detection accuracy. However, this method often faces generalization issues and is prone to 

overfitting.  

 The prediction of potholes plays a crucial role in road monitoring and maintenance. The deficiency of effective detection 

mechanisms and mapping of potholes motivates to design of an end-to-end framework to provide real-time assessment of road 

surfaces. SusmitaPatraet al [23] introduced a novel approach using the CNN algorithm to predict the potholes accurately. This 

methodology creates a real-time pothole mapping using the Google-assisted application-programming interface. Finally, the 

performances are compared with the existing DL framework. But this model is prone to error and is time-consuming compared to 

other approaches.  

 Sang-Yum Lee et al [24] proposed a computer vision-assisted approach using the image fragmentation algorithm for 

predicting the potholes in the road surface. This method was evaluated with the pothole images collected from the urban roads. In 

addition, it measures the damage ratio of the road surface. The implementation results ensure that the proposed model is accurate 

in detecting potholes on road surfaces. However, the accuracy of this design relies on the quality of the collected images and 

cannot handle the noisy image.  
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 An effective pothole prediction plays a significant role in road management and transportation system by reducing the 

number of road accidents. MallikarjunAnandhalliet al [25] presented a technique using the sequential CNN algorithm and anchor-

assisted Yolo version 3 algorithms. The model efficiency was examined in terms of accuracy, precision, and resource 

consumption. However, this model lacks interpretability and faces difficulty in hyperparameter tuning.  

3. PROPOSED METHODOLOGY 

A hybrid optimized deep learning framework was proposed in this article to predict the pothole based on the road images. This 

method combines the recurrent neural network (RNN) and the grey wolf optimization (GWO) algorithms for accurately predicting 

the pothole. The proposed framework includes four major phases namely, data collection, image pre-processing, feature 

extraction, and classification. Initially, the photographic road images are collected and fed into the system. The input images 

undergo pre-processing mechanism, which increases the quality of the images. The pre-processing step involves noise filtering, 

image contrast enhancement, image resizing, and greyscale conversion. Further, texture-based feature engineering was performed 

to extract the most relevant features from the pre-processed image. In the classification module, the RNN architecture was 

integrated with the grey wolf optimizer to provide accurate pothole detection. The proposed model architecture is described in Fig 

1.   

3.1 Data collection and image quality enhancement  

Initially, the photographic road images are gathered from the publically available pothole detection database and fed into the 

system. The collected database contains images labeled pothole and non-pothole instances. The dataset representation is expressed 

in Eqn. (1). 

 IzIIIIDs PPPPPP ,.......,,, 4321=         (1) 

Where DsP indicates the collected database, IP  defines the labeled pothole or non-pothole images, and z  refers to the total 

number of images present in the database. These collected images may contain noise features in it. Therefore, these images are 

pre-processed to enhance the quality, which increases the detection accuracy. 

 

Fig. 1 Proposed GWO-RNN Framework 
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In the proposed work, the typical Gaussian blur technique was applied to eliminate the noises present in the images. The Gaussian 

blur is a smoothing approach, which minimizes the noises present in the images by convolving the image with a Gaussian kernel. 

The Gaussian kernel defines the matrix, which allocates more weight to the center pixel and slowly minimizes the weight to the 

pixel away from the center. In the kernel window, the convolution function calculates the weighted average of the pixel intensities 

and substitutes the center pixel with the calculated average value. The mathematical derivation for the Gaussian blur function is 

expressed in Eqn. (2).  

( ) ( ) ( )( ) −−= bbaabaPbaP II ,,,                                      (2) 

Here, ( )baPI , defines the pixel intensity at position ( )ba, in the input image, ( )baPI
, represents the pixel intensity at position 

( )ba , in the original input image, and  represents the Gaussian kernel value. This makes the images smoother and enhances 

their clarity. Further, the image contrast was improved using the adaptive histogram equalization (AHE) approach to increase the 

visibility of the pothole attributes. The equation for AHE is expressed in Eqn. (3). 

( ) ( ) ( )( )1,, −=


baPCbaP IdflI  (3) 

Where ( )baPI ,


refers to the improved pixel intensity at the position ( )ba, , dflC indicates the local cumulative distribution 

function, and  defines the possible intensity levels in the input image. This approach modifies the intensity distribution within 

local regions and improves image contrast. Then, the images are resized to a consistent resolution to standardize the input size of 

the images present in the database. Further, the resized images are converted to grayscale to minimize the computational time and 

this simplifies the image analysis. These processes increase the quality of the image and make the detection process simple. 

3.2 Feature extraction 

After image quality improvement, feature extraction was performed to extract the most relevant features for pothole detection. 

Before feature extraction, a sequence of attributes is selected based on their relevance to pothole detection. In the proposed work, 

texture-based feature extraction (Haralick features) was utilized to extract the most relevant features for pothole detection from the 

pre-processed image. The Haralick features-texture analysis is a statistical approach, which captures various textural properties 

based on the gray-level co-occurrence matrix (GLCM). The GLCM defines the spatial interconnections between the pixel pairs in 

an image and offers information about texture patterns. The GLCM is a 2D matrix, which captures the frequency of occurrence of 

various combinations of gray-level values at specific pixel pairs. It is calculated by evaluating a specific distance and angle 

between the pixel pairs and counting the occurrences of each gray-level combination. In this process, the features including the 

energy, contrast, entropy, correlations, and homogeneity are captured from the GLCM. These attributes capture various 

characteristics of texture and offer valuable information for pothole detection. These extracted features are fed as inputs to the 

pothole detection framework for prediction purposes.  

3.3 Optimized RNN for pothole detection  

The designed GWObRNN framework integrates the benefits of both GWO and RNN approaches to detect the pothole from the 

road images. Initially, the RNN architecture was designed to classify the input image as either pothole or non-pothole. The RNN 

accepts the extracted features from the texture-based feature engineering (Haralick features) as inputs to learning the temporal 

patterns in the input image. The RNN input representation is expressed in Eqn. (4). 

   WNNP FFFFRI ,......,,, 321=                                                  (4) 

Here,  NNP RI defines the input of RNN architecture, F refers to the input features, andW  indicates the number of attributes 

given as inputs. The RNN is a type of deep learning architecture, which contains multiple Long Short-Term Memory (LSTM) 

cells or Gated Recurrent Unit (GRU) cells to learn the temporal patterns in the input sequence. These layers process the input 

features sequentially, one feature at a time. At each time step, the LSTM cells update the hidden states based on the current input 
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feature and the previous hidden state. The hidden states capture the learned data from previous time steps and serve as the memory 

of the network. This process continues and the final hidden state of the RNN is passed through a fully connected layer followed by 

an activation function to generate the output. The final hidden state passed through the fully connected layer followed by the 

sigmoid activation function is expressed in Eqn. (5). 

( ) BwFHqX += .                                                           (5) 

Here X defines the weighted sum of the final hidden state ( )FH , q denotes the weight matrix, and Bw represents the bias 

vector. The output probability calculation is expressed in Eqn. (6). 

( )XYop =                                                               (6) 

Here opY defines the output probability range from 0 to 1, and  indicates the sigmoid activation function. The sigmoid activation 

function is represented in Eqn. (7). 

( )
( )( )F

F
−+

=
exp1

1
                                             (7) 

The final classification was made by applying a threshold value to the output probability. If the output probability is greater than 

the threshold value, it is classified as a pothole, and if the output probability is less than the threshold value, it is classified as a 

non-pothole. It is expressed mathematically in Eqn. (8). 

( )
( )





−


=

potholeNonTYif

PotholeTYif
P

dop

dop

D
;

;
                                              (8) 

Here DP refers to the pothole detection function, and dT denotes the threshold value, it set as 0.6. Thus, the RNN system learns 

the interconnection between the input and output and classifies the image as pothole or non-pothole. In this training process, the 

loss function was introduced to estimate the deviation between the actual and predicted labels. Typically, the loss function was 

calculated using the mean squared error. The loss function was minimized by optimizing the hyperparameters of the RNN model. 

In the designed framework, the GWO algorithm was utilized to optimize and tune the hyperparameters including learning rate, 

batch size, or number of hidden units. The GWO is a meta-heuristic optimization approach, which mimics the hunting 

characteristics of grey wolves. The GWO approach works by the initialization of the grey wolf population, in which each grey 

wolf indicates the potential solution in the hyperparameter space. The initialization of the grey wolf population is expressed in 

Eqn. (9). 

 wkwwww ggggG ,......,,, 321=                                                      (9) 

Here, wG denotes the grey wolf population, wg  indicates the position of the grey wolves in the population space, and k denotes 

the population size. In the proposed method, the GWO approach explores the hyperparameter space and modifies the RNN 

parameters to enhance the system's performance. In the designed model, the GWO fitness function aims to improve the 

performance of the RNN model by adjusting the hyperparameters. For each set of hyperparameters, the fitness solution evaluates 

the RNN performances. At iteration, the position of the grey wolves is updated based on their hunting behavior. First, the model 

searches for the top three sets of positions of the grey wolves  , and   (hyperparameters) and then evaluate the fitness 

solution for these hyperparameters' sequence. Based on the fitness values,  ,  positions are updated to select the best 

hyperparameter sequence. This process is repeated until the convergence conditions are met (high accuracy and low loss). The 

integration of the GWO approach enables to exploration and exploit the hyperparameter space and helps to improve the RNN 

performance by iteratively updating the position of the grey wolves optimally. The algorithm leverages the population-based 
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search mechanism of grey wolves to iteratively update and refine the hyperparameter values, leading to improved results. Thus, 

the proposed hybrid model provides effective pothole detection with greater accuracy.  

4. RESULTS ANALYSIS 

In this module, the performances of the proposed framework were analyzed by implementing it in MATLAB software version 

R2020a, running in Windows 10 Operating System (OS). The results are analyzed in terms of accuracy, recall, f-measure, and 

precision.  

4.1 Dataset description  

To evaluate the proposed framework, a publically available pothole dataset was collected from the Kaggle site. This dataset 

contains both normal (non-pothole) images and pothole images. The normal images include smooth road images from various 

viewpoints. The potholes include images of roads with holes. This database contains a total of 329 images combining both pothole 

and non-pothole images. The database was split into ratios of 75% and 25% for training and validation purposes and the 

convergence of the proposed model was evaluated in terms of accuracy, and losses.  

 

Fig. 2 Training set performance 

In pothole detection, the training accuracy defines the rate of correct prediction of pothole instances in the training dataset. It 

measures how quickly the designed model learns the interconnections between the input and the desired features. The training 

accuracy was evaluated relative to the iterations. The increase in training accuracy over the epochs defines the effectiveness of the 

proposed model and it attained an approximate accuracy of 0.99. On the other hand, the training loss was measured to quantify the 

deviation between the actual and predicted results. It defines the mismatch between the detected pothole labels and the actual 

pothole labels. The designed model incurred a very low loss rate of 0.06, which demonstrates that the variation between the actual 

and predicted label is very minimum. The training and validation set performances are illustrated in Fig 2, and 3.  
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Fig. 3 Validation set performance 

Similar to training accuracy, validation accuracy defines the rate at which the proposed model performs in the validation dataset. 

In addition, it determines how the proposed model generalizes pothole detection to unseen data. The validation loss defines the 

error between the actual and predicted labels in the validation data. It evaluates how well the proposed model makes accurate 

pothole detection on unseen data. These metrics enable the evaluation of the system's performance and its ability to prevent 

overfitting issues.  

4.2 Performance evaluation  

In this section, the performances of the proposed framework were analyzed and validated with existing techniques. The outcomes 

of the model were examined in terms of accuracy, precision, recall, and f-measure. The existing techniques include CNN [26], 

Mask R-CNN [20], Convolutional Neural Network-based Modified Aquilla Optimization (CNN-MAO) [27], Improved Deep 

Convolutional Neural Network (IDCNN) [28], and DL-based YOLO [29].  

4.2.1 Accuracy 

The term accuracy quantifies the overall correctness of the proposed model by evaluating the proportion of correct detected 

potholes and non-pothole areas to the total number of instances. The formula for the calculation of the accuracy is expressed in 

Eqn. (10). 










+++

+
=

−+−+

−+

nnmm

mm
Acc                                                       (10) 

Here Acc denotes the system accuracy, 
+m ,

−m ,
+n , and 

−n refers to the true-positive, true-negative, false-positive, and false-

negative.  
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4.2.2 Precision 

Precision evaluates the proportion of correctly detected potholes out of all instances identified as potholes, evaluating the 

proposed model's capability to prevent false positives and it is mathematically evaluated in Eqn. (11). 










+
=

++

+

nm

m
Pcs                                                                (12) 

Here, Pcs  defines the precision.  

4.2.3 Recall  

The recall represents the proportion of correctly identified potholes out of all actual potholes in the database, evaluating the 

designed approach’s ability to identify potholes and it is equated in Eqn. (). 










+
=

−+

+

nm

m
Rcl                                                               (13) 

Where Rcl  denotes the recall.  

4.2.4 F-measure 

F-measure refers to the harmonic mean of precision and recall performances, indicating a balanced outcome of the designed 

model outcomes. It combines both precision and recalls into a single value, evaluating the overall efficiency of the designed 

framework in pothole detection. It is represented in Eqn. (14). 










+


=

RclPcs

RclPcs
Fm 2                                              (14) 

Where Fm represents the f-measure.  
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(c) Precision 

 

(d) F-measure 

Fig. 4 Performance evaluation: (a) accuracy, (b) Recall, (c) Precision, (d) F-measure 

The performance evaluation and comparison are examined in Fig 4. The evaluation of the developed model results with these 

existing methods demonstrates the efficiency of the proposed model. Here, the outcomes are compared with the conventional 

potholes prediction frameworks such as CNN, Mask R-CNN, CNN-MAO, IDCNN, and DL-based YOLO. The accuracy obtained 

by these models in pothole prediction is 85.46%, 88.32%, 92.10%, 90.23%, and 89.23%, respectively. Similarly, the precision rate 

earned by these designs is 84.92%, 87.05%, 91.19%, 89.71%, and 87.43%, respectively. The recall percentage attained by these 

models is 84.02%, 87.11%, 90.09%, 87.32%, and 88.60%, respectively.  

Table 1 Statistical comparative assessment 

Methods  Accuracy (%) Recall (%) Precision (%) F-measure (%) 

CNN 85.46 84.02 84.92 84.57 

Mask R-CNN 88.32 87.11 87.05 86.44 

CNN-MAO 92.10 90.09 91.19 90.29 

IDCNN 90.23 87.32 89.71 88.52 

DL-based YOLO 89.23 88.60 87.43 87.75 

Proposed  98.76 98.05 98.45 98.20 

 

Finally, the f-measure gained by these frameworks is 84.57%, 86.44%, 90.29%, 88.52%, and 87.75%, respectively. From the 

analysis, it is clear that the designed detection model achieved greater accuracy of 98.76%, 98.05% recall, 98.45% precision, and 

98.20% f-measure, which is greater than the conventional pothole prediction methodologies. Table 1 tabulates the statistical 

analysis of comparative analysis.  

5. CONCLUSION 

In this article, a hybrid GWO-RNN framework was designed to detect potholes based on road images. In the designed model, the 

RNN model captures the temporal interconnections and dependencies in the input road images and predicts the pothole accurately. 

The LSTM cells in the RNN effectively learn the sequential data in the extracted features classifies the pothole and non-pothole 

images. The incorporation of GWO in the classification module optimizes the RNN hyperparameters by exploring the 

hyperparameter space using the population-based search algorithm. Thus, the integration of the GWO model improves the RNN 
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classification performance and reduces the loss function. The designed framework was trained and validated with the road damage 

detection database. Finally, an intensive comparative analysis was performed with the existing techniques such as CNN, Mask R-

CNN, CNN-MAO, IDCNN, and DL-based YOLO, and the performance enhancement score was estimated. It is noticed that in the 

proposed framework the performances such as accuracy, precision, recall, and f-measure are improved by 6.66%, 7.26%, 7.96%, 

and 7.91%, respectively. From the comprehensive analysis of the proposed model, it is proven that the proposed model is accurate 

in the detection of potholes.  

REFERENCES  

1. Sharma, Anshuman, and ZuduoZheng. "Connected and automated vehicles: opportunities and challenges for transportation 

systems, smart cities, and societies." Automating Cities: Design, Construction, Operation and Future Impact (2021): 273-296. 

2. Thondoo, Meelan, et al. "Small cities, big needs: Urban transport planning in cities of developing countries." Journal of Transport & 

Health 19 (2020): 100944. 

3. Bisht, Lalita, et al. "Heavy metal concentration and its distribution analysis in urban road dust: A case study from most populated city 

of Indian state of Uttarakhand." Spatial and Spatio-temporal Epidemiology 40 (2022): 100470. 

4. M Selveindran, Santhani, et al. "An exploratory qualitative study of the prevention of road traffic collisions and neurotrauma in India: 

perspectives from key informants in an Indian industrial city (Visakhapatnam)." BMC public health 21 (2021): 1-19. 

5. Obinguar, DomerDacles, and Miho Iryo-Asano. "Macroscopic analysis on the frequency and severity of pedestrian crashes on National 

Roads in Metro Manila, Philippines." IATSS research 45.4 (2021): 521-529. 

6. Khalid, Muhammad, et al. "Autonomous transportation in emergency healthcare services: framework, challenges, and future work." 

IEEE Internet of Things Magazine 4.1 (2021): 28-33. 

7. Subramaniam, Rajalakshmi, and Rahul Dhinakaran. "Design and modeling of an electric vehicle for facilitating door delivery of online 

orders." Materials Today: Proceedings 42 (2021): 955-961. 

8. Islam, MdNazrul, et al. "Climate Change Impacts and Mitigation Approach: Coastal Landscape, Transport, and Health Aspects." 

Bangladesh II: Climate Change Impacts, Mitigation and Adaptation in Developing Countries (2021): 41-101. 

9. SB, Bhavan Kumar, et al. "Deep Learning Approach for Pothole Detection-A Systematic Review." 2023 Second International 

Conference on Electronics and Renewable Systems (ICEARS). IEEE, 2023. 

10. Outay, Fatma, Hanan Abdullah Mengash, and Muhammad Adnan. "Applications of unmanned aerial vehicle (UAV) in road safety, 

traffic and highway infrastructure management: Recent advances and challenges." Transportation research part A: policy and practice 

141 (2020): 116-129. 

11. Lekshmipathy, Janani, SunithaVelayudhan, and Samson Mathew. "Effect of combining algorithms in smartphone based pothole 

detection." International Journal of Pavement Research and Technology 14 (2021): 63-72. 

12. Sathya, R., and B. Saleena. "A Framework for Designing Unsupervised Pothole Detection by Integrating Feature Extraction Using 

Deep Recurrent Neural Network." Wireless Personal Communications 126.2 (2022): 1241-1271. 

13. Hafezzadeh, Raheb, Federico Autelitano, and Felice Giuliani. "Asphalt-based cold patches for repairing road potholes–An overview." 

Construction and Building Materials 306 (2021): 124870. 

14. Sathya, R., and B. Saleena. "A Framework for Designing Unsupervised Pothole Detection by Integrating Feature Extraction Using 

Deep Recurrent Neural Network." Wireless Personal Communications 126.2 (2022): 1241-1271. 

15. Zhang, Zhen, et al. "Road performance of waterborne unsaturated polyester concrete cold patching materials for potholes in 

bituminous pavement." Construction and Building Materials 348 (2022): 128689. 

16. Jiang, Qi, et al. "Comprehensive assessment of the durability deterioration of asphalt pavement in salt environment: A literature 

review." Case Studies in Construction Materials (2022): e01706. 

17. Shtayat, Amir, et al. "A review of monitoring systems of pavement condition in paved and unpaved roads." Journal of Traffic and 

Transportation Engineering (English Edition) 7.5 (2020): 629-638. 

18. Kyriakou, Charalambos, Symeon E. Christodoulou, and LoukasDimitriou. "Do vehicles sense, detect and locate speed bumps?." 

Transportation research procedia 52 (2021): 203-210. 

19. Rajan, D. Rohit, et al. "Deep Learning Based Pothole Detection." 2023 International Conference on Emerging Smart Computing and 

Informatics (ESCI). IEEE, 2023. 

20. Kavati, Ilaiah. "Deep Learning-Based Pothole Detection for Intelligent Transportation Systems." Edge Analytics: Select Proceedings 

of 26th International Conference—ADCOM 2020. Singapore: Springer Singapore, 2022. 

21. Rohitaa, R., Sangoju Shreya, and R. Amutha. "Intelligent Deep Learning based Pothole Detection and Reporting System." 2021 Fourth 

International Conference on Electrical, Computer and Communication Technologies (ICECCT). IEEE, 2021. 

22. Arjapure, Surekha, and D. R. Kalbande. "Deep learning model for pothole detection and area computation." 2021 International 

Conference on Communication information and Computing Technology (ICCICT). IEEE, 2021. 

23. Patra, Susmita, Asif Iqbal Middya, and Sarbani Roy. "PotSpot: Participatory sensing based monitoring system for pothole detection 

using deep learning." Multimedia Tools and Applications 80 (2021): 25171-25195. 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

Article Received: 30 August 2023 Revised: 08 October 2023 Accepted: 29 October 2023 

___________________________________________________________________________________________________________________ 

 
1885 

IJRITCC | October 2023, Available @ http://www.ijritcc.org 

24. Lee, Sang-Yum, Tri Ho Minh Le, and Yeong-Min Kim. "Prediction and detection of potholes in urban roads: Machine learning and 

deep learning based image segmentation approaches." Developments in the Built Environment 13 (2023): 100109. 

25. Anandhalli, Mallikarjun, et al. "Indian pothole detection based on CNN and anchor-based deep learning method." International Journal 

of Information Technology (2022): 1-11. 

26. Pandey, AnupKumar, et al. "Convolution neural networks for pothole detection of critical road infrastructure." Computers and 

Electrical Engineering 99 (2022): 107725. 

27. Sathya, R., and B. Saleena. "CNN-MAO: Convolutional neural network-based modified aquilla optimization algorithm for pothole 

identification from thermal images." Signal, Image and Video Processing 16.8 (2022): 2239-2247. 

28. Hassan, Syed-Ali, Tariq Rahim, and Soo-Young Shin. "An improved deep convolutional neural network-based autonomous road 

inspection scheme using unmanned aerial vehicles." Electronics 10.22 (2021): 2764. 

29. Chitale, Pranjal A., et al. "Pothole detection and dimension estimation system using deep learning (yolo) and image processing." 2020 

35th International Conference on Image and Vision Computing New Zealand (IVCNZ). IEEE, 2020. 

http://www.ijritcc.org/

