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Abstract: Because of the current population boom in health research, early sickness diagnosis has become a vital concern. As the population 

expands, the risk of dying from breast cancer rises dramatically. Breast carcinoma has been identified whenever the second most dangerous of 

the previously described malignancies. The researcher automated illness detection system assists medical practitioners in disease diagnosis, 

provides consistent, effective, and punctual intervention, and reduces the risk of death. Any disease that is diagnosed appropriately and promptly 

may be treated with minimal human intervention. An overwhelming majority of people are unaware of their illness until it becomes chronic. It 

increases the world mortality rate. Breast carcinoma has emerged as one of the increasingly rare diseases that may be treated if detected early 

enough and before it spreads to other regions of the body. Breast carcinoma constitutes one of the most frequent malignancies in women 

globally, and early identification is critical for improving survival and treatment success. Breast cancer detection technologies in areas like 

mammography and ultrasound have limits outside in the sense of preciseness as well as sensitivity. Deep learning algorithms have begun to 

emerge as a potential strategy for enhancing the degree of certainty and efficiency belonging to breast cancer diagnosis in recent years. Deep 

learning is an artificial intelligence area that focuses down training multi-layer neural networks to gain knowledge of and extract complicated 

patterns from big datasets. Researchers have developed sophisticated models suited to successfully diagnosing breast cancer from several 

medical imaging modalities, which might involve mammograms, MRI scans, additionally histopathological images, by utilizing the power 

throughout deep learning algorithms. Breast carcinoma detection is an important subject of study with significant public health implications. 

Deep learning techniques, a subset of computational neuroscience (AI), demonstrate excellent results in identifying and identifying cases of 

breast cancer. Deep learning breast cancer detection technologies have significant research repercussions due to the fact that they enable early 

diagnosis, enhance exactness, automate screening processes, give personalized treatment, and together with expand healthcare services to 

underserved areas. Persevered research in this area has the potential to change breast cancer diagnostics, resulting in better patient outcomes and, 

eventually, lifesaving. In this research we will be using The Weighted Product Model. The Weighted Product Model (WPM) represents a 

decision-making approach that uses numerous criteria to evaluate and rank options. It applies a multiple-criteria analysis approach that considers 

the value or weight assigned to every criterion as well as the effectiveness or score residing in every possible outcome on those criteria. Taken of 

Alternative Parameters SVM, Random Forest, Logistic Regression, KNN, Naive Bayes.  Taken of Evaluation Parameters Accuracy, Recall, 

Precision, FI-Score, ROC AUC. As per Weighted Normalized Decision Matrix we get to know that SVM got more value were Random Forest, 

Logistic Regression, Naive Bayes got less value.  From the above results I conclude that as per Weighted Normalized Decision Matrix we get to 

know that SVM got more value than others. 

Keywords: Accuracy, Recall, Precision, FI-Score, ROC AUC. 

 

1. INTRODUCTION 

Artificial intelligence (AI) methods regarding breast cancer recognition have major research implications since they enable early 

diagnosis, improve accuracy, automate screening processes, provide tailored medication, and expand healthcare services to 

communities that are disadvantaged. Persistent research in this field has the potential to alter breast cancer diagnosis, leading in 

better outcomes for those diagnosed and, eventually, lifesaving outcomes. [1] Breast carcinoma is one of the most often reported 

cancers worldwide. It's happened throughout both men and women. Its incidence among females, however, far surpasses the 
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comparison. Breast cancer is expected to kill 6,27,000 women in 2018, a figure that represents roughly 15% of all cancer-related 

deaths among women. [2]carcinoma of the breast is the most frequent ailment among women, in accordance with data provided 

by the Centers for Disease Control and Prevention (CDC), a reliable source.Many factors contribute to the wide range of 

carcinoma of the breast survival rates. Two of the most crucial variables are the type of tumor that women had during they 

participated in the stage and cancer at the exact moment of diagnosis. Cancer of the breast is a type of severe cancer that originates 

surrounding the cells attached to the breast. Breast cancer usually starts in the glands that produce lymph or the ducts. [3] Because 

breast carcinoma is the second leading cause of death in women, early identification can help reduce the disease's 

prevalence.Radiologists can detect abnormalities more effectively with computer-aided detection. Medical pictures provide 

information that may be used to identify and diagnose different illnesses and abnormalities. Several different imaging techniques 

allow radiologists to examine the interior structure, in addition to these modalities have piqued the curiosity of many researchers. 

Each one of the aforementioned modalities is quite important in various medical sectors.  [4] Data science has emerged as one of 

the world's most popular scientific fields. Many datasets can be beneficial in a variety of circumstances, including promotional 

activity, transportation, social media, while participating healthcare. However, just a handful of them have been evaluated by data 

science experts, who are convinced these datasets might be used to make predictions. Because of the large amount of data 

available today, many marketers are now starting to examine their datasets in order to convert it into valuable information for 

future forecasts. Marketers might use this information to try new strategies or adjust their goals. [5] Breast carcinoma is presently 

the most frequent cancer in women globally. Around 1.67 million persons were diagnosed with cancer in 2012, accounting for 

around 25% the total number of cancer-related malignancies. Carcinoma of the breast is the most frequent kind of cancer in 

women, and its prevalence is growing [6]. Women's lifetime chance of acquiring malignancies related to breast cancer stands at 

approximately one-eighth in the United States, one-eighth in Europe, and one-fourth throughout Asia (WHO 2008) [7]. According 

to the charity cancerindia.org, one woman in India dies of the incidence of cervical sac cancer every eight minutes, through 

approximately 2.5 million people living with cancer and over 7 lakh new cancer cases diagnosed each year[8] Breast cancer is the 

most frequent ailment among women, allegedly to the Centers for Disease Control and Prevention (CDC), a reliable source [9]. 

Many variables contribute to the vast variation of breast cancer survival rates. Two of the of the most essential factors are the 

manner of tumor that is malignant that women possess, and additionally the state of the cancer starting at the moment of 

diagnosis. Breast cancer is a tumor that begins in the dividing cells within the breast. [10] Breast tumors (breast carcinoma) 

represents the most frequent kind of cancer in women and, together with lung cancer, the most lethal. Early identification of this 

form of cancer is critical for lowering mortality rates since breast cancer is generally curable when detected early. [11] 

2. MATERIALS AND METHOD 

SVM: SVM is a potent trained algorithm that excels on complex, yet tiny datasets. Although Support Vector Machines, which are 

often known as SVM, is commonly used for regression and classification analysis, they typically perform best in the latter. 

Random Forest: Leo Breiman with Adele Cutler are the creators of the widely used machine learning technique known as 

random forest, which mixes the output of various decision trees to produce a single outcome. Its widespread use is motivated by 

its adaptability and usability because it can solve classification and regression issues. 

Logistic Regression: This kind of statistical model, commonly referred to as a logit model, is frequently used in categorization 

and forecasting. Based on an identified set of independent variables, logistic regression calculates the likelihood that an event will 

occur, such as voting or not voting. 

KNN: The k-nearest neighbours algorithm, sometimes referred to as KNN or k-NN, is a supervised learning classifier that 

employs proximity to produce classifications or predictions concerning the grouping of a single data point. 

Naive Bayes: For tasks related to classification like identifying text, the classifier based on Nave Bayes is a supervised machine 

learning algorithm. It also belongs to the family of generative learning algorithms, which models the input data distribution of a 

certain class or category. 

Accuracy:Deep learning algorithms for detecting malignancies in women have shown remarkable development in recent years. 

Deep learning models, namely convolutional neural networks (CNNs), excelled in analyzing medical pictures such as 

mammograms. Several studies have found that sophisticated learning-enabled cancerous tumor detection systems have good 

accuracy rates. However, it is crucial to note that the accuracy might vary based on the unique dataset, model architecture, the 

preprocessing procedure procedures, and other factors.  
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Recall: The algorithms used by deep learning have demonstrated promising results in a variety of therapeutic applications, 

including breast cancer screening. Deep learning techniques, particularly convolution neural networks (CNNs), have previously 

been used to analyze medical pictures such as radiographs in order to identify potential breast cancer signs. A machine learning 

algorithm is often trained on a huge dataset of annotated photos, with the labels indicating the likelihood or deliberately lack 

thereof breast cancer. The computerized system learns to extract important features from photos and forecast using those 

attributes. It is possible to attain high accuracy in identifying breast cancer by fine-tuning and refining the model's parameters.  

Precision: Experimental deep learning efforts on breast cancer detection have generated beneficial results in terms of overall 

precision. Models generated by deep learning that includes convolution neural networks (CNNs), were used to analyse medical 

pictures, such as radiography, to help in the detection and early detection of breast cancer. Precision is a classification model 

performance indicator that shows what percentage of correctly identified instances of positive behavior among all predicted 

positive cases. The capacity of a deep learning model to correctly identify malignant or concerning areas in mammograms is 

referred to as precision via breast cancer diagnosis. 

FI-Score :-Deep learning algorithms for breast cancer diagnosis have received a great deal of interest in recent years. Machine 

learning techniques, most notably convolution neural networks (CNNs), demonstrate promise in properly recognizing breast 

cancer photos and aiding in the early detection of the disease. The F1-score is a commonly used assessment statistic for acquiring 

binary classification tasks like as breast cancer diagnosis. The F1-score, additionally referred to by its acronym F-score or F-

measure, is a model accuracy metric which merges recall and accuracy into a single number. It examines both erroneous positives 

and incorrect exclusions in an objective way. The F1-score is calculated using the following formula: 

F1-score = 2 * (precision * recall) / (precision + recall) 

ROC AUC :-Finding breast cancer utilizing algorithmic deep learning has piqued the interest of many researchers in recent years 

due to its potential to improve detection accuracy. The Receiver Operating Characteristic Area Under the Curve (ROC AUC) is a 

basic effectiveness indicator used to assess classification systems, especially extensive learning-based algorithms. Several 

research projects have focused on constructing sophisticated deep learning models spanning breast cancer diagnosis and have 

documented their effectiveness in terms of ROC AUC. It is crucial to note that the particular ROC AUC values might vary 

dependent upon the dataset, the mathematical framework among the model employed by deep learning, and various other factors. 

Method:The Weighted Product Model (WPM) represents a decision-making approach that uses numerous criteria to evaluate and 

rank options. It applies a multiple-criteria analysis approach that considers the value or weight assigned to every criterion as well 

as the effectiveness or score residing in every possible outcome on those criteria. [12] When analyzing options, the Weighted 

Product Model empowers those making decisions to examine many criteria in addition their relative relevance. It takes a 

methodical approach to decision-making, which helps to decrease prejudice and subjectivity. It does, however, imply that the 

weights placed on criteria appropriately represent their relevance and furthermore that the criteria have become independent of 

one another, which is not often the case surrounding real-world circumstances. [10]A weighted product version (WPM) is used to 

remedy the routing decision hassle. This proposed scheme considers a relational assessment system. The relaxation The paper 

follows Organized in Section III of the Application of in Section VI an assessment of the challenge is provided. section Related 

works are discussed in VII [15]. Weighted Product (WP) and Ideal Through solution (TOPSIS) etc. Order preference technique in 

decision making Used extensively to help There are two techniques. As studies in assessment the 2 techniques is not 

comprehensive, this observe goals to compare the 2 strategies by searching their complexity And in accuracy Their complexity 

size became achieved the usage of The complexity of the cycle and their accuracy Calculated based on error fee received. Product 

Model, or as it's miles known as WPM. The first step in WPM is primarily work Standards and weightage based on requirements 

Determine criteria. WPM stands for Decision making described in sentences a couple of selection criteria. This result may be 

expressed in a matrix, in which every [16]. the primary mathematical operation involves a multiplication in preference to an 

addition. This method is a simple combination Same as weight (SAW). technique greater details about this method are given in 

MCDM e-book. Assume that a given MCDA problem is described in phrases of m options and n choice standards [17]. The 

Weighted Production Method (WPM) Added in 1922 via Bridgman has confirmed to be a totally reliable approach Select multiple 

criteria do and for three for more criteria Researched as much as a hundred standards, many researchers have pronounced a hit use 

of WPM. Solve multi-criteria choices together with selecting a boarding house, deciding on an appropriate diet [selecting an 

appropriate studying platform for detecting to cope with housing desire for individuals facing decision-making problems. The 

approach changed into calculated and carried out in an internet-based totally device. The principal goals of this look at are: To 

develop a domestic selection model using WPM, to calculate and sort advice values, implementing a selection assist device in an 
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internet-primarily based environment [18]. The weighted product approach is this version involves multiplication in preference to 

addition. Each opportunity is in comparison to the others through multiplying numerous ratios, a chief downside of the weighted 

product Systemic, for undesirable effects Overstating the importance of the key Evaluates because it is any The last rating is also 

commendable Supports/fixes in opportunity with respect to a criterion. Is far from common [19]. The Weighted product (WP) 

method calls the normalization method Because of this approach each and evaluative effects of character multiplying. 

Multiplication consequences aren't meaningful unless they're compared (divided) by means of constant values. For benefit 

attributes Weight serves as a high-quality estimate multiplicative function, even as the value weight acts as a poor ranking [20]. 

3. RESULT AND DISCUSSION 

TABLE 1. Detection Of Breast Cancer Using Deep Learning Techniques 

Criteria Accuracy Recall Precision FI-Score ROC AUC 

SVM 0.9900 0.9900 0.9950 0.9900 0.9950 

Random Forest 0.9750 0.9700 0.9800 0.9700 0.9900 

Logistic 

Regression 

0.9750 0.9700 0.9800 0.9700 0.9900 

KNN 0.9800 0.9800 0.9850 0.9800 0.9900 

Naive Bayes 0.9750 0.9700 0.9800 0.9700 0.9900 

 

Table 1 shows WPM Method. Here in this table Accuracy, Recall, Precision, FI-Score, ROC AUC.SVMRandom, Forest, Logistic 

Regression, KNN, Naive Bayes this all are Alternative &Evaluation Parameters. 

 

FIGURE 1. Detection Of Breast Cancer Using Deep Learning Techniques 

Figure 1 shows WPM Method. Here in this table Accuracy, Recall, Precision, FI-Score, ROC AUC.SVMRandom, Forest, Logistic 

Regression, KNN, Naive Bayes this all are Alternative &Evaluation Parameters. 

TABLE 2. Performance value 

Criteria Accuracy Recall Precision FI-Score ROC AUC 

SVM 1 1 1.00505 1 1.00505 

Random Forest 0.984848 0.979798 0.9899 0.9798 1 

Logistic Regression 0.984848 0.979798 0.9899 0.9798 1 

KNN 0.989899 0.989899 0.99495 0.9899 1 

Naive Bayes 0.984848 0.979798 0.9899 0.9798 1 
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This table 2 shows WPM Method. Here in this table Accuracy, Recall, Precision, FI-Score, ROC AUC. 

 

FIGURE 2. Performance value 

ThisFigure2 shows WPM Method. Here in this table Accuracy, Recall, Precision, FI-Score, ROC AUC. 

TABLE 3. Weighted Normalized Decision Matrix 

SVM 1.00000 1.00000 1.00101 1.00000 1.00101 

Random Forest 0.99695 0.99593 0.99797 0.99593 1.00000 

Logistic 

Regression 

0.99695 0.99593 0.99797 0.99593 1.00000 

KNN 0.99797 0.99797 0.99899 0.99797 1.00000 

Naive Bayes 0.99695 0.99593 0.99797 0.99593 1.00000 

 

This Table 3shows WPM Method of Weighted Normalized Decision MatrixHere in this table Accuracy, Recall, Precision, FI-

Score, ROC AUC. 

 

FIGURE 3. Weighted Normalized Decision Matrix 

Figure 3 Shows WPM Method of Weighted Normalized Decision MatrixHere in this table Accuracy, Recall, Precision, FI-Score, 

ROC AUC. 
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TABLE 4. Preference Score 

 

Preference 

Score Rank 

SVM 1 1 

Random Forest 0.98684 3 

Logistic Regression 0.98684 3 

KNN 0.99292 2 

Naive Bayes 0.98684 3 

 

This table 4 shows WPM Method of Preference ScoreHere in this table Accuracy, Recall, Precision, FI-Score, ROC AUC. 

 

FIGURE 4. Preference Score 

Figure 4 Shows WPM Method of Preference ScoreHere in this table Accuracy, Recall, Precision, FI-Score, ROC AUC. 

 

FIGURE 5.Rank 

Figure 5 Show the Rank Weighted Normalized Decision Matrix we get to know that SVM got more value were Random Forest, 

Logistic Regression, Naive Bayes got less value.  

CONCLUSION 

In conclusion, the use concerning algorithms developed using deep learning for breast cancer identification shows tremendous 

promise and potential. These approaches have proven outstanding performance in a variety of elements involved in breast cancer 
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diagnosis, which might include mammography interpretation, tumor segmentation, particularly classification.Deep learning 

algorithms, with names like Convolution Neural Networks (CNNs), can be employed successfully to scan mammograms and 

identify potentially malignant areas. The capacity of these algorithms to automatically learn complicated characteristics and 

patterns from big datasets has considerably increased breast cancer detection accuracy and efficiency. Deep learning algorithms 

have also been used to provide tumor segmentation, which is the process of determining the precise borders of tumors inside 

mammograms taken or other medical pictures. This segmentation procedure is critical surrounding treatment planning and illness 

progression tracking. Machine learning techniques have been shown to be extremely successful at precisely segmenting tumors 

and allowing for detailed analysis. Furthermore, deep machine learning models have performed well in the categorization 

belonging to breast cancer subtypes. These models can effectively categorize cancers into distinct subtypes after being trained on 

large-scale datasets, assisting in tailored treatment plans followed by improving patient outcomes. Deep learning approaches 

adhering breast cancer detection have the potential to improve early detection and minimize false-positive together with false-

negative rates. This can lead to higher rates of survival and then better patient care. It is crucial to emphasize, however, providing 

deep learning models rely largely on high-quality, meticulously assembled datasets for training. The availability of varied until 

representative datasets is critical for ensuring these modelsgeneralize ability and dependability in real-world clinical situations. To 

summarize, deep neural network techniques show enormous opportunities for improving early detection and diagnosis of breast 

carcinoma. With continuing technological improvements, incorporating these technologies into standard clinical processes boasts 

the potential to improve patient outcomes and help to the battle against breast cancer. 
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