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 Abstract— This Eye gaze following is the real-time collection of information about a person's eye movements and the direction of their 

look. Eye gaze trackers are devices that measure the locations of the pupils to detect and track changes in the direction of the user's gaze. There 

are numerous applications for analyzing eye movements, from psychological studies to human-computer interaction-based systems and 

interactive robotics controls. Real-time eye gaze monitoring requires an accurate and reliable iris center localization technique. Deep learning 

technology is used to construct a pupil tracking approach for wearable eye trackers in this study. This pupil tracking method uses deep-learning 

You Only Look Once (YOLO) model to accurately estimate and anticipate the pupil's central location under conditions of bright, natural light 

(visible to the naked eye). Testing pupil tracking performance with the upgraded YOLOv7 results in an accuracy rate of 98.50% and a precision 

rate close to 96.34% using PyTorch. 

Keywords- Eye Gaze Tracking, Pupil Position, Iris Center Localization, Visible Light Mode, YOLO Network. 

 

I.  INTRODUCTION 

Our ability to perceive the world around us is primarily 

based on our ability to see and hear. Humans may move their 

eyes to focus on the most important features in the 

environment, whereas ears are fixed in place. Eye trackers, the 

instruments used to perform this measurement, are usually 

referred to as "eye trackers." It is possible to obtain information 

about the subject's eye movement and its relationship to the 

subject's head using an eye tracker [1-2]. Monitoring vision, 

one of the most critical senses for controlling grasping and 

movement, is now possible with wearable eye gaze trackers [5-

6]. Hence, the use of eye gaze followers can be beneficial in the 

restoration and enhancement of functionality in both the upper 

and lower limbs. Humans use visual input to direct and guide 

hand drive through a mechanism known as hand–eye 

coordination. A person's gaze provides guidance on how to 

approach and grab an object during grasping tasks [7-8]. The 

object a person is attempting to grip can be detected using eye 

gaze tracking and object recognition. A patient's intention 

during rehabilitation can also be detected and supported using 

gaze information [9]. The use of head-mounted eye gaze 

trackers and scene cameras in hand prostheses and orthoses can 

therefore improve these devices [10-12]. Visual input is a 

primary sensory input utilized to govern locomotion, since it 

plays a critical role in trajectory preparation, stabilizes the 

body, and is vital for fall anticipation [13-15]. 

When used in conjunction with other assistive technologies, 

such as eye gaze monitoring, it has the potential to make a 

significant difference in the lives of people with disabilities [16, 

17]. Eye gaze following info can be used to control assistive 

devices like wheelchairs more precisely [18-19]. People with 

limited functional regulator of the legs (such as those with 

multiple sclerosis, Parkinson's disease can gain some 

independence using eye gaze tracking in conjunction with other 

sensor data, such as inertial measurement units (IMUs). A 

patient's eye movements can now be tracked as they interact 

with a computer, browse the Internet, and read e-books [20]. 

Eye gaze following refers to the process of determining 

where a person is focusing their attention. [21] The term "point 

of vision" describes this precise location in space. It's been 

used, for example, to examine how people interact with 

computers and scan patterns psychologically. There are two 

kinds of eye gaze tracking systems mounted eye trackers can be 

moved around, whereas remote eye trackers remain in one 

place. Metal contact lenses, as employed in early eye trackers, 

have been replaced by infrared cameras and bright or dark 

pupil approaches [22] in modern eye trackers. In order to find 

the center of the pupil, these techniques are employed. The 

tracker uses the corneal reflection and the pupil to determine 

the location of the target on the screen at which the individual 
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is focusing their attention.  More expensive than infrared eye 

trackers, high-speed video camera-based eye trackers provide 

more accurate results than webcam-based eye trackers. Such 

eye trackers use deep learning and computer vision 

technologies to measure eye movement. 

A network-based deep-learning architecture, YOLOv7, is 

used in this study to improve pupil tracking estimation, making 

it more accurate. The deep-learning network model provided as 

the pupil detector is well-trained. There are less light reflection 

and shadow interference errors in visible light mode with the 

suggested method than with the prior designs, and this 

improves accuracy of eye tracking system calibration as a 

whole. The wearable eye tracker's gaze tracking capability will 

therefore be enhanced in low-light circumstances.  

Those works that are relevant to the research project are 

used in Section 2. Section 3 provides a brief explanation of the 

suggested model. Section 4 discusses how the proposed model 

may be tested using existing methods. In Section 5, the 

conclusion is given. 

II. LITERATURE REVIEW 

Computer vision and pattern recognition are two areas 

where deep-learning technology has made a significant impact 

in recent years. Real-time object detection and recognition can 

be achieved with deep learning technology. 

When using appearance-based gaze estimate approaches, 

just using a single camera will limit the application area to a 

short distance. Fortunately, the authors [23] devised a novel 

long-distance gaze measurement method to solve this problem. 

The LSC eye tracker (LSC eye tracker) employed a 

commercial eye tracker to obtain gaze data, and a long-distance 

camera to capture face appearance images. Deep CNN models 

were used to learn between appearance images and gazes 

during training. Based on entrance photos captured by a single 

camera and trained CNN simulations, the LSC eye tracker was 

able to accurately predict gazes in the application phase. 

In [24], the authors used a deep learning-based strategy to 

offer a successful eye-tracking solution. YOLOv3 was used to 

regulate the user's gaze position while OpenCV was used to 

regulate the user's face's location in relation to the computer's 

infrared LED. An inexpensive and accurate remote eye-

tracking device was built in [25] by means of a smartphone 

industrial prototype equipped with a camera and infrared lights. 

While the head and the device were free to move, we used a 3D 

gaze-estimation model to precisely approximation the point of 

gaze (PoG). To precisely determine the input ocular properties, 

the method used CNN. For smartphones, the hybrid method 

featured artificial lighting and a three-dimensional gaze 

estimate model in addition to the CNN feature extractor that is 

now used. 

It was shown in [26] that a CNN can reliably segment entire 

elliptical structures, even when occluding objects, while also 

providing better tracking of the pupil and iris centers within a 

two-pixel error margin than standard segmentation of eye parts 

for multiple publicly available synthetized eyes. 

Human-Computer Interaction (HCI) gets a nonverbal 

communication boost in [27], thanks to an eye-view-based 

nonverbal communication paradigm. Traditional gaze detection 

systems offer remarkable performance and endurance. In any 

case, there is a need to update these systems. As a result, they 

can only be used in the lab and are difficult to put into practice 

in the real world. We recommend utilizing a webcam to track 

the person's gaze in this situation. An effective visual 

monitoring framework based on models is provided using a 

webcam's 2D coordinates. The platform's work is to make HCI 

easier and, as a result, improve the usefulness of technology 

and the privacy of users. Implicit human gaze patterns on 

displayed items were successfully used to contact people's 

intentions in this experiment. Furthermore, research has 

demonstrated that it is easy to understand and employ eye 

contact. In addition, a specific reference system should be used 

to calculate the subject-dependent ocular parameters. Finally, a 

monitoring and interpretation system for implicit 

communication has been created. The technology is able to 

identify the activities and requirements of the home 

environment after recognizing the user's implicit purpose to 

support through the act of the eye-gaze. Finally, the implied 

goal can be employed to inform caregivers of the proper 

service to provide. 

In [28], an auto-calibration approach for 3D gaze estimation 

is proposed. An RGBD camera is used as the scene camera of 

our system in order to gather the precise 3D structure of the 

surroundings. Saliency maps can be obtained from scene 

photos using the saliency detection method, and 3D salient 

pixels in the scene are taken into account as potential 3D 

calibration targets. It is developed using eye pictures to 

determine gaze vectors for the 3D model. Our calibration 

method achieves auto-calibration by merging 3D conspicuous 

pixels and gaze vectors. As a final step, gaze vectors are 

calibrated and the point cloud is formed using the RGBD 

camera. Experiments have shown that the suggested system can 

achieve indoors an average precision of 3.7 centimeters and 

outdoors an average precision of 4 centimeters. It is also 

possible to track users' in real scenes using the proposed 

system's improved depth measurement. 

An operating room needle position and orientation might be 

precisely realized using a tiny robotic guiding system in [29]. 

The precision of needle placement during interventional 

therapy is being evaluated using experimental investigations 

based on the Robot Operating System (ROS). We can achieve a 

robot's end effector distance error to the target point within 

1mm using our proposed robotic hardware and an eye gaze-

based control system. 
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It was proposed in [30] that a gaze detection approach 

based on an algorithm named Auto-Keras might be used to 

autonomously create the neural architecture. The Columbia 

Gaze Data Set is used to build a neural network. In order to 

validate our model's generalizability, we run it through a series 

of tests in an online environment. Instead of relying on facial 

landmarks and filters, the suggested method instead makes use 

of geometrical operators such as morphological operators and 

dib facial landmarks to better capture the subject's gaze. 

In [31], the authors proposed a method that uses isophote 

properties to find the center of the iris and cylindrical 

parameters to estimate where the eyes are. To get accurate gaze 

directions, these estimated locations are used to model and 

compare with reference positions. The author came up with a 

way to estimate eye gaze that takes head pose and eye location 

into account. The integrated model is better than separate 

models that were used to estimate head pose and eye location, 

and the average error is between 2 and 5 degrees. 

In [32], the authors showed how high-dimensional 3D 

cameras and wearable sensors can be used to track a person's 

gaze and detect their face in real time. The system can be made 

even better by combining gaze tracking with techniques for 

figuring out how people feel. This will improve the game 

interface by giving feedback to the system that was designed. 

In [33], the authors describe an EGT system that expands 

the visible range of the eye-gaze estimator. In particular, the 

method uses a good model to estimate the corners of the user's 

eyes and combines the learned data to estimate the iris. The 

proposed system can deal with big changes in where the eye is 

looking and do calculations quickly. This proposed system can 

do calculations quickly and can handle big changes in eye 

position. The authors came up with the idea of using a wearable 

device to track how the head moves while playing sports. For 

field applications, like sports, the wearable device needs to be 

able to track the user's gaze and have lighting that doesn't 

change when the user moves. 

III. PROPOSED SYSTEM 

The proposed wearable eye tracking method is divided into 

several steps as follows:  

(1) Collecting the visible-light near field eye images in 

datasets and labelling these eye image datasets; 

(2) Choosing and designing the deep-learning network 

architecture for pupil object detection;  

(3) Training and testing the trained inference model;  

(4) Use deep learning model to infer and detect the pupil’s 

object, and estimate the centre coordinate of pupil box;  

 

3.1. Dataset description 

Each of the 25 subjects in the ARGaze dataset generated 

1,321,968 eye gaze photographs. Now you can access it for 

free at https://doi.org/10.17605/OSF.IO/CJXYN15, the 

repository where it was originally stored. The photos of the 

dataset are arranged in hierarchical directories for each 

participant and each experimental scene (samples are provided 

in Figure 1). Images of the participants' eyes and their related 

histograms can be found under the subdirectory histogram 

(Fig. 3). A 1280 x 720 pixel image sequence from the globe 

camera is used to create video clips in the scene preview 

subdirectory. As a result, these video snippets are shorter than 

their job durations due of the data cleaning process. Most 

sequences containing 26,552 photos have a video clip length 

of 7 minutes, 23 seconds (roughly 60 frames per second, 

which was the original frame rate throughout the session). In 

the metadata.xlsx file, the theoretical length of preview videos 

is stored. Eye-tracking photographs are organized by 

participant number in a series of image directories (e.g., P1). 

P1 S1 directories are created for each experimental scene 

within each image directory. 

 

 
Figure 1: Sample dataset vide* converted image. 

 

P1 has two subdirectories, P1 S1 and P1 S2, for instance. 

Scenes 1 (S1) and 2 (S2) relate to augmented and real-world 

scenes. PNG files with a resolution of 32x32 pixels and an 8-

bit color depth are used to create the eye gazing images, which 

are labelled with timestamps to make it easy to match them up 

with the associated eye images and real-world views. Eye gaze 

images in a high-resolution encoded.mp4 video file can also 

be found in the same location. 

 

3.2. Basic Characteristics of YOLOv7 Network  

Fast, accurate, and lightweight are all hallmarks of the 

YOLOv7 network, which is the company's newest offering. 

YOLOv7 has four primary models: the extended model 

YOLOv7x, the benchmark model YOLOv7l, and the preset 

simplified versions YOLOv7s and YOLOv7m. In general, 

model parameters, as well as the number of convolution 

kernels deployed across the network, are both lowered. 

Table 1 show the YOLOv7 network topology, which 

comprises of the Input, Backbone, Neck, and Head networks. 

As a result, the Input terminal uses Mosaic data augmentation, 

adaptive anchoring, adaptive image scaling, and other 
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advanced features. Images are aggregated and features are 

formed using a CNN known as the Backbone network. In 

addition to the focus module, CBL module, and other 

modules, it consists mostly of the CBL module. In order to 

construct FPN and PAN, the Neck network combines layers of 

feature aggregation for mixed and combined picture 

information. In addition to the CBL, Upsample, and CSP2 X 

modules, it also includes other modules. When computing the 

bounding box loss, the Head terminal uses GoU_ Loss. 

 

Table 1: YOLOv7 network structure 

YOLOv7 Features 

Neck CBL, 5×CSP2_X, Upsample, Concat, 

PAN+FPN 

Input Mosaic data augmentation, adaptive 

image scaling 

Head GIoU_Loss 

Backbone Focus, CBL, 3×CSP1_X, SPP 

 

3.3 Improvement of Proposed YOLOv7 Network 

Deep learning's industrialization is hampered by the 

technology's enormous computational demands. Optimizing 

object identification methods for grasping robots is a high 

concern for minimizing the amount of computation and 

storage space required. Because of this, our model 

optimization technique is to use the network pruning method 

to reduce the size of the YOLOv7 model and make it more 

efficient. By lowering pruning method improves 

generalization performance and prevents over-fitting. Figure 2 

depicts our revised YOLOv7 network design, which we 

provide in this research. 

 
Figure 2: Architecture of improved YOLOv7 network 

 

There are four primary pieces to the enhanced network, 

which may be seen in Figure 1. The Input terminal receives 

the collected data, Neck networks are used to prune the 

network, and Forecast terminals are used to deliver model 

predictions. 

The Focus module is used to speed up the training 

process. It has the following structure: To begin, the Input 

terminal used the slice operation to divide the three-channel 

image dataset into four slices, each measuring 304 304 3. 

Second, a feature map was generated by concatenating the 

four depth slices (the image size was 304 304 12). It was then 

utilized to create a new feature map using a convolution layer 

that contained 40 convolution kernels (the image's dimensions 

were 308x304). Final results were created using activation 

function, and then sent to CBL unit. 

 
Figure 3: Structure of the CONV-BN-Leaky ReLU (CBL) module 

Convolution kernels, BN layers, and leaky ReLU 

activation functions are all components of CBL module (see 

Figure 3), which is a small component in YOLO's backbone 

and neck networks. The number of convolution kernels 

determines the size of CBL module's output image, which is 

determined by how many BN layers and ReLU activation 

functions are used. 

 
Figure 4: Structure of the CSP1_X module. 

 

This is the CSP1 X module, which is part of the backbone 

network's third level (seen in Figure 4). Based on the CSPNet 

concept, the CSP1 X and CSP2 X modules were developed 

using the same principles. To save time and ensure accuracy, 

the module divides the basic layer's feature mapping into two 

sections before combining them using a cross-stage 

hierarchical structure. Make up the CSP1 X module, which 

tries to better extract the image's deep information. Its output 

is the CBL modules and the original input, which is 
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represented by the number of Resunits that are present. The 

CSP1 X module's structure is as follows: First, the initial input 

was divided into two branches, and the appropriate 

convolution operation was carried out in each branch. 

Concatenation of the output feature maps from the two 

branches was used to connect them. After that, we did batch 

normalization (BN) and processing on the leaky ReLU 

activation function. Finally, the CBL component completed 

the convolution, resulting in an output feature map with the 

same size as the CSP1 X module's original input feature map. 

When it comes to backbone networks, the Spatial Pyramid 

Pooling (SPP) module is the ninth layer, and its goal is to 

enhance the network's ability to receptively receive 

information from arbitrary resolution feather maps. The 

following is its specific structure: First and foremost, the CBL 

module performed the convolution operation. Second, three 

parallel maximum pool layers were used to conduct the 

maximum pooling procedure. Finally, the feature map after 

maximum pooling and the feature map after convolution had a 

strong connection. Finally, the CBL module was used to 

conduct the convolution procedure once more. 

 

 
Figure 5: Structure of CSP2_X module. 

 

The CSP2 X module is located at the very bottom of the 

Neck network (seen in Figure 5). The CSP2 X module has a 

similar structure to the CSP1 X unit, with the sole variation 

being that X in the CSP2 X unit signifies the sum of CBL 

components. Neck network CSP2 X modules are all CSP2 1 in 

the upgraded YOLOv7 architecture. 

 

3.3.1. Improved YOLOv7 Network Strategy 

A hidden layer pruning techniques used for fine-tuning 

the depth of the network, and a convolution kernel pruning 

method is used for fine-tuning its breadth in this paper. For 

network depth, we apply a hidden layer pruning strategy that 

reduces CSP structure's number of residual components; the 

network depth for the revised YOLOV7 model, the second has 

two, and the third structure has six. Five CSP2 modules are 

used in one residual component. It's possible to reduce 

YOLOv7's size by compressing the model's size, making the 

model lighter while yet ensuring that the detection accuracy is 

maintained. 

 

 

Table 2: Network depth contrast of diverse YOLOv7 models. 
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A convolution kernel pruning strategy is employed in 

order to regulate the Focus and CBL structure's number of 

associated convolution kernels, hence altering the network's 

overall width. It is seen in Table 3 that the YOLOV7 and 

YOLOV7 models have very different network widths. Table 4 

shows that, when compared to other YOLOv7 models, our 

model selects a different number of convolution kernels in 

various module topologies. First and second CBL modules 

utilize 40 convolution kernels each. Third and fourth CBL 

modules use 80 convolution kernels each, while 320 and 640 

kernels are employed respectively in the fourth and fifth CBL 

modules. By doing so, we may reduce the YOLOv7 network's 

width, enhance the pace at which objects are detected, and 

raise the average accuracy. 

 

Table 3: Network width contrast of diverse YOLOv7 mockups. 

 

IV. RESULTS AND DISCUSSION 

PyTorch was constructed using the Windows 10 operating 

system and the Python language on an HP Pavilion machine 

(Intel (R) Core, 8 GB memory; Python3.8 platform. 

Stochastic gradient descent (SGD) is used to optimize 

network parameters in this study's IYOLOv7 network. In this 

example, we used the default values for all of the parameters 

except for batch size, which was set to 64 and all of the other 

Model Number of Convolution Kernels 

Focus 1stCBL 2ndCBL 3rdCBL 4thCBL 

YOLOv7s 32 64 128 256 512 

YOLOv7l 64 128 256 512 1024 

YOLOv7x 80 160 320 640 1280 

YOLOv7m 48 96 192 384 768 

IYOLOv7 40 80 160 320 640 
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parameters except for weight decay, learning rate, and 

iterations epochs, all of which were set to 0.001. There are 

4000 samples in total, with 3000 in the training set and 1000 in 

the test set. Because batch size and learning rate have a 

momentous impact on model performance, we will fine-tune 

these parameters in order to produce a model that is both more 

efficient and more effective. 

 

4.1. Performances metrics 

To assess the effectiveness of the proposed approach, 

several measures are considered; including the confusion, 

accuracy, recall, precision and F1 score. The measurements 

are determined based on the confounding matrix used to 

measure performance of the proposed model. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 +  𝑇𝑁 )/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)            (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 +  𝐹𝑁)                                        (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 +  𝐹𝑃)                                        (3) 

𝐹1 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +

 𝑅𝑒𝑐𝑎𝑙𝑙)                    (4) 

 

Where, TP indicates the True Positive, FP represents the 

false positive, TN depicts the True Negative and TP provides 

the True Positive. Table 4 delivers the experimental 

examination of proposed IYOLOv7 model with other versions 

of YOLO network in terms of various metrics.  

 

Table 4: Experimental Analysis of Proposed IYOLOv7 Network 

Method Accuracy Recall Precision F1-

measure 

YOLOv7s 96.85 71.01 80.15 85.30 

YOLOv7m 97.33 76.95 83.58 88.71 

YOLOv7l 97.90 80.06 86.21 91.14 

YOLOv7x 97.79 85.47 92.22 94.42 

IYOLOv7 98.50 90.59 96.34 97.95 

 

In the analysis of accuracy, the proposed model achieved 

98.50%, where the other models of YOLO such as v5s, v5m, 

v51, v5x achieved nearly 96% to 97% only. Figure 6 shows 

the graphical representation of proposed model in terms of 

accuracy. 

 
Figure 6: Accuracy Comparison 

 

When comparing with all techniques, YOLOv7s achieved 

very low recall (i.e. 71.01%), where v5m achieved 76.95%, 

v51 achieved 80.06%, v5x achieved 85.47%. But, the 

improved layer of YOLOv7 achieved 90.59% of recall, which 

is shown in figure 7.  

.  

Figure 7: Recall Comparison of proposed improved model with other 

YOLO network 

 

In the analysis of precision and F-measure, the proposed 

IYOLOv7 network achieved 96% to 97%, where YOLOv7m 

and v5s achieved nearly 84% to 86%. The YOLOv7x achieved 

92.22% of precision and 94.42% of F1-measure, where 

graphical representation is provided in Figure 8 and 9. 

  

 
Figure 8: Precision Comparison 

 
Figure 9: F1-Measure Comparison 
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In order to validate the training time and testing time of 

YOLO network, the results are shown in Table 5.  

 

Table 5: Comparison of proposed model on Timing with Model Size 

Method Training time 

(h) 

Testing time 

(m) 

Model 

Size 

(MB) 
YOLOv7s 22.532 1.32 16 

YOLOv7m 19.453 1.45 14 

YOLOv7l 20.130 1.13 43 

YOLOv7x 21.631 1.25 95 

IYOLOv7 18.145 0.58 12.5 

 

When training the model, it takes more than one hour, it is 

because there are vast amount of data are used for learning the 

samples. For instance, YOLOv7s takes 22hrs, v5m takes 

19hrs, v51 consumes 20hrs, v5x consumes 21hrs and proposed 

model consumed 18hrs. But, testing the data consumed less 

time, because the amount of data is less. For example, the 

other YOLO network takes nearly 1.45m to 1.13m, but the 

proposed model consumed 0.58m.  

V. CONCLUSION 

 In this research, an IYOLOv7-based deep learning 

pupil tracking algorithm for wearable gaze trackers is 

presented. Using YOLO-based object recognition technology, 

the suggested pupil tracking approach accurately estimates and 

predicts the pupil's center in a visible-light mode. With the 

help of the created YOLO-based model, the accuracy and 

precision of pupil tracking can be up to 98 percent and 96 

percent, respectively. The existing version of YOLO network 

achieved nearly 96% to 97% of accuracy, which shows clearly 

in the Section 4. In this design, the application distance 

between the user’s head and the screen is fixed during the 

operation, and the direction of the head pose tries to keep 

fixed. In future works, a head movement compensation 

function will be added, and the proposed wearable gaze 

tracker will be more convenient and friendly for practical uses. 

To raise the high-precision recognition ability of the pupil 

location and tracking, the deep-learning model will be updated 

with optimization model for fine-tuning the learning rate or 

hidden neurons to fit the pupil position for different eye colors 

and eye textures. 
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