# Detection of HIV by using Rough Set and Homotopy Analysis Method 



Abstract - The significant objective of this research is to recognize how to calculate the classification process using rough set theory (RST) for the Human immunodeficiency virus infection and acquired immune deficiency syndrome (HIV \& AIDS) symptoms dataset. RST has a multi-dimensional concept with multiple approaches. In this paper, our main objective is to find the symptoms of (HIV \& AIDS) using basic RST and Homotopy Analysis Method (HAM) to validate our claim using statistical techniques. We prefer RST \& HAM over other soft computing techniques and Mathematical Modelling as both RST and Homotopy Analysis (HAM) because RST can handle vague and imprecise data efficiently, and HAM is a suitable technique for finding analytical solutions. We have used the chi-squared test to validate our claim.
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## I. INTRODUCTION

Determining, treating, calculating and analyzing evidence is among the major significant results of our age. The representation of information depends upon how the information is interpreted. Enhancing the representation of the information needs an automated technique. When the data size is large enough, there are significant chances of repetitions of information. The major objective of the RST concept is to significantly analyse vague and imprecise data. RST was proposed by Polish mathematician Pawlak [1]. Several studies are going on uncertainty and vagueness. Currently, several researchers were implemented RST to get several results with significant accuracy. Das et al. [2] proposed a novel technique using RST to predict heart diseases. Several researchers depend upon machine learning tools to estimate the pattern and analyze various models in this context. Das et al. [3] discussed the detection of Pneumonia using machine learning tools. RST hybrid with various machine learning tools useful in predicting various meteorological phenomena have been discussed in this research. Das et al. [4] developed a novel model by combining

RST and Random Forest Model (RFM) to predict wind speed in this context. Das et al. [5] designed a model for predicting rainfall with significant accuracy. Recognizing the pattern of diseases is also an important application of soft computing in this context. Mishra et al. [6] discussed the symptoms of COVID-19 by using soft computing techniques. Nayak et al. [7,8] discussed using RST and SVM to predict symptoms of malaria and cardiac arrest. Soft computing technique has useful application in social science. In this context, RST was employed by Mishra et al. [9] to study the mental models of Odisha workers in government and non-governmental organisations. The primary cause of the lethal, incurable disease known as AIDS is the virus HIV, which weakens the human immune system. Despite the fact that there is no treatment for HIV/AIDS, medications can be used to control the infection and slow the disease's development. International organisations [10] are working to encourage access to care and prevention measures in underdeveloped nations. According to a WHO estimate, the disease has been contracted by 84.2 million people since the epidemic's start and has claimed the lives of 40.1
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million. Mohameda and Mohammed [11] designed a model to predict the activity of anti-HIV molecules using soft computing techniques. To find information that is concealed within a data set, particularly one that is large and complex. True or false was the starting point for traditional information interpretations, but as knowledge increased, people started searching for more nuanced answers that went beyond these limitations. In the course of this expansion, Akduman et al. [12] discussed the enhancement of the production of $\mathrm{B}_{12}$. Andonie et al. [13] discussed potential HIV-1 using a soft computing approach, and Akduman et al. [14] discussed the emotional intelligence of generation Majdi et al. [15] discussed the use of fuzzy logic in attribute reduction. Chen et al. [16] discussed alternative therapy to treat HIV. Several machine tools available to analyse give a concrete result regarding the types and symptoms of HIV, the process of predicting also depends upon its symptoms. Over the years, several types of research have been carried out with significant accuracy. Ayele et al. [17] designed a mathematical model for optimal control and applied their concept to the population of Ethiopia. Bentout et al. [18] designed an agestructured model for COVID-19. Mahmoudi et al. [19] discussed the classifications of several time series models with significant error margins and fuzzy clustering. Hussain et al. [20] discussed data dependency's stability and error detection. Alrabaiah et al. [21] discussed a comparative study of COVID19 using a modified SEIR model. Mohiuddine et al. [22] discussed the fractional order of the difference operator. Wang et al. [23] discussed ant colony optimization applications on schedule. Zhang et al. [24] designed a model of prostate cancer using magnetic resonance imaging. Several mathematical models like SIB and SEIR were designed to predict several pandemics Hntsa, and Kahsay [25] designed a model for controlling cholera. Uncertainty, vagueness and inaccurate data are always challenging for physicians and data scientists to counter. Ghosh and Mukhopadhyay [26] discussed the precise factor in a rule-based system finding useful information or selecting a significant feature from an inaccurate data set is always a challenge in this context. Shen and Jensen [27] designed a model which was useful in retrieving important information based on Fuzzy and RST. RST also has useful applications in data mining. Bal [28] used RST as symbolic data mining to a complete decision table. Fuzzy logic had wide application in rule generation and helped find optimal results in certain analyses in this context. Wang [29] discussed rule generation knowledge from the instance. Several researchers also work on this context's uncertainty, impreciseness, and vagueness. Riza et al. [30] discussed the implementation of RST and Fuzzy Rough sets using R-Package. There were various documents available, for instance, Li [31]. Busse et al. [32] discussed the application of RST in data mining and applied it to design a set covering method to find optimal reduct. There was contemporary research in the field of impreciseness
uncertainty several software are available to find optimal reduct. Uusitalo et al. [33] discussed the uncertainty of various deterministic designs. Barnoi and Tarantola [34] discussed various applications of the probabilistic framework to analyze uncertainty. Martyn et al. [35] discussed structural errors among various diagnosis modifications between hydrological designs. Gregory et al. [36] discussed the importance of multicriteria choice-making in the case of general decisionmaking. Several researchers also work on risk management using various forms of decision analysis. In this context, Bonano et al. [37] designed an alternative tool for risk management. Bose et al. [38] discussed the utility of multiple attributes combination in group decision making. Several papers related to vague data analysis using several soft computing techniques. Bazan and Skowron et al. [39] discussed RST and approximation and analysis of vagueness in this line of research. Butz et al. [40] designed an efficient algorithm for the RST flow graph. There are several correlation techniques available in which we can group the data set according to their dissimilarities. Correlation is a statistical tool that explains the relation between two pair variables. Correlation measured by correlation coefficients $-1,0,1$. Suppose the correlation coefficients near to -1 are negatively correlated. Similarly, the coefficients near 0 will not correlate with the pairs, and if the coefficients are near 1 , then both pairs are strongly correlated. In this work, we are using the correlation technique to find dissimilar groups.

## II. BACKGROUND

The background of data analysis depends upon various factors like vagueness, impreciseness, and complicated medical data structure. Data analysis is required to counter these anomalies. We use tools like RST, Correlation and Regression techniques to make the impreciseness precise. In the subsequent section, we will briefly discuss the above said.

## A. Correlation and Regression

- Correlation is a data analysis useful in finding the relation between two groups of objects moving concerning a particular relation. The correlation was measured concerning correlation coefficients. The correlation coefficients are represented by $\mathrm{r}=0,-1,1$ as No correlation, Negative correlation, and Positive correlation.
- Regression: Regression investigates the relationships between variables, or more simply, how changes in one variable affect changes in another, or cause and effect. It implies that one or more elements will determine the outcome. For instance, regression shows how two variables interact, whereas correlation tells how two variables are related. Consider how different crops may
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benefit from additional rainfall as an example, just as they might wilt or not grow during a drought.

- Fundamental of Rough Set Theory: RST is a tool which is a useful tool to handle uncertainty based on the concept of Upper Approximation, Lower Approximation, Boundary region, Reduct, and Core.


## B. Significance of Rough Set Theory

The significance of RST is useful in data cleanness, preciseness, data analysis, and systematically deriving knowledge from raw data.

- Indiscernibility: The method of reducing information set represented in the form of a table to keep a single representative.
- Approximation: Basically, an approximation based on the concept of how accurately a group is being defined concerning a target set. RST is classified into two classes, i.e., Upper Approximation and Lower Approximation.
- Upper Approximation: Upper approximation consists of all possible cases from which we can retrieve certain consequences. If RST is defined as $\mathrm{K}(\mathrm{x})$, then, the lower approximation is defined as, $\overline{\mathrm{K}}(\mathrm{X})=\bigcup\{\mathrm{L} \in \mathrm{U} / \mathrm{R}: \mathrm{L} \cap \mathrm{X} \neq \varphi\}$
- Lower Approximation: Lower Approximation consists of all possible cases from which we can retrieve certain

$$
\text { consequences } \underline{K}(x)=\bigcup\{\mathrm{L} \in \mathrm{U} / \mathrm{R}: \mathrm{L} \subset \mathrm{X}\}
$$

- Boundary region: Boundary region (BNR) is defined as

$$
\mathrm{BNR}=\overline{\mathrm{K}}(\mathrm{X})-\underline{\mathrm{K}}(\mathrm{x}) \text { and when } \mathrm{BNR}=\varphi, \text { the }
$$

set is called a crisp set.

## C. Basic structure of RST

In general, RST was represented as an Information Table as described below. The table given below has records $\langle 1,2,3,4\rangle$, <a,b,c> are conditional attributes, d is the decision attribute. $\langle 11,22\rangle$ are the values of conditional attributes, $\langle 1,0\rangle$ is the values of the decision attributes.

TABLE I. DESCRIPTION OF RST InFORMATION

| Records | $\mathbf{a}$ | $\mathbf{b}$ | $\mathbf{c}$ | $\mathbf{d}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 11 | 11 | 11 | 1 |
| 2 | 22 | 11 | 22 | 1 |
| 3 | 11 | 11 | 11 | 0 |
| 4 | 11 | 11 | 22 | 1 |

## D. Fundamental Steps towards Data Analysis

We collected various diseases like cardiac problems, which include pulmonary tuberculosis and other cardiac problems. We collected nearly 500,000 data on diseases from various places in our state. This entire data is described in the following table.

TABLE 2. Initial Data

| Distric <br> t | Cardiac <br> Arrest | Pulmo nary Tuber culosi s | $\begin{gathered} \mathrm{HI} \\ \mathrm{~V} \end{gathered}$ | Pneu moni a | Lungs infectio <br> n | Gene <br> ral <br> malai se | Tota $1$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Anugu 1 | 15000 | 15000 | $\begin{gathered} 250 \\ 00 \end{gathered}$ | $\begin{gathered} 3000 \\ 0 \end{gathered}$ | 5000 | $\begin{gathered} 1000 \\ 0 \end{gathered}$ | $\begin{gathered} 1000 \\ 00 \end{gathered}$ |
| Dhenk anal | $30000$ | 30000 | $\begin{gathered} 100 \\ 00 \end{gathered}$ | $\begin{gathered} 1500 \\ 0 \end{gathered}$ | 5000 | $\begin{gathered} 1000 \\ 0 \end{gathered}$ | $\begin{gathered} 1000 \\ 00 \end{gathered}$ |
| Puri | 15000 | $\begin{gathered} 15000 \\ 0 \end{gathered}$ | $\begin{gathered} \hline 250 \\ 00 \end{gathered}$ | $\begin{gathered} 2500 \\ 0 \end{gathered}$ | 10000 | $\begin{gathered} 1000 \\ 0 \end{gathered}$ | $\begin{gathered} 1000 \\ 00 \end{gathered}$ |
| Khord ha | 30000 | 30000 | $\begin{gathered} 100 \\ 00 \end{gathered}$ | $\begin{gathered} 1000 \\ 0 \end{gathered}$ | 10000 | $\begin{gathered} 1000 \\ 0 \end{gathered}$ | $\begin{gathered} 1000 \\ 00 \end{gathered}$ |
| Jajpur | 15000 | 15000 | $\begin{gathered} 150 \\ 00 \end{gathered}$ | $\begin{gathered} 1000 \\ 0 \end{gathered}$ | 25000 | $\begin{gathered} 2000 \\ 0 \end{gathered}$ | $\begin{gathered} 1000 \\ 00 \end{gathered}$ |

## E. Algorithm to find reductreduct

Algorithm to find the Indiscernibility
Step-1 Consider the data set as $\langle\mathrm{U}, \mathrm{C}, \mathrm{D}\rangle$ where U is the records, C is the conditional attributes, and D is the decision attributes.
Step-2 for $\mathrm{i}=1$ to $\mathrm{n}-1$ (where n is the number of conditional attributes)
Step-3 if
\{
Some of the values of conditional attributes are the same and can be called Indiscernible.
\}
else
Reduct found
Step-4 end if
Step-5 end for
Step- 6 Continue steps 1 to 5 until no conditional attribute is left for analysis. So, the correlation technique has been used in the data set to find the number of dissimilar records. The correlation for the two-group data set was taken for 10 years in one instance and 9 years duration for another instance given.


Fig. 1. Regression plot for population

## International Journal on Recent and Innovation Trends in Computing and Communication

ISSN: 2321-8169 Volume: 11 Issue: 10
Article Received: 20 August 2023 Revised: 08 October 2023 Accepted: 21 October 2023

The figure- 1 describes the regression between years and death took over 9 years. Similarly, the next figure represents data randomly taken over 5 years, as described below.


Fig. 2. Regression plot of sample
Using the above correlation techniques, 6- different records are found, which are given as follows.

## F. Renaming of Conditional attributes

We have renamed the conditional attributes as $t$ for cardiac arrest, $u$ for Pulmonary Tuberculosis, HIV as v, Pneumonia as w , and Lungs infection as x , and do not consider General malaise as this is a common syndrome for all. $\langle\mathrm{t}, \mathrm{u}, \mathrm{v}, \mathrm{w}, \mathrm{x}\rangle$ consider conditional attributes and their values significant and insignificant as a and b. Similarly, 1 is the decision attribute and its values as agree and disagree as 1 and 2. The entire correlation table is given below as follows.

Table III. Initial Data Table after Correlation

| $\boldsymbol{K}$ | $\boldsymbol{t}$ | $\boldsymbol{u}$ | $\mathbf{v}$ | $\boldsymbol{w}$ | $\boldsymbol{x}$ | $\boldsymbol{l}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{K}_{1}$ | a | a | b | b | a | 1 |
| $\mathrm{~K}_{2}$ | a | a | a | b | a | 2 |
| $\mathrm{~K}_{3}$ | b | b | a | a | a | 2 |
| $\mathrm{~K}_{4}$ | b | b | b | a | a | 2 |
| $\mathrm{~K}_{5}$ | b | b | b | a | b | 2 |
| $\mathrm{~K}_{6}$ | a | b | a | a | b | 2 |

Using the Reduct algorithm, the following indiscernibility is calculated, e.g. $\operatorname{IND}(\mathrm{t})=\left\{\left\langle\mathrm{K}_{1}, \mathrm{~K}_{2}, \mathrm{~K}_{6}\right\rangle,\left\langle\mathrm{K}_{3}, \mathrm{~K}_{4}, \mathrm{~K}_{5}\right\rangle\right\}$. Similarly, we are finding indiscernibility for $\mathrm{u}, \mathrm{v}, \mathrm{w}$, and x , and we find indiscernibility for combining two attributes, three attributes, and 4 attributes, resulting in the following reduced set.

Table IV. Reduce Table

| Sl. No. | Reduct |
| :---: | :---: |
| 1 | $(\mathrm{t}, \mathrm{u}, \mathrm{v}, \mathrm{x})$, |
| 2 | $(\mathrm{t}, \mathrm{u}, \mathrm{v}, \mathrm{w})$, |
| 3 | $(\mathrm{t}, \mathrm{v}, \mathrm{x}, \mathrm{w})$, |
| 4 | $(\mathrm{u}, \mathrm{v}, \mathrm{x}, \mathrm{w})$, |
| 5 | $(\mathrm{u}, \mathrm{v}, \mathrm{w})\}$ |

Core in RST define as $\cap$ <Reduct>, In this work, Core $=\{(\mathrm{t}, \mathrm{u}, \mathrm{v}, \mathrm{x})\} \cap\{(\mathrm{t}, \mathrm{u}, \mathrm{v}, \mathrm{w})\} \cap\{(\mathrm{t}, \mathrm{v}, \mathrm{x}, \mathrm{w})\} \cap\{(\mathrm{u}, \mathrm{v}, \mathrm{x}, \mathrm{w})\} \cap$
$\{(\mathrm{u}, \mathrm{v}, \mathrm{w})\}=\mathrm{v}$. In this correlation approach, v is considered as HIV. In the next section, the strength of RST has been used to find the section of people vulnerable to HIV.

### 2.1.6 Algorithm finding the reduct using strength of RST

Step-1 For a given target set $S$ and given set of conditional attributes P and decision attribute R where S is the subset. (We have considered Boolean values for the target set, i.e., a subset of the decision attribute).
Step-2 The values of conditional attributes count are calculated, and then we find the count of the target set.
Step-3 for $\left(\mathrm{j}=1 ; \mathrm{j}<=\mathrm{n}, \mathrm{j}^{++}\right)$
We find the Z-values next, where n is the number of conditional attributes.
Z- values are the ratio of the count of conditional attributes to the count of the target set concerning their values.
If $Z>60$, we accept
else
reject
end if
end for
We collected 10,000 HIV cases only explained in Table V. We have renamed the conditional attributes as homosexual, lesbian, unprotected sex, drug addiction (those who use injection), and shaving without proper restriction as 12345 respectively and its values are significant and insignificant renamed as k and 1 . We have renamed the decision attributes as d, positive as 1 and negative as 2 .

Table v. HIV Information Table after Correlation

| $\mathbf{M}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{d}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{M}_{1}$ | K | k | l | l | K | 1 |
| $\mathrm{M}_{2}$ | K | k | k | 1 | K | 1 |
| $\mathrm{M}_{3}$ | L | 1 | k | k | K | 1 |
| $\mathrm{M}_{4}$ | L | 1 | 1 | k | K | 2 |
| $\mathrm{M}_{5}$ | L | 1 | 1 | k | L | 2 |
| $\mathrm{M}_{6}$ | K | 1 | k | k | L | 2 |

We have considered our target set as 1 taken from the decision attributes set. Next, using the algorithm, $\mathrm{M}=<\mathrm{M}_{1}, \mathrm{M}_{2}, \mathrm{M}_{3}, \mathrm{M}_{4}$, $\mathrm{M}_{5}, \mathrm{M}_{6}>$ are the 6 -dissimilar records. Finding strength $1(\mathrm{k})_{1}$ represents attribute is 1 value of the attribute is k target is $1=$ $2 / 3=66 \%$. Similarly, $2(\mathrm{k})_{1}=100 \%, 3(\mathrm{k})_{1}=66 \%, 4(\mathrm{k})_{1}=25 \%$, $5(\mathrm{k})_{1}=80 \%$, so attribute 4 has been dropped from the HIV information Table.

Table vi. Reduce hiv information Table after Correlation

| $\mathbf{M}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{5}$ | $\mathbf{d}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{M}_{1}$ | k | k | l | k | 1 |
| $\mathrm{M}_{2}$ | k | k | k | k | 1 |
| $\mathrm{M}_{3}$ | 1 | 1 | k | k | 1 |
| $\mathrm{M}_{4}$ | 1 | 1 | 1 | k | 2 |
| $\mathrm{M}_{5}$ | 1 | 1 | 1 | 1 | 2 |
| $\mathrm{M}_{6}$ | k | l | k | l | 2 |

From Table VI, we have developed a set of rules as follows:
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Rule- 1 if 1 value is $k, 2$ value is $k, 3$ value is 1 , and 5 value is $k$ then the decision is 1
Rule-2 if value $\langle 1,2,3,5\rangle$ is k the decision is 1
Rule-3 if value of $\langle 1,2\rangle$ is 1 and value of $\langle 3,5\rangle$ is $k$ then decision is 1
Rule-4 if value of $\langle 1,2,3\rangle$ is 1 and value of $\langle 5\rangle$ is $k$ then decision is 2
Rule-5 if values of $\langle 1,2,3,4,5\rangle$ is 1 then decision is 2
Rule- 6 if values of $\langle 1,3\rangle$ is $k$ and values $\langle 2,5\rangle$ is 1 then decision is 2
As the problem domain is very large and the diseases spread very fast, like they can be transmitted by various means, prediction of HIV is always challenging by conventional soft computing techniques. So, in the next section, we have formulated a mathematical model to find the growth of HIV infection efficiently due to several other parameters. This model is based on the HAM model and is effectively used for classification.

## III. DETECTION OF HIV BY USING MATHEMATICAL

MODELLING AND ROUGH SET


Fig. 3. Flow chart for Mathematical modelling

## A. Application of the HAM for solving a model for HIV infection

Several nonlinear mathematical models have been created to explain HIV infection. Perelson created a model for HIV infection in the human immune system in 1989 [41]. The populations of uninfected cells, infected cells, and free virus particles are the three variables in this model of viral transmission. In order to account for the four components of uninfected cells, latently infected cells, actively infected cells, and free virus particles, Perelson et al. [42] enlarged the model
of [41] and created a new model. Four ordinary differential equations might be used to define the proposed model. It was demonstrated that the model may imitate several of the clinically recognised symptoms of AIDS. The model provided in [42] was condensed by Culshaw and Ruan into a set of three ordinary differential equations under the premise that any infected cell may produce the virus. The Culshaw and Ruan model for HIV infection is approximately resolved by the homotopy analysis approach (HAM), which is introduced and improved in this paper. The model is presented below,

$$
\begin{align*}
& \frac{d T}{d t}=s-\mu_{T} T+g_{r} T\left(1-\frac{T+1}{T_{\max }}\right)-k_{1} V T \\
& \frac{d I}{d t}=k_{1}^{\prime} V T-\mu_{I} I \\
& \frac{d V}{d t}=N \mu_{b} I-k_{1} V T-\mu_{V} V m \tag{1}
\end{align*}
$$

where $T(t)$, the concentration of healthy cells, $I(t)$, infected cells, and $V(t)_{\text {free HIV at a time }} t . \mu_{T}, \mu_{I}, \mu_{B}, \mu_{V}$ Represent natural and blanket death rates, Lytic and death rates, respectively. $k_{1}, k_{1}^{\prime}$ represent the rate of infected cells with the virus and the rate of infected cells becoming active, $g_{r}$ growth rate $N$, number of virions produced $T_{\max }$, maximal concentration, $S$ source term, $T_{0}$ and cell concentration for HIV-negative persons.

## B. Solution Methodology

The semi-analytical homotopy analysis technique (HAM) for the resolution of linear/nonlinear ordinary/partial differential equations was initially introduced by Liao Shijun in 1992. The homotopy analysis approach produces a convergent series solution for linear/nonlinear systems by drawing on the notion of the Homotopy from topology. In this work, a nonlinear model has been considered, and this model's solution is calculated using HAM. This is possible by managing the system's nonlinearities with a homotopy-Maclaurin series. The HAM is an analytical approximation method developed for the age of computers, and its goal is to compute using functions instead of numbers. The homotopy approach is one of the most wellknown methods for solving nonlinear equations that many academics have looked into [43-46]. Pattnaik and his coresearchers [47-58] in different work had used different techniques, such as numerical methods like the $4^{\text {th }}$ order Runge-
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Kutta method with the shooting technique, and analytical methods like Laplace Transform method etc., to solve highly nonlinear differential equations. They have used similarity transformation methods in their research to convert higherorder nonlinear partial differential equations to highly nonlinear ordinary differential equations. This motivates us to use a novel method such as HAM to find analytical expressions of the socalled HIV model. However, just like other nonlinear analytical methods, analysis methodologies have their own set of limitations.

According to Liao, $\boldsymbol{N}[f(t)]=0$
$\mathscr{N}$ : nonlinear differential operator, with a linear operator, $\mathcal{L}$ which satisfies,

$$
\begin{equation*}
\mathcal{L}\left[f_{0}(t)\right]=0 \tag{3}
\end{equation*}
$$

Here, choices of the linear operator are vital as the solution should satisfy the initial and boundary conditions.
Fundamentals of Homotopy analysis given as follows
$H(\phi(t, r) ; r)=(1-r) \mathcal{L}\left[\phi(t, r)-f_{0}(t)\right]+q \mathcal{N}[\phi(t, r)]$
with homotopy parameter $(r)$.
For $r=0$,
$H(\phi(t, 0) ; 0)=\mathcal{L}\left[\phi(t, 0)-f_{0}(t)\right]=0$
i.e., $\phi(t, 0)=f_{0}(t)$
and for $r=1$,
$H(\phi(t, 1) ; 1)=\mathscr{N}[\phi(t, 1)]=0$
with $\phi(t, 1)$ is the solution $\mathcal{N}[\phi(t, 1)]$.
Now introducing the auxiliary parameter $\hbar$ and the auxiliary function $H(t)$,
$H(\phi(t, r) ; r)=(1-r) \mathcal{L}\left[\phi(t, r)-f_{0}(t)\right]+r \hbar H(t) \mathcal{N}[\phi(t, r)]$

For $H=0$, generalized Homotopy can be obtained. The use of the auxiliary parameter $\hbar$ should be adjusted to get the convergence of the solution. Auxiliary function $H(t)$ is used to ensure homotopy results in the solution process.
The procedure can be defined as follows:

1. A solution of the form can be assumed as,
$\phi(t, 1)=f_{0}(t)+\sum_{m=1}^{\infty} \frac{1}{m!}\left(\frac{\partial^{m} \phi(t, r)}{\partial r^{m}}\right)_{r=0} r^{m}$

In particular, Eqn. (8) Taylor series expansion of the solution about the embedding parameter $r$.
2. Individual terms in the series solution can be calculated using $v_{m}(t)=\frac{1}{m!}\left(\frac{\partial^{m} \phi(t, r)}{\partial r^{m}}\right)_{r=0}$, which can be differentiated to get the generalized homotopy $m$ - times $r$. So, deformation equations can take the form,
$L\left[v_{m}(t)-\chi_{m} v_{m-1}(t)\right]=\hbar H(t) R_{m}\left(\bar{v}_{m-1}\right) \quad$ subject $\quad$ to $v_{m}(0)=0$
where, $R_{m}\left(\bar{v}_{m-1}\right)=\frac{1}{(m-1)!}\left(\frac{\partial^{m-1} N[\phi(t, r)]}{\partial r^{m-1}}\right)_{q=0}$
$\chi_{m}=\left\{\begin{array}{l}0, m \leq 1 \\ 1, \text { otherwise }\end{array}\right.$
$v_{m}(t)$ is then the solution to (8) and
$\bar{v}_{n}=\left\{v_{0}(t), v_{1}(t), \ldots ., v_{n}(t)\right\}$
3. The choice $\hbar_{\text {is determined by plotting the } l^{\text {th }} \text { derivative, }}^{\text {d }}$, $t=0$ which shows an essentially horizontal variation on some interval. Choice $\hbar_{\text {can }}$ be adjusted from this interval to get the convergent solution.

## C. Algorithms

Step 1: Guess the initial choice.
Step 2: Guess the linear operator.
Step 3: Find a homogeneous solution $f^{h}$ using a linear operator.
Step 4: Compute a particular solution $f_{m}^{p}$.
Step 5: Then, the total solution is the sum of the homogeneous solution and particular solution, $f=f^{\hbar}+f_{m}^{p}$
Step 6: Compute a particular solution by using initial conditions.
$(\hbar)$ for
Step 7: Adjust control convergence parameter convergent solution.
Step 8: Put the value $(\hbar)$ in step 6 to find the final solution.

## $3.4 \quad$ Solution of HIV model

To achieve numerical solution for the above problems this studies uses HAM,
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$T(t)=T_{0}, I(t)=I_{0}, V(t)=V_{0}$, at $t=0$
$\mathcal{C}_{T}=\frac{d T}{d t}, \mathcal{L}_{1}=\frac{d I}{d t}, \mathcal{L}_{V}=\frac{d V}{d t}$,
with the following properties:
$\mathcal{L}_{T}\left(c_{1}\right)=\mathcal{L}_{1}\left(c_{2}\right)=\mathcal{L}_{V}\left(c_{3}\right)=0$
where $c_{1}, c_{2} c_{3}$ and constants.
Now defining the nonlinear parameter as
$\mathcal{N}_{T}[\tilde{\hat{T}}(t, r) \tilde{\hat{I}}(t ; r), \tilde{\hat{V}}(t ; r)]=\left\{\begin{array}{l}\frac{\partial \tilde{\hat{T}}(t ; r)}{\partial t}-\left(g_{r}-\mu_{r}\right) \tilde{\hat{T}}(t ; r)+\frac{g_{r}}{T_{\text {max }}}(\tilde{\hat{T}}(t ; r))^{2} \\ -s+\frac{g_{r}}{T_{\text {max }}} \tilde{\hat{T}}(t ; r) \tilde{\hat{I}}(t ; r)+K_{1} \tilde{\hat{V}}(t ; r) \tilde{\hat{T}}(t ; r)\end{array}\right.$
$\mathcal{N}_{I}[\tilde{\hat{T}}(t ; r) \tilde{\hat{I}}(t ; r), \tilde{\hat{V}}(t ; r)]=\frac{\partial \tilde{\hat{I}}(t ; r)}{\partial t}-K_{1}^{\prime} \tilde{\hat{V}}(t ; r) \tilde{\hat{T}}(t ; r)+\mu_{l} \tilde{\hat{I}}(t ; r)$,
$\mathcal{N}_{v}[\tilde{\hat{T}}(t, r), \tilde{\hat{I}}(t, r), \tilde{\hat{V}}(t, r)]=\frac{\partial \tilde{\hat{V}}(t, r)}{\partial t}-n \mu_{b} \tilde{\hat{T}}(t, r)+K_{1} \tilde{\hat{V}}(t, r) \tilde{\hat{T}}(t, r)+\mu_{v} \tilde{\hat{V}}(t, r)$,
we can obtain,
$(1-r) \mathcal{L}_{T}\left[\tilde{\hat{T}}(t ; r)-T_{0}(t)\right]=r \hbar H_{T}(t) \mathscr{N}_{T}[\tilde{\hat{T}}(t ; r), \tilde{\hat{I}}(t ; r), \tilde{\hat{V}}(t ; r)]$,
$(1-r) \mathcal{L}_{1}\left[\tilde{I}(t ; r)-I_{0}(t)\right]=r \hbar H_{I}(t) \mathcal{N}_{I}[\tilde{\hat{T}}(t ; r), \tilde{\hat{I}}(t ; r), \tilde{\hat{V}}(t ; r)]$,
(20)
$(1-r) \mathcal{L}_{V}\left[\tilde{\hat{V}}(t ; r)-V_{0}(t)\right]=r \hbar H_{V}(t) \mathscr{N}_{V}[\tilde{\hat{T}}(t ; r), \tilde{\hat{I}}(t ; r), \tilde{\hat{V}}(t ; r)]$,

The homotopy equations can be,
$\tilde{\hat{T}}=T_{0}, \tilde{\hat{I}}=I_{0}, \tilde{\hat{V}}=V_{0}$, for $\left.r=0\right\}$
$\tilde{\hat{T}}=T, \tilde{\hat{I}}=I, \tilde{\hat{V}}=V, \quad$ for $r=1\}$
where $T, I, V$ are the exact solutions of model (1).
Using the Taylor series respect to $r$, one can write,
$\tilde{\hat{T}}(t ; r)=T_{0}(t)+\sum_{m=1}^{\infty} \frac{1}{m!}\left(\frac{\partial^{m} \tilde{\hat{T}}(t ; r)}{\partial r^{m}}\right)_{r=0} r^{m}$,

$$
\begin{align*}
& \tilde{\hat{I}}(t ; r)=I_{0}(t)+\sum_{m=1}^{\infty} \frac{1}{m!}\left(\frac{\partial^{m} \tilde{\hat{I}}(t ; r)}{\partial r^{m}}\right)_{r=0} r^{m},  \tag{24}\\
& \tilde{\hat{V}}(t ; r)=V_{0}(t)+\sum_{m=1}^{\infty} \frac{1}{m!}\left(\frac{\partial^{m} \tilde{\hat{V}}(t ; r)}{\partial r^{m}}\right)_{r=0} r^{m}, \tag{25}
\end{align*}
$$

All the above series are convergent with some particular values of an auxiliary parameter $\boldsymbol{\hbar}$. Differentiating (19) - (21) mtimes concerning $r$ and dividing by $m$ ! then setting $r=0$, one can get,
$\mathcal{L}_{T}\left[T_{m}(t)-\chi_{m} T_{m-1}(t)\right]=\hbar_{T} R_{m, T}\left(\vec{T}_{m-1}, \vec{I}_{m-1}, \vec{V}_{m-1}\right) H_{T}(t)$,
$\mathcal{L}_{1}\left[I_{m}(t)-\chi_{m} I_{m-1}(t)\right]=\hbar_{I} R_{m, I}\left(\vec{T}_{m-1}, \vec{I}_{m-1}, \vec{V}_{m-1}\right) H_{I}(t)$,
$\mathcal{L}_{V}\left[V_{m}(t)-\chi_{m} V_{m-1}(t)\right]=\hbar_{V} R_{m, T}\left(\vec{T}_{m-1}, \vec{I}_{m-1}, \vec{V}_{m-1}\right) H_{V}(t)$,
where
$T_{m}=\frac{1}{m!}\left(\frac{\partial^{m} \tilde{\hat{T}}(t ; r)}{\partial r^{m}}\right)_{q=0}, I_{m}=\frac{1}{m!}\left(\frac{\partial^{m} \tilde{\hat{I}}(t ; r)}{\partial r^{m}}\right)_{r=0}, V_{m}=\frac{1}{m!}\left(\frac{\partial^{m} \tilde{\hat{V}}(t ; r)}{\partial r^{m}}\right)_{r=0}$
with initial conditions

$$
\begin{equation*}
T_{m}(0)=I_{m}(0)=V_{m}(0)=0 \tag{30}
\end{equation*}
$$

where

$$
R_{m, T}(t)=\left\{\begin{array}{l}
\frac{d T_{m-1}(t)}{d t}+\left(\mu_{T}-g_{r}\right) T_{m-1}(t)+\frac{g_{r}}{T_{\max }} \sum_{i=0}^{m-1} T_{i}(t) T_{m-1-i}  \tag{31}\\
+\frac{g_{r}}{T_{\max }} \sum_{i=0}^{m-1} T_{i}(t) I_{m-1-i}(t)+K_{1} \sum_{i=0}^{m-1} T_{i}(t) V_{m-1-i}(t)-\left(1-\chi_{m}\right) s
\end{array}\right.
$$

$R_{m, I}(t)=\frac{d I_{m-1}(t)}{d t}-K_{1}^{\prime} \sum_{i=0}^{m-1} V_{i}(t) V_{m-1-i}(t)-\left(1-\chi_{m}\right) s+\mu_{l} I_{m-1}(t)$,

$$
\begin{equation*}
R_{m, V}(t)=\frac{d I_{m-1}(t)}{d t}-N \mu_{b} I_{m-1}(t)+\sum_{i=0}^{m-1} V_{i}(t) T_{m-1-i}(t)+\mu_{I} V_{m-1}(t), \tag{32}
\end{equation*}
$$

Using $H_{T}(t)=H_{I}(t)=H_{V}(t)=1$, the solution of the $\mathrm{m}^{\text {th }}-$ order deformation Eqs. (31) - (33).

For $m \geq 1$ becomes,
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$T_{m}(t)=\chi_{m} T_{m-1}(t)+\hbar_{T} \int_{0}^{t} R_{m, T}(\tau) d \tau$,
$I_{m}(t)=\chi_{m} I_{m-1}(t)+\hbar_{I} \int_{0}^{t} R_{m, I}(\tau) d \tau$,
$V_{m}(t)=\chi_{m} V_{m-1}(t)+\hbar_{V} \int_{0}^{t} R_{m, V}(\tau) d \tau$,
Now, three-term approximations for $T_{t}, I_{t}$ and $V_{t}$ are expressed below.

$$
T(0)=1000, T(1)=-2.002400 \times 10^{2} \hbar_{T} t
$$

$T(2)=\hbar_{T}\left(10 t+290880 \hbar_{T} t^{2}\right)-2 \hbar_{T}^{2}\left(2.2400 t+999197.6 t^{2}\right)-2.673071 \times 10^{9} \hbar_{T}^{3} t^{3}$
Now, the iterations $I_{i}$ are,
$I(0)=0, I(1)=200000 \hbar_{l} t$,
$I(2)=\hbar_{I}^{2}\left(200000 t-2.60000 t^{2}\right)-2.002400 \times 10^{10} \hbar_{T} \hbar_{I} t^{2}$
Now, the iterations $V_{i}$ are,
$V(0)=1000, V(1)=-2424 \hbar_{V} t$,
$V(2)=1000 \hbar_{V} t^{2}\left(2.402880 \times 10^{10} \hbar_{T}+1.200 \hbar_{I}\right)-\hbar_{V}^{2}\left(2424 t-2908.800 t^{2}\right)$


Fig. 4. $\hbar_{T}$ curve of healthy cells at time t


Fig. 5. $\hbar_{I \text { curve of infected cells at time } t}$


Fig. 6. $\hbar_{V}$ curve of virus-free cells at time t

From the above graph, we calculate the control convergence parameters

$$
\hbar_{T}=0.835851, \hbar_{I}=-0.836583, \hbar_{V}=-0.838172
$$ values.

Using all these control convergence parameters, one can get,

$$
T=\left\{\begin{array}{l}
1000-16.93757 t+113.7495 t^{2}-5.187718 t^{3}+8.755704 \times 10^{6} t^{4} \\
+3.471499 \times 10^{10} t^{5}+7.981955 \times 10^{11} t^{6}+4.021058 \times 10^{13} t^{7} \\
+5.910754 \times 10^{18} t^{8}-9.854850 \times 10^{23} t^{9}-1.504150 \times 10^{27} t^{10} \\
+1.227423 \times 10^{32} t^{11}+1.509346 \times 10^{37} t^{12}-9.479148 \times 10^{43} t^{13} \\
-5.975036 \times 10^{48} t^{14}+3.773786 \times 10^{53} t^{15}
\end{array}\right.
$$

$$
I=\left\{\begin{array}{l}
-4.647852 \times 10^{6} t-2.572950 \times 10^{6} t^{2}+2.040757 \times 10^{7} t^{3}  \tag{37}\\
-7.17647 \times 10^{9} t^{4}-1.184875 \times 10^{17} t^{5}+2.209217 \times 10^{22} t^{6} \\
+1.027699 \times 10^{27} t^{7}-1.217037 \times 10^{32} t^{8}
\end{array}\right.
$$
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$V=\left\{\begin{array}{l}1000+5.597767 \times 10^{4} t+4.127067 \times 10^{3} t^{3}-3.023513 \times 10^{3} t^{3} \\ +1.006857 \times 10^{3} t^{4}+1.484094 \times 10^{16} t^{5}-2.656095 \times 10^{22} t^{6} \\ -1.235581 \times 10^{27} t^{7}+1.463219 \times 10^{32} t^{8}\end{array}\right.$
(39)


Fig. 7. Execution of Concentration of Healthy Cells with time $t$


Fig. 8. Execution of Infected cells with time $t$


Fig. 9. Execution of free HIV with time $t$

## IV. STATISTICAL VALIDATION

We have used a one-dimensional statistical test to validate our claim with an observed sample taken from various parts of our state.
$\mathrm{H}_{0}$ : All the analytical solutions using the HAM method and RST have a significant error margin.
$\mathrm{H}_{\mathrm{a}}$ : All the analytical solutions using the HAM method and RST have marginal error.
Here $\mathrm{H}_{0}$ and $\mathrm{H}_{\mathrm{a}}$ are null hypothesis and alternate hypothesis..

The samples are in numeric form.
Observed samples: $10,25,25,20,20,25,25,25,15,10$
Expected value: 50, 10, 10,10,10,10,40,50,5,5

$$
\chi^{2}=\sum \frac{\left(\mathrm{O}_{\mathrm{i}}-\mathrm{E}_{\mathrm{i}}\right)^{2}}{\mathrm{E}_{\mathrm{i}}}=162.625, \text { with a p-value of } 0.001,
$$

## V. CONCLUSION AND FUTURE SCOPE

We have used two standard techniques, RST \& HAM. Using RST, we have concluded that HIV may spread rapidly in future. Further this study consider 100,000 records using two correlation techniques, one for the population and another for the sample; we have got 6 dissimilar records applying the RST (Reduct) technique we got HIV is the most significant medical problem that needs to be taken care of. Then we use RST strength to find a set of symptoms for HIV. Although we have got HIV symptoms by using RST but still needs further analysis as RST was useful for inaccurate data but did not give any analytical solution to overcome this problem, we are using HAM.
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