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Abstract—Malware is a serious threat being posed and it has been a continuous process of protecting the systems from existing and new 

malware variants by defining new approaches for malware detection .In this process malware samples are first analyzed to understand the 

behavior of the vulnerable samples and accordingly statistical methods are defined for malware detection. Many approaches are defined for 

understanding the behavior of malware executables which are broadly classified in to static and dynamic assessments. The static analysis can 

only be used for identifying the existing types of malware but code obfuscation has made it complex to identify the variants of existing malware. 

To counter the code obfuscation the dynamic analysis of malware is prioritized over static analysis where the malwares are analyzed by running 

them in an emulated environment to understand the intent of the samples. As there is an acute need of developing a more precise and accurate 

approach for malware detection, this paper contributes in the above said direction where we proposed a novel measure to estimate malware by 

exploiting the malicious intent of executables. It is a machine learning approach where the knowledge is acquired from the existing malicious 

executable and the same knowledge is used to estimate the new variants of the existing malware. The proposed statistical approach can be used 

to improve the scalability, accuracy and robustness. It also defends against zero day exploits. 
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I.  INTRODUCTION 

All manuscripts must be in English. These guidelines include 

complete descriptions of the fonts, spacing, and related 

information for producing your proceedings manuscripts. Please 

follow them and if you have any questions, direct them to the 

production editor in charge of your proceedings at Conference 

Publishing Services (CPS): Phone +1 (714) 821-8380 or Fax +1 

(714) 761-1784. 

This template provides authors with most of the formatting 

specifications needed for preparing electronic versions of their 

papers. All standard paper components have been specified for 

three reasons: (1) ease of use when formatting individual papers, 

(2) automatic compliance to electronic requirements that 

facilitate the concurrent or later production of electronic 

products, and (3) conformity of style throughout a conference 

proceedings. Margins, column widths, line spacing, and type 

styles are built-in; examples of the type styles are provided 
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throughout this document and are identified in italic type, within 

parentheses, following the example. PLEASE DO NOT RE-

ADJUST THESE MARGINS. Some components, such as multi-

leveled equations, graphics, and tables are not prescribed, 

although the various table text styles are provided. The formatter 

will need to create these components, incorporating the 

applicable criteria that follow. 

II. RELATED WORK 

Many methods were proposed for malware detection and the 

majority of them used features extracted from API. The method 

proposed by Mamoun Alazab et al. [7] is also based on features 

extracted from the APIs which performs analysis of the features 

automatically for identifying the hidden malicious actions. Bot 

traffic that can be used to find command and control 

connections is being proposed in [8]. Machine learning methods 

for identifying and separating the benign and malicious samples 

was proposed in [9]. An in-depth look at semantic features like 

the programme instruction matrix and address references was 

described in [10]. 

Detection of malware using graphical representation of 

instruction traces is proposed in [11], [12] where in the graph 

each instruction is shown as a vertex and multiple graphs are 

combined for developing the best similarity matrix among the 

graphs which is in turn used for classification. In [13], n-grams 

from features and API are derived. SVM was used to model API 

features, and NN was used to model n-grams. Later, D-S theory 

is used to combine the results of classifiers. There was an 

accuracy rate of 98.73 percent based on this. malevolent 

programmers have been around for a while, have been making 

malware that automatically makes more copies of itself. The 

properties of a few malware variants from the same family 

frequently overlap. Nevertheless, in order to identify and 

categorize malware from various families, [14] produced a 

picture out of the intrusion code. After that, the image was 

divided into graph entropy. To compare the similarity of two 

graphs, it used the similarity of updated histograms [15]. The 

models’ accuracy was very high, however they were not very 

efficient.  

API call sequences are used in the proposed method where 

features are n gram call sequences. Since there is some noise in 

the call sequence, the call sequence similarity comparison is 

only roughly accurate and frequently fails. Here we prefer 2 

gram sequences as features In order to reduce the impact of call 

sequence noise, our proposed scale chooses 2 gram sequences 

as features as opposed to the call sequence similarity 

comparison, which favors n-gram sequences. As a result, our 

suggested approach can detect malicious sequences when there 

is noise influence. 

III. MEASURING THE FEATURE IMPACT 

In the process of using API call sequencing for malware 

detection, we extracted 2 gram sequences as features and then 

the best of the features are identified using sequential floating 

search method[17][18]. Afterward, the effects of each feature 

and call sequence of the specified malicious and benign samples 

are measured using bipartite graphs [14][16]. The identified 

impact values can be used to judge whether a sample is 

malicious or benign. The given data set is partitioned in to two 

sets based on their Boolean values where one set contains the 

call sequence records which are benign and other set contains 

those records which are malicious. Then this data set is used for 

measuring the impact of the features for judging whether a new 

sample is malicious or benign. 

A. Using API Call sequences 

In order to measure the Feature impact the training data set 

containing the call sequences is partitioned into two sets 

MC=mc1,mc2,mc3. . . . . . . . . mcn and 

BC=bc1,bc2,bc3. . . . . . . . . . . . . . . bcn 

Now each two distinct consecutive calls are treated as features 

and they are represented as MF and BF  

MF= mf1,mf2,mf3,mf4. . . . . . . . . . . . . . . . . . mfn are the features 

found in MC where we treated two unique calls in sequence as 

malicious features BF= bf1,bf2,bf3,bf4. . . . . . . .. . . . . . . . . . bfn 

are the features found in BC where we treated two unique calls 

in sequence as benign features. 

B. Optimal Feature Selection 

Sequential floating search method is used for selecting the 

optimal features where the size of best feature set increases as 

new features are added and it decreases when worst of it are 

removed. A feature is considered as best feature when it has 

majority appearances in MC and minimum appearances in BC. 

Similarly, a feature is considered as worst feature if it has 

majority appearances in BC and minimum appearances in MC. 

The Sequential floating search method removes the worst 

features. 

C. Measuring the Feature confidence and Call sequence 

confidence 

In order to measure the feature impact first we need to measure 

the feature pair correlation which helps in identifying the 

confidence of a feature towards a call sequence and then this 

confidence value is used to measure the confidence of every 

feature characteristic with respect to a call sequence of MC and 

BC. It also helps in measuring the confidence of each call 

sequence. Finally, the effectiveness of each feature in malicious 

and benign sets is evaluated using the feature confidence and 

call sequence confidence. 
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1) Measuring Feature pair correlation : 

By dividing the number of harmful call sequences that 

contain both features by the overall number of malicious call 

sequences, one may determine the correlation between the 

feature pairs. Similar to this, the feature pair correlation for each 

pair of two calls in a sequence will be calculated as the 

proportion of benevolent call sequences that contain both 

characteristics to all benevolent call sequences. 

 

2) Measuring feature to call sequence confidence : 

The sum of the correlation between each pair of 

features that contain a feature divided by the total number of 

features is the feature confidence of each call sequence of MC 

and BC. 

 

3) Measuring call sequence confidence: 

The call sequence confidence of MC and BC is the sum 

of the confidence of all the features found in MC divided by the 

total number of features found in MC. This is how it is 

measured. 

In a similar vein, the confidence for every call 

sequence in BC is calculated by adding the confidence of each 

feature toward each individual call sequence and dividing the 

result by the overall number of features identified in BC. 

4) Measuring feature impact: 

The difference between the aggregated confidence of 

call sequences that contain a given feature and the aggregated 

confidence of all call sequences discovered in MC is now used 

to calculate the feature effect of MC and BC.  

The aggregate confidence of call sequences that 

include each individual feature is divided by the aggregate 

confidence across all call sequences discovered in BC to get the 

feature impacts of BC. 

5) Measuring call sequence impact: 

The impact of call sequence of every call sequence in 

MC is calculated as the sum of all the features that are present 

in the particular call sequence divided by the sum of all the 

features present in MF.  

Similar to this, the aggregate impact of all features 

found in each call sequence of BC can be calculated by dividing 

the aggregate impact of all features present in every call 

sequence by the aggregate impact of all features present in BF. 

IV. EXPERIMENTAL STUDY 

The experimental research was conducted on CSDMC2010 API 

[15] which contained 388 call sequences which are mentioned 

as 1 (malign call sequence) and 0(benign call sequence). As to 

measure the feature impact, 70% of malign and benign call 

sequences of the total dataset is used. The rest 30% call 

sequences are not labeled and used to measure the accuracy of 

detecting the malware. Feature impact and call sequence impact 

can be used to detect malware, and the results are shown in 

Table 1. 

Malicious Call Sequence   90 

Benign Call Sequence 27 

True Positives 89 

True Negatives  24 

False Positives  3 

False Negative  1 

Accuracy 0.98988 

Sensitivity  0.9888 

Specificity  0.8888 

Table 1 

PREDICTION STATISTICS 

 

Based on all 117 call sequences, the projected ESMP’s 

importance was evaluated. There are 27 benign call sequences 

and 90 detrimental call sequences among them. 89 call 

sequences from the input call sequences evaluated by the 

suggested approach are true positives. 1 call sequence was false 

positive, 24 call sequences were true negatives, and 3 call 

sequences were false negatives. Hence the sensitivity obtained 

is 0.98 and specificity obtained is 0.88 and hence the accuracy 

is 0.98. These statistics show that the proposed method could be 

used to get a 98 percent rate of success with it. 

V. CONCLUSION 

What the model does is as follows: The training set of harmful 

and benign call sequences is examined using the two-gram call 

sequences as features. Then, a sequential floating forward 

search is used to identify the best characteristics. The influence 

of these top attributes and associated call sequences are then 

utilized to search for malware.The experimental study shown 

the accuracy as 97%. This work can be extended to define the 

exploratory scale for malware detection. 
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