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Abstract— Lung diseases or otherwise called respiratory diseases are airborne diseases that affect the lungs and the other tissues of the 

lungs. Tuberculosis, Coronavirus Disease 2019 (COVID-19), and Pneumonia are a few instances of lung diseases. If the lung disease is 

diagnosed and treated in the initial stage, the chances of recovery rate and long-term survival rates can be increased. Usually, lung disease is 

identified by Chest X-Ray (CXR) image examination, skin test, sputum sample test, Computed Tomography (CT) scan examination, and blood 

test. Because of its non-invasive and convenient evaluation for overall outcomes of the chest situation, Lung disease can be detected by 

specialized radiologists on CXR images. In recent times, Deep Learning (DL) applies to medical images for disease detection and has proved 

an effective technique for detecting disease. The recent advancement of DL supports the detection and classification of lung diseases in 

medicinal imaging. This article presents an Automated Lung Disease Detection Using Quantum Glowworm Swarm Optimization with Quasi 

Recurrent Neural Network (QGSO-QRNN) model on CXR imaging. The presented QGSO-QRNN technique focuses on the identification of 

lung diseases using DL concepts. To accomplish this, the presented QGSO-QRNN technique initially performs image pre-processing by the 

use of the Gaussian Filtering (GF) technique. Besides, the Faster SqueezeNet approach is exploited for feature vector generation. Finally, the 

QRNN model is applied for precise classification of lung diseases with the QGSO technique as a hyperparameter optimizer. The investigational 

assessment of the QGSO-QRNN technique is examined by employing standard medical datasets and the outputs display the promising 

performance of the QGSO-QRNN technique over other existing techniques by means of diverse measures. 
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I.  INTRODUCTION 

Pulmonary ailment is one among the familiar diseases 

around the globe and this comprises COVID-19, tuberculosis, 

chronic obstructive lung ailment, asthma, pneumonia, fibrosis, 

etc. Sensible analysis of these lung diseases is very crucial [1]. 

The consequences of these diseases on well-being are hastily 

growing due to the modifications to the atmosphere, lifestyle, 

climatic variations, and further aspects. The dangers associated 

with these lung diseases are tremendous, particularly in 

emerging and low-middle-income nations, where persons in 

million are fronting scarcity and air contamination [2]. 

According to the assessment of WHO, more than 4 million 

premature loss of life happens per annum ranging from domestic 

air pollution-associated diseases that include pneumonia, and 

asthma. Henceforth, it becomes essential to take the required 

steps to reduce carbon emanation and air pollution [3]. It is also 

crucial to adopt effective diagnostic methods that can support in 

discovering lung diseases. Earlier valuation and analysis can 

substantially diminish lung diseases' life-threatening nature and 

advance the suffering patients’ value of life [4]. In recent 

medical image techniques, imaging assessments are 

tremendously influential utensils that can help physicians in 

diagnosing a variety of conditions. The utmost generally used 

image techniques are CT, and CXR imaging. These are 

analytical tools in allowing physicians to look at the internal 

structure of the human body by not involving surgery [5]. 

Discovering pulmonary ailment is presently accomplished by a 

professional radiologist through CXR image inspection because 

of its non-invasive valuation and comfort for total discoveries of 

the chest conditions in short. This is also appropriate for 

inspection follow-ups as disease variations can be detected more 
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initially and effortlessly [6]. Still, there was a prevalent human 

mistake that might be produced by the misconception of CXR 

images because of the convolutional anatomical structures of the 

chest. Hence, Computer Aided Diagnosis structure (CAD) is 

used in assisting radiologists to solve clinical verdicts with 

accurate analysis and in minimizing mistakes [7].  

Lately, CAD frameworks support a swift, automatic analysis 

employing Graphical Processing Unit (GPU) by processing 

medical images. In our best intelligence, DL, and Machine 

Learning (ML) style has been employed in several CAD 

frameworks and the applications of several medical imaging like 

lung diseases [8]. Recently, Convolutional Neural Networks 

(CNNs) have generated the most capable outcomes in 

categorizing radiological images. CNNs are DL algorithms that 

are employed in several applications, including the cataloguing 

of images. These merits have inspired our attempt in 

recommending a DL model for the diagnosis of lung diseases. 

The hyperparameters of CNN have a crucial impact on the 

performance of the network due to their direct control over the 

training method [9]. Selecting a suitable hyperparameter act as a 

crucial part of the CNN training. For example, in case of a low 

learning rate, there is a possibility of the network losing critical 

information in the data. On the contrary, in case of a high 

learning rate, this may lead the model to converge very fast [10]. 

Hence, for appropriate training and maximum performance 

outcomes, there comes a requirement of optimizing the 

hyperparameters of CNNs. 

This article presents an Automated Lung Disease Detection 

Using Quantum Glowworm Swarm Optimization with Quasi 

Recurrent Neural Network (QGSO-QRNN) model on CXR 

imaging. The presented QGSO-QRNN technique focuses on the 

identification of lung diseases using DL concepts. To 

accomplish this, the presented QGSO-QRNN technique initially 

performs image pre-processing by the use of the Gaussian 

Filtering (GF) technique. Besides, the Faster SqueezeNet 

approach is exploited for feature vector generation. Finally, the 

QRNN model is applied for precise classification of lung 

diseases with the QGSO technique as a hyperparameter 

optimizer. The investigational assessment of the QGSO-QRNN 

technique is examined by employing standard medical datasets. 

II. RELATED WORKS 

In [11], the authors devised a new lung disease prediction 

structure utilizing a hybrid bidirectional LSTM (BiDLSTM)-

Mask Region-Based CNN (Mask-RCNN) technique. For 

optimizing the convergence issues and scalability in the Mask-

RCNN method, the Crystal technique was utilized. Utilizing the 

BiDLSTM method, long-ranging dependency for pulmonary 

ailment anticipation was done, this BiDLSTM was linked to the 

FC layer of the Mask RCNN approach. Kim et al. [12] 

introduced a DL technique using a TL method for executing the 

classification process of lung disease on CXR imageries for 

enhancing the accuracy and efficiency of CADs’ diagnostic 

performances. This technique refers to a 1-step, comprehensive 

learning that indicates that raw CXR imaging are given as an 

input straightly into a DL method (Efficient Net v2-M) to derive 

their significant attributes in finding ailment classes. 

Ravi et al. [13] devise a multichannel DL methodology for 

detecting lung disease by employing CXRs. The EfficientNetB2, 

EfficientNetB0, and EfficientNetB1 pretrained models are few 

multichannel methods utilized. The Efficient Net methods were 

merged. Then, the merged features were sent into multiple non-

linear FC layers. Eventually, for lung disease detection, features 

are sent into a stacked ensemble learning classifier. The SVM 

and RF are inherent in a stacked ensemble learning classifier in 

the initial phase and LR in the next phase for detecting 

pulmonary diseases. Kabiraj et al. [14] devised a CXR-Ultranet 

to identify and classify 13 thoracic lung diseases from CX-ray 

by multi-class cross-entropy loss function over compound 

scaling structure by employing EfficientNet as baseline. 

 In [15], the authors presented a DL structure for multi-class 

classification of Tuberculosis, Pneumonia, and most recently 

COVID-19 Lung Cancer, and Lung Opacity. For classification, 

the authors used a pre-trained model, VGG19 following 3 blocks 

of CNN as an FC and feature extraction network at the 

classification phase. In [16], the authors built a multi-scale 

adaptive RNN (MARnet) for finding CXR imagery of 

pulmonary ailments. For making better model for image feature 

extraction, the authors cross-transfer the data derived by residual 

block and data derived by the adaptive framework to diverse 

layers, evading the lessening effects of residual structures on 

adaptive function. 

III. THE PROPOSED MODEL 

In this research, we have presented a new QGSO-QRNN 

model for recognizing and classifying lung ailments on the CXR 

imaging. It encompasses a sequence of procedures namely GF-

based pre-processing, Faster SqueezeNet-based feature 

extractor, QGSO-based tuning process, and QRNN-based 

classifying. Fig. 1 shows the comprehensive procedure of the 

QGSO-QRNN method.  
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A. Image Pre-processing 

 

 

Figure 1.  Overall procedure of the QGSO-QRNN approach  

Mainly, the proposed QGSO-QRNN method initially pre-

processed the input imaging via the GF method. It is a linear 

smooth filter, in which the weight was chosen for smoothing 

effort dependent upon Gaussian function summary [17]. GF in 

the non-stop space and is resolved with outcome equation as, 

ℎ(𝑚, 𝑛) = (
1

√2𝜋𝜎
𝑒

−
𝑚2

2𝜎2) × (
1

√2𝜋𝜎
𝑒

−
𝑛2

2𝜎2)            (1) 

In 1-D GF is impulse response, 

𝑔(𝑥) = √
𝑎

𝜋
𝑒−𝑎𝑥2

                          (2) 

This equation is also formulated by the Standard Deviation 

(SD) as a parameter. 

𝑔(𝑥) =
1

√2𝜋. 𝜎
𝜀

𝑥2

2𝜎2                          (3) 

Although, the SDs are stated in their physical units, i.e., time 

and frequency by means of seconds and Hertz. 

B. Feature Extraction 

In this research, the Faster SqueezeNet approach is utilized 

for effectually generating the feature vector. The Faster 

SqueezeNet was suggested to enhance the classifier achievement 

of the electronic module [18]. Further, BatchNorm and the 

remaining frameworks are used for preventing overfitting. As 

DenseNet, it Simultaneously utilizes concat for interconnecting 

different layers to enhance the primary layer’s expressiveness 

from the networking. The Fast SqueezeNet has global average 

pooling, a single BatchNorm layer, three-block layers, and 4 

complex layering. The Fast SqueezeNet is enhanced mainly in 

the succeeding way: For improving the flow of data amid layers, 

it imitates DenseNet architecture and presents dissimilar mode 

of connection. It has a pooling layer and a fire unit, and 

ultimately, the 2 concat layering’s were related with the 

subsequent complex layers. The current layer attains every 

feature mapping of the prior layer, and it is employed 

[𝑥0, … , 𝑥𝑙−1] as input value; and then, 𝑥𝑙  is illustrated as: 

𝑥𝑙 = 𝐻𝑙  ([𝑥0, 𝑥1, … , 𝑥𝑙−1])                       (4) 

where [𝑥0, 𝑥1, … , 𝑥𝑙−1] indicates the relation of the feature 

graph generated from the layer range {0,1, … , 𝑙 − 1}  and 𝐻𝑙  

incorporate various input values. By not improving network 

parameters, the efficacy of the networking has enhanced from 

the initial phases, and concurrently, some 2-layer networks are 

directly connected to data. It can be studied in the ResNet and 

presented in different structure block that has fire modules and 

pooling layers for ensuring optimal network convergence. 

Finally, once the 2 layers are added, they are connected with the 

next convolutional layer.  

In ResNet, the shortcut link utilizes identity map 

representing the convolutional stack’s input was fed to the 

convolution stack’s output. The desired fundamental map 

illustrated as 𝐻(𝑥), contemplate that stacked non-linear layer 

proper another map of 𝐹(𝑥): = 𝐻(𝑥) − 𝑥. A novel map was a 

reform as to 𝐹(𝑥) + 𝑥 that is realized by a structure namely a 

shortcut connection from the real encoding system. Mostly, the 

shortcut connection will skip numerous layers. Hence, it utilizes 

the remaining ResNet construction to resolve the issue of 

gradient disappearance without enhancing the number of 

networking variables. 

C.  Hyperparameter Tuning 

To optimize the hyperparameters of the Quasi recurrent 

neural network model, the QGSO algorithm is used. QGSO is a 

new swarm optimizing technique inspired by the luminescent 

features of fireflies [19]. Now, the glowworm swarm is dispersed 

in solution space, and fluorescence intensity is applied to the FF 

of the glowworm’s position. The location of a glowworm is 

based on the brightness intensity which signifies the FF value is 

maximum. Likewise, glowworm has a dynamic line of vision 

that can be represented as a decision domain, in which the range 

was pertinent to the density of neighbouring nodes. When the 

maximal amount of iterating is attained, the glowworm is located 

at better a location. Increment the neighbour set, upgrading the 

fluorescein concentration, updating movement probabilities, the 

glowworm position upgradation, and enhancing the decision 

domain radius are the 5 phases of GSO. The mathematical 

expression of the fluorescein concentration increment method 

can be given as follows: 

𝑙i(t) = (1 − 𝛼)𝑙𝑖(𝑡 − 1) + 𝛽𝑓(𝑥i(t))                (5) 

In Eq. (5), 𝛼 signifies fluorescein volatilization coefficient,  

𝑙𝑖(t) indicates fluorescein concentration of 𝑖-𝑡ℎ glowworms at f 
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time , 𝛽  represents the fluorescein enhancing factor, 𝑥𝑖(t) 

describes the position of 𝑖 -𝑡ℎ  glowworms at 𝑡  time and 𝑓(𝑥) 

refers the FF value. Thus, an increment in the neighbour set can 

be represented as  

𝑁𝑖(t) = {𝑗: ‖𝜒𝑗(t) − 𝑥𝑖(t)‖ < 𝑟𝑑
i ; 𝑙i(f) < 𝑙𝑗(t)}       (6) 

In Eq. (6), 𝑟d
𝑖(𝑡) denotes the decision domain radius of 𝑖-𝑡ℎ 

glowworms at 𝑡 moment. 𝑁𝑖(t) indicates a neighbour set of 𝑖-𝑡ℎ 

glowworms at t time. Hence, improving the decision domain 

radius method can be defined by  

𝑟𝑑
i (t + 1) =  min {𝑟𝑠 ,

max {𝑟𝑑
𝑖 (t) + 𝛾(𝑛i − |𝑁𝑖(r)|)}}                 (7) 

In Eq. (7), 𝑛𝑖 signifies the adjacent threshold, 𝛾 implies the 

decision domain’s rate of change, and r𝑠 denotes the perceived 

radius of the glowworm. Therefore, the updated moving 

probability mechanism is given as follows  

𝑃𝑖𝑗(t) =
𝑙𝑗(𝑡) − 𝑙i(t)

∑ 𝑙𝑘k∈𝑁𝑡
(t) − 1𝑖(𝑡)

                         (8) 

In Eq. (8), 𝑝𝑖𝑗(t)  denotes the probability with 𝑖 - 𝑡ℎ 

glowworm relocates to glowworm 𝑗  at t  time. The upgraded 

glowworm location method can be represented as follows: 

𝑥𝑖(t + 1) = 𝑥𝑖(t) + 𝑠 (
𝑥𝑗(t) − 𝑥𝑖(𝑡)

‖𝑥𝑗(t) − 𝑥𝑖(𝑡)‖
)           (9) 

Quantum computing was incorporated for improving the 

work process of the GSO system.  Quantum computation is a 

computation method that uses suitable methods for a quantum 

theory such as estimation of quantum, along with state 

superposition. The core factor of quantum processing was qubit. 

The basic states |0 >  and |1 >  improve qubit which is 

demonstrated as linear integration of 2 primary states as given 

below, 

|𝑄 >= 𝛼|0 > +𝛽|1 >                        (10) 

In Eq. (10), |𝛼|2 + |𝛽|2 = 1  where |𝛼|2  describes the 

observing state’s possibility |0 >, and |𝛽|2 denotes possibility 

of observing state |1 >. A quantum was deployed via 𝑛 qubits. 

Lastly, n‐qubits quantum can be represented as follows: 

 𝛹 = ∑ 𝐶𝑥

2𝑛−1

𝑥=0

|𝑥 >, ∑ |

2𝑛−1

𝑥=0

𝐶𝑥|2 = 1              (11) 

By using the quantum gate, the qubit condition such as NOT, 

Hadamard, and rotation gates are modified. At first, the rotation 

gate can be represented as a mutation operator used to develop a 

quanta mechanism and better solution for identifying a globally 

optimum solution. 

The rotation gate can be demonstrated in the following: 

[
𝛼𝑑(𝑡 + 1)

𝛽𝑑(𝑡 + 1)
] = [

cos (△ 𝜃𝑑) −𝑠𝑖𝑛(△ 𝜃𝑑)

𝑠𝑖𝑛(△ 𝜃𝑑) 𝑐𝑜𝑠(△ 𝜃𝑑)
] [

𝛼𝑑(𝑡)

𝛽𝑑(𝑡)
] 𝑓𝑜𝑟 𝑑

= 1,2, … , 𝑛                                                    (12) 

In Eq. (12), △ 𝜃𝑑 =△× 𝑆 (𝛼𝑑, 𝛽𝑑) , △ 𝜃𝑑  connotes the 

rotation angle of a qubit, △  and 𝑆(𝛼𝑑, 𝛽𝑑)  indicates the 

magnitude and dimension of rotation subsequently. 

The fitness choice is a critical feature of the QGSO model. 

The solution encoding is employed to evaluate the outcomes of 

the candidate goodness.  At this moment, the accuracy value was 

the key factor implemented for planning a fitness function.  

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =  max (𝑃)                     (13) 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                            (14) 

where, 𝑇𝑃 and 𝐹𝑃 implies the true and false positive values. 

D. Image Classification 

In the last phase, the QRNN method was employed for the 

accurate classifying of lung-associated diseases. All the layers of 

QRNN comprise two types of subcomponents, similar to pooling 

and convolution layers in CNN [20]. The convolution 

components such as the convolution layer in CNN enable fully 

parallel computation across both spatial dimensions and 

minibatch, in such cases sequence dimension. The pooling 

components such as the pooling layer in CNN, lack trainable 

parameter and enables fully parallel computation across feature 

dimensions and minibatch. Fig. 2 displays the construction of 

QRNN. 

 

 

Figure 2.  Structure of QRNN 

Assume an input serial 𝑋 ∈ ℝ𝑇×𝑛 of 𝑇  𝑛 ‐dimensional 

vector 𝑥1 … 𝑥𝑇 , the convolution sub-components of QRNN 

perform convolution in the timestep dimension with a bank of 𝑚 

filters, generating a serial 𝑍 ∈ ℝ𝑇×𝑚  of 𝑚 ‐dimensional 

candidate vector 𝑧𝑡. Specifically, with filters of width 𝑘, every 

𝑧𝑡  relies on 𝑋𝑡 − 𝑘 + 1  through 𝑥𝑡 . Then, additional 

convolution is employed with a separate filter bank to 

accomplish a sequence of vectors for component-wise gates that 

are desired for the pooling function. If the pooling function needs 

an output gate 0𝑡  and forgets gate 𝑓𝑡  at every timestep, the 

complete computation set in the complex element is given as 

follows: 

 𝑍 =  tanh (𝑊𝑧 ∗ 𝑋) 

𝐹 = 𝜎(𝑊𝑓 ∗ 𝑋)                                  (15) 

𝑂 = 𝜎(𝑊𝑜 ∗ 𝑋)    

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

Article Received: 10 August 2023 Revised: 02 October 2023 Accepted: 16 October 2023 

___________________________________________________________________________________________________________________ 

 

    1154 
IJRITCC | October 2023, Available @ http://www.ijritcc.org 

In Eq. (15), 𝑊𝑧,  𝑊𝑓, and 𝑊𝑜, each in ℝ𝑘×𝑛×𝑚, denotes the 

convolution filter bank and ∗ represents a mask convolution 

alongside the timestep dimension. It should be noted that if the 

filter width was 2, this equation is reduced to LSTM as 

𝑧𝑡 =  tanh (𝑊𝑧
1𝑥𝑡−1 + 𝑊𝑧

2𝑥𝑡) 

𝑓𝑡 = 𝜎(𝑊𝑓
1𝑥𝑡−1 + 𝑊𝑓

2𝑥𝑡)                        (16) 

0𝑡 = 𝜎(𝑊𝑜
1𝑥𝑡−1 + 𝑊𝑜

2𝑥𝑡) 

The appropriate function for the pooling sub-component is 

made from the component-wise gate of the conventional LSTM 

cells. Then, seek function controlled by the gate that could mix 

state across timestep where independently act on every state 

vector channel. The simple option, Balduzzi & Ghifary (2016) 

state “dynamic average pooling”, exploits only forget gate: 

ℎ𝑡 = 𝑓𝑡 ⊙ ℎ𝑡−1 + (1 − 𝑓𝑡) ⊙ 𝑧𝑡                       (17) 

In Eq. (17), ⊙ characterizes component-wise multiplication. 

Also, the function might include an output gate: 

  𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + (1 − 𝑓𝑡) ⊙ 𝑧𝑡                       (18) 

                                  ℎ𝑡 = 0𝑡 ⊙ 𝑐𝑡  

Or the recurrence relationship might embrace an independent 

forget and input gate: 

𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑧𝑡                      (19) 

                                      ℎ𝑡 = 0𝑡 ⊙ 𝑐𝑡 

We initialize ℎ or 𝑐 to 0, We term 3 options 𝑓‐pooling, 𝑓𝑜‐

pooling, and 𝑖𝑓𝑜 ‐pooling correspondingly. Even though the 

recurrent part of this function should be successively computed 

for every timestep, their parallelism, and simplicity alongside 

feature dimension imply that, in real-time, estimating them over 

even longer sequences needs a limited number of computational 

time. 

Thus, one QRNN layer implements an input‐dependent 

pooling, then by the gated serial integration of the convolution 

feature. With CNNs, multiple QRNN layers must be stacked to 

generate a method with the capability for the approximation of 

complex functions. 

IV. PERFORMANCE VALIDATION 

The presented method is duplicated by implementing Python 

3.6.5 tool on LAPTOP-EVV5KL7B, 8GB RAM, AMD Ryzen 5 

3500U with Radeon Vega Mobile Gfx 2.10 GHz, 1TB HDD, and 

250GB SSD. The set up of the parameter are represented in the 

following: rate of learning: 0.01, batch size: 5, dropout: 0.5, 

activation: ReLU, and epoch count: 50. 

In this segment, the lung disease detection outputs of the 

QGSO-QRNN approach can be experimented on the 

radiography dataset [21] having15153 sample values with three 

classes as illustrated in Table I. Fig. 3 demonstrates the instance 

imaging with their pre-processed versions. 

 

 

 

 

 DATASET DETAILS 

Class Number of Instances 

COVID 3616 

Normal 10192 

Viral Pneumonia 1345 

Total Number of Instances 15153 

 

Fig. 4 represents the sample imaging. Fig. 4a shows the 

original CXR images and their respective masked regions are 

illustrated in Fig. 4b. 

 

Figure 3.  Sample images (a) Input, (b) Pre-processed 

 

Figure 4.  Sample images (a) Input (b) Masked 
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Fig. 5 shows the classifier outputs of the QGSO-QRNN 

model under the trial dataset. Fig. 5a portrays the confusion 

matrices rendered by the QGSO-QRNN model under 70% of 

TRS. The figure exhibited that the QGSO-QRNN approach has 

identified 2421 instances of COVID, 7060 instances under 

normal, and 833 instances under viral pneumonia. As well, Fig. 

5b shows the confusion matrices offered by the QGSO-QRNN 

approach under 30% of TSS. The figure denoted that the QGSO-

QRNN method has identified 1006 instances of COVID, 3020 

instances under normal, and 382 instances under viral 

pneumonia. Similarly, Fig. 5c exhibits the PR investigation of 

the QGSO-QRNN approach. The figures reported that the 

QGSO-QRNN approach has obtained maximum PR 

achievement under the overall classes. Lastly, Fig. 5d shows the 

ROC investigation of the QGSO-QRNN technique. The figure 

depicted that the QGSO-QRNN method has advanced outputs 

with maximum values of ROC under discrete class labelling. 

 

 

Figure 5.  Classifiers of (a-b) 70:30 of TRS/TSS, (c-d) PR and ROC curve 

Table II provides a short result analysis of the QGSO-QRNN 

method with 70:30 of TRS/TSS. The outputs indicate that the 

QGSO-QRNN method identifies lung diseases efficaciously. 

Fig. 6 portrays the overall lung disease detection results of the 

QGSO-QRNN technique on 70% of TRS. The outputs imply 

that the QGSO-QRNN technique attains improvised outputs 

under all classes. For example, in the COVID class, the QGSO-

QRNN approach obtains 𝑎𝑛 𝑎𝑐𝑐𝑢𝑦  of 97.97%, 𝑝𝑟𝑒𝑐𝑛  of 

96.61%, 𝑠𝑒𝑛𝑠𝑦  of 94.90%, 𝑠𝑝𝑒𝑐𝑦 of 98.94%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 95.75%, 

and MCC of 94.42%. Moreover, in the normal class, the QGSO-

QRNN approach gains 𝑎𝑐𝑐𝑢𝑦  of 97.88%, 𝑝𝑟𝑒𝑐𝑛  of 97.97%, 

𝑠𝑒𝑛𝑠𝑦  of 98.89%, 𝑠𝑝𝑒𝑐𝑦  of 95.79%, 𝐹𝑠𝑐𝑜𝑟𝑒  of 98.43%, and 

MCC of 95.17%. Meanwhile, on the viral pneumonia class, the 

QGSO-QRNN approach gains 𝑎𝑐𝑐𝑢𝑦  of 98.62%, 𝑝𝑟𝑒𝑐𝑛  of 

93.07%, 𝑠𝑒𝑛𝑠𝑦  of 90.84%, 𝑠𝑝𝑒𝑐𝑦 of 99.36%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 91.94%, 

and MCC of 91.20%. 

 CLASSIFYING RESULT OF QGSO-QRNN ALGORITHM ON 

70:30 OF TRS/TSS 

Class 𝑨𝒄𝒄𝒖_𝒚 𝑷𝒓𝒆𝒄_𝒏 𝑺𝒆𝒏𝒔_𝒚 𝑺𝒑𝒆𝒄_𝒚 𝑭_𝑺𝒄𝒐𝒓𝒆 MCC 

Training Phase (70%) 

COVID 97.97 96.61 94.90 98.94 95.75 94.42 

Normal 97.88 97.97 98.89 95.79 98.43 95.17 

Viral 

Pneumonia 
98.62 93.07 90.84 99.36 91.94 91.20 

Average 98.16 95.88 94.88 98.03 95.37 93.60 

Testing Phase (30%) 

COVID 97.69 95.63 94.46 98.68 95.04 93.54 

Normal 97.65 97.61 98.92 95.04 98.26 94.65 

Viral 

Pneumonia 
98.59 95.50 89.25 99.56 92.27 91.56 

Average 97.98 96.25 94.21 97.76 95.19 93.25 

 

 

Figure 6.  Performance analysis of QGSO-QRNN approach on 70% of TRS 

Fig. 7 portrays the overall lung disease detection results of 

the QGSO-QRNN technique on 30% of TSS. The results imply 

that the QGSO-QRNN technique reaches improvised outputs 

under all classes. For instance, in the COVID class, the QGSO-

QRNN approach gains 𝑎𝑐𝑐𝑢𝑦  of 97.69%, 𝑝𝑟𝑒𝑐𝑛  of 95.63%, 

𝑠𝑒𝑛𝑠𝑦  of 94.46%, 𝑠𝑝𝑒𝑐𝑦  of 98.68%, 𝐹𝑠𝑐𝑜𝑟𝑒  of 95.04%, and 

MCC of 93.54%. Also, in the normal class, the QGSO-QRNN 

approach gains 𝑎𝑐𝑐𝑢𝑦  of 97.65%, 𝑝𝑟𝑒𝑐𝑛  of 97.61%, 𝑠𝑒𝑛𝑠𝑦  of 

98.92%, 𝑠𝑝𝑒𝑐𝑦  of 95.04%, 𝐹𝑠𝑐𝑜𝑟𝑒  of 98.26%, and MCC of 

94.65%. In the meantime, on viral pneumonia class, the QGSO-

QRNN method obtains 𝑎𝑐𝑐𝑢𝑦  of 98.59%, 𝑝𝑟𝑒𝑐𝑛  of 95.50%, 

𝑠𝑒𝑛𝑠𝑦  of 89.25%, 𝑠𝑝𝑒𝑐𝑦  of 99.56%, 𝐹𝑠𝑐𝑜𝑟𝑒  of 92.27%, and 

MCC of 91.56%. 
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Figure 7.  Performance evaluation of QGSO-QRNN model on 30% of TSS 

The TACY value and VACY value of the QGSO-QRNN 

approach are experimented on lung ailment recognition 

achievement in Fig. 8. The figure outcomes that the QGSO-

QRNN approach revealed augmented achievement with higher 

TACY and VACY values. Especially, the QGSO-QRNN 

approach has greater TACY outputs. 

 

Figure 8.  TACY and VACY output of QGSO-QRNN approach  

The TLOS value and VLOS value of the QGSO-QRNN 

model are investigated on lung disease recognition achievement 

in Fig. 9. The figure revealed that the QGSO-QRNN approach 

has illustrated a better achievement with minimum TLOS and 

VLOS values. Visibly, the QGSO-QRNN approach has lessened 

VLOS results. 

 

 

Figure 9.  TLOS and VLOS output of QGSO-QRNN model  

Table III exhibits an elaborated research of the QGSO-

QRNN approach with present techniques [22].  

 RELATIVE OUTCOME OF QGSO-QRNN APPROACH WITH 

PRESENT SYSTEMS 

Method 𝑨𝒄𝒄𝒖_𝒚 𝑷𝒓𝒆𝒄_𝒏 𝑺𝒆𝒏𝒔_𝒚 𝑺𝒑𝒆𝒄_𝒚 𝑭_𝑺𝒄𝒐𝒓𝒆 

QGSO-QRNN 98.16 95.88 94.88 98.03 95.37 

Non-optimization 90.22 82.10 93.89 89.68 87.71 

Genetic Algorithm 94.89 91.31 92.80 92.43 95.09 

Pattern search 94.82 87.43 94.02 93.62 93.51 

Simulated Annealing 95.24 94.76 94.11 92.62 92.62 

PSO Algorithm 95.16 89.76 92.70 95.22 93.13 

WO Algorithm 96.43 94.19 93.35 93.98 94.95 

OptCoNet 97.30 95.14 94.20 97.43 94.74 

 

Fig. 10 demonstrates a comparative 𝑎𝑐𝑐𝑢𝑦  examination of 

the QGSO-QRNN technique with existing models. Based on 

𝑎𝑐𝑐𝑢𝑦, the experimental values represent that the QGSO-QRNN 

technique attains an improved 𝑎𝑐𝑐𝑢𝑦 of 98.16% while the NO, 

GA, PS, SA, PSO, WO, and OptCoNet techniques accomplish 

reduced 𝑎𝑐𝑐𝑢𝑦 of 90.22%, 94.89%, 94.82%, 95.24%, 95.16%, 

96.43%, and 97.30% subsequently. 

 

Figure 10.   𝐴𝑐𝑐𝑢𝑦 outcome of QGSO-QRNN approach with existing systems 
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Fig. 11 shows a comparative 𝑝𝑟𝑒𝑐𝑛 and 𝐹𝑠𝑐𝑜𝑟𝑒 examination 

of the QGSO-QRNN technique with existing methods. Based on 

𝑝𝑟𝑒𝑐𝑛, the experimental values indicate that the QGSO-QRNN 

technique reaches an improved 𝑝𝑟𝑒𝑐𝑛 of 95.88% while the NO, 

GA, PS, SA, PSO, WO, and OptCoNet techniques accomplish 

reduced 𝑝𝑟𝑒𝑐𝑛 of 82.10%, 91.31%, 87.43%, 94.76%, 89.76%, 

94.19%, and 95.14% correspondingly. Eventually, based on 

𝐹𝑠𝑐𝑜𝑟𝑒, the experimental values indicate that the QGSO-QRNN 

technique reaches an improved 𝐹𝑠𝑐𝑜𝑟𝑒 of 95.37% while the NO, 

GA, PS, SA, PSO, WO, and OptCoNet methods accomplish a 

reduced 𝐹𝑠𝑐𝑜𝑟𝑒  of 87.71%, 95.09%, 93.51%, 92.62%, 93.13%, 

94.95%, and 94.74% correspondingly. 

 

 

Figure 11.   𝑃𝑟𝑒𝑐𝑛 and 𝐹𝑠𝑐𝑜𝑟𝑒 outcome of QGSO-QRNN approach with 

existing systems 

Fig. 12 exhibits a relative 𝑠𝑒𝑛𝑠𝑦  and 𝑠𝑝𝑒𝑐𝑦 examination of 

the QGSO-QRNN technique with existing methods. Based on 

𝑠𝑒𝑛𝑠𝑦 , the experimental values specify that the technique 

reaches an improved 𝑠𝑒𝑛𝑠𝑦  of 94.88% while the NO, GA, PS, 

SA, PSO, WO, and OptCoNet methods accomplish reduced 

𝑠𝑒𝑛𝑠𝑦  of 93.89%, 92.80%, 94.02%, 94.11%, 92.70%, 93.35%, 

and 94.20% correspondingly. Eventually, based on 𝑠𝑝𝑒𝑐𝑦, the 

experimental values indicate that the QGSO-QRNN method 

reaches an improved 𝑠𝑝𝑒𝑐𝑦 of 98.03% while the NO, GA, PS, 

SA, PSO, WO, and OptCoNet method reduced 𝑠𝑝𝑒𝑐𝑦  of 

89.68%, 92.43%, 93.62%, 92.62%, 95.22%, 93.98%, and 

97.43% correspondingly. 

 

 

Figure 12.  𝑆𝑒𝑛𝑠𝑦 and 𝑆𝑝𝑒𝑐𝑦 outcome of QGSO-QRNN approach with 

existing systems 

Table IV and Fig. 13 illustrate the comparative QGSO-

QRNN model with other existing approaches by means of CT. 

The outputs represent that the QGSO-QRNN model 

accomplishes effective performance with a minimum CT value 

of 8.06s. On the other hand, the NO, GA, PS, SA, PSO, WO, and 

OptCoNet methods accomplish increased CT of 11.05s, 10.45s, 

10.01s, 13.10s, 11.43s, 12.03s, and 14.05s respectively. 

 RELATIVE CT OF QGSO-QRNN MODEL WITH PRESENT 

SYSTEMS 

Methods Computational Time (Sec) 

QGSO-QRNN 08.06 

Non-optimization 11.05 

Genetic Algorithm 10.45 

Pattern search 10.01 

Simulated Annealing 13.10 

PSO Algorithm 11.43 

WO Algorithm 12.03 

OptCoNet 14.05 

 

 

Figure 13.  CT comparison of QGSO-QRNN approach with existing systems 
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These outputs demonstrated the improved achievement of 

the QGSO-QRNN model over other current approaches. 

V. CONCLUSION 

In this research, we have developed a new QGSO-QRNN 

model for identifying and classifying lung diseases on the CXR 

images. The presented QGSO-QRNN model primarily pre-

processed the input imaging through the GF method. Moreover, 

the Faster SqueezeNet method is used for effectually generating 

the feature vector. Finally, the QRNN method can be employed 

to accurately identify lung diseases and the QGSO technique was 

used as a hyperparameter optimizer. The experimental validation 

of the QGSO-QRNN technique can be investigated by 

employing benchmark medical datasets and the outcomes 

display the promising performance of the QGSO-QRNN 

methodology over other existing techniques in terms of diverse 

measures. In the coming days, advanced DL classification 

approaches can enhance the performance of the QGSO-QRNN 

methodology. 
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