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Abstract—Predicting progression and deciding on the best follow-up techniques for breast cancer patients is difficult because the illness 

is diverse and characterized by varying relapse risks. Due to its prevalence, breast cancer has become the top cause of mortality among women 

worldwide, making diagnosis and prognosis particularly challenging areas of medical study. In addition, the fear of a cancer relapse is a major 

factor influencing cancer patients' quality of life. The study aims to help doctors determine the likelihood of a breast cancer relapse by applying 

ensemble learning techniques. In this research, artificial neural networks (ANN) and deep neural networks (DNN) ensembled with Weighted 

averaging, minority, and majority voting approaches have been investigated for performance enhancements on the breast cancer recurrence 

dataset sourced from the UCI-ML repository. The empirical analysis shows that this ensemble learning-enabled proposed novel approach shows 

improved accuracy, precision, sensitivity, specificity, and F1-score of 96.21%, 96.59%, 98.84%, 84.62%, and 97.41%, respectively. The 

findings of this study can aid doctors in making more informed treatment decisions, thereby improving patient outcomes. 
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I.  INTRODUCTION 

The mortality rate among women from breast cancer is 

higher than any other type of cancer, making it the second largest 

cause of cancer death globally due to unregulated cell division, 

a malignant tumor forms in the breast or surrounding tissues. The 

difficulty in predicting progression and choosing the best follow-

up measures stems from the heterogeneity of breast cancer, 

which is characterized by varying relapse risks [1]. As EHRs 

become more commonplace, so will possibilities to put to good 

use the vast quantities of routinely generated electronic data. The 

invasive subtype of breast cancer is deadlier since it tends to 

invade neighboring tissues. Because of this, the liver and lungs 

are not the only organs that might suffer from this form of cancer 

[2, 3]. As the name suggests, noninvasive breast cancer is 

confined to the breast tissue and does not spread to other body 

parts. Since there is always the chance that cancer would extend 

outside the breast tissue region and develop into an invasive kind 

later, it is classified as benign but still labeled pre-cancerous [4, 

5].  

Breast cancer has relapsed even after years of treatment in 

some patients. Breast cancer recurs in over 40% of all patients. 

Never assume there is no chance of a recurrence; the risk is 

greatest in the first two to three years. If a relapse happens, it is 

important to remember and address certain signs. There are three 

distinct types of breast cancer relapse. First, there is local 

recurrence (LR), which occurs when the cancer returns to the 

same area of the breast where it was first found. The second type 

of recurrence is called a regional recurrence (RR), and it 

manifests in lymph nodes, the axilla, or the collar bone. Thirdly, 

distant metastasis (DM) refers to the spread of cancer to 

unrelated organs or tissues outside of the original site of disease. 

Because of their diagnostic similarities, local and regional 

recurrence are typically lumped together as locoregional 

recurrence (LLR) in the diagnostic process [6]-[8]. 

A. Research Gap and Motivation 

Even though disease progression and patient outcomes are 

notoriously difficult to predict due to breast cancer's 

heterogeneity, the management of the disease is expected to 

grow more complex in the future due to promising research in 

novel biomarkers and new insights being developed in this field. 

New tools and deeper scientific understanding could help us 

improve our patient stratifications, leading to more 

individualized and tailored treatment plans. Using the massive 

quantity of data, machine learning (ML) and deep learning (DL) 

algorithms, which are strong data analysis tools, may be able to 

discover fresh insights and provide doctors with evidence-based 
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ideas that can improve care and the quality of life for patients. 

An increase in the use of ML and DL research in the analysis of 

healthcare data has yielded promising results in several 

applications, including the detection of cardiac arrhythmias, the 

forecasting of diabetes mellitus, the identification of 

unanticipated hospital readmissions, the classification of 

medical images, and the forecasting of infectious diseases. In 

recent years, more and more ML and DL research has focused 

on assessing cancer prognosis and risk, including risk, survival, 

and recurrence. There is still much to learn about breast cancer 

recurrence risk factors and ML or DL algorithms despite these 

topics being the subject of much research. Since non-linear 

connections and interaction effects are prominent in cancer data, 

oncology has a rising trend toward employing ensemble learning 

along with ML and DL-based models rather than traditional 

statistical methods. ML is frequently used for tasks such as 

tumor classification, detection, and classification in oncology. 

B. Objective and Contributions 

In this study, the artificial neural network (ANN) and deep 

neural network (DNN) have been studied to see if they may be 

used to diagnose breast cancer relapse. In addition to traditional 

ANNs and DNNs, we also consider ensemble ANN methods 

such as weighted averaging and minority and majority voting 

ensemble techniques. The breast cancer relapse dataset, sourced 

from the UCI-ML repository, is used to analyze and assess the 

state-of-the-art parameters for the suggested ANN and DNN 

methods to attain this efficacy.  

The following is a summary of the main contributions of the 

recent research: 

• To evaluate the ANN and DNN-based breast cancer 

relapse classification models. 

• To propose the ensemble ANN and DNN-based 

approaches on weighted averaging, soft and hard voting 

ensemble techniques. 

• To achieve enhanced predictive outcomes based on this 

proposed ensemble learning-based novel approach. 

• To help physicians make more informed treatment 

decisions and improve patient outcomes. 

C. Paper Organization 

Here is how the rest of the paper is laid out: The literature 

review is presented in Section 2. Methods and data for this 

investigation are presented in Section 3. In Section 4, you will 

find the recommendations. The findings are summarized in 

Section 5. Section 6 concludes this study and suggests further 

avenues for exploration. 

II. RELATED WORKS 

Rana et al. [9] introduced a breast cancer diagnosis and 

recurrence prediction model considering ML approaches on 

Wisconsin Prognosis Breast Cancer (WPBC) and Wisconsin 

Diagnostic Breast Cancer (WDBC) datasets sourced from the 

UCI repository and resulted in 100% training accuracy. 

Almuhaidib et al. [10] developed the prediction of breast cancer 

recurrence using the ensemble learning approaches on WPBC 

datasets, resulting in 76.26% accuracy. Sakri et al. [11] 

developed breast cancer recurrence prediction using the data 

mining approaches on Wisconsin Prognosis Breast Cancer 

datasets, resulting in 81.3% accuracy, 93.4% sensitivity, and 

63.25 specificity. Chakradeo et al. [12] developed breast cancer 

recurrence prediction using machine learning approaches on the 

WPBC dataset, resulting in 97.93% accuracy, 93.36% precision, 

and 91% recall. Gu et al. [13] proposed explainable breast cancer 

recurrence prediction considering ensemble learning on the 

National Natural Science Foundation of China (NFSC), resulting 

in 91.62% accuracy, 90.28% recall, and 89.39% F1-score. Goyal 

et al. [14] proposed predicting breast cancer recurrence using 

machine learning approaches on University Medical Centre 

(UNC), Institute of Oncology, Ljubljana, Yugoslavia datasets. 

They resulted in 85.18% accuracy, 100% sensitivity, 100% 

specificity, 100% precision, and 100% recall. Dawangliani et al. 

[15] developed a prediction of breast cancer recurrence 

considering ensemble ML approaches on breast cancer datasets. 

They resulted in 82.807% accuracy, 0.828 Tp rate, 0.534 Fp 

rates, 81.9% precision, 82.8% recall, 82.3% F-measure, and 

79.6% ROC Area. Yang et al. [16] developed breast cancer 

recurrence prediction considering ensemble and cost-sensitive 

learning approaches on the breast cancer registry from Shin Wu 

Ho-Su Memorial (SWHM) Hospital. They resulted in 97.3% 

accuracy, 97.7% sensitivity, 64% precision, 98.3% specificity, 

90.7% ROC Area and 65.7% F-measure. Cohen et al. [17] 

proposed multimodal prediction of five-year breast cancer 

recurrence in women who received Neoadjuvant Chemotherapy 

considering machine learning and deep learning approaches on 

Institute Curie datasets and resulted in 57.0% specificity, 90.0% 

sensitivity, and 75% AUC. Gupta [18] proposed a prediction 

time of breast cancer tumor recurrence considering machine 

learning approaches on WPBC and WDBC datasets, resulting in 

78.7% accuracy. Castro et al. [19] proposed to predict breast 

cancer Recurrence using structured and unstructured sources 

from economic health records considering STR, UNS, and 

COMB datasets and resulted in 90.0% precision, 90.7% recall, 

89.7% F1-score, and 80.7% AUROC. Janik et al. [20] introduced 

recurrence prediction for early-stage non-small cell lung cancer 

patients, considering machine learning approaches on graph 

datasets, resulting in 76% accuracy. The reviewed state-of-the-

art works are summarised in Table 1. 
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TABLE I.  SUMMARY OF THE CONSIDERED RELATED STATE-OF-THE-ART WORKS 

Ref Techniques Employed Dataset(s) Employed  Findings 

Rana et al. [9] SVM, KNN, NB, LR WDBC and WPBC Training Acc.: 100% (WDBC and WPBC) 

Test Acc.: 95.68% (WDBC), 72% (WPBC) 

Almuhaidib et al. [10] RF, DT, NB WPBC Accuracy: 76.26% 

Sakri et al. [11] REPTree, NB, KNN WPBC Accuracy: 81.3%, Sensitivity: 93.4%, Specificity: 63.25 

Chakradeo et al. [12] SVM, DT WPBC Accuracy: 97.93%, Precision: 93.36% Recall: 91% 

Gu et al. [13] LR, KNN, SVM, DT, RF, GBDT, 

MLP, XGBoost 

NFSC, China Accuracy : 91.62% , Recall : 90.28% , F1-score : 89.39 

Goyal et al. [14] SMOTE, GRNN, FFBPN, SVM, 

DT, NB 

UNC, Institute of Oncology, 

Ljubljana, Yugoslavia 

datasets 

Accuracy: 85.18%, Sensitivity: 100%, Specificity: 100%, 

Precision: 100%, Recall: 100% 

Dawangliani et al. [15] Adaboost M1, Bagging, Stacking, 

Voting 

Breast Cancer datasets Accuracy: 82.807%, Tp rate: 0.828, Fp rate: 0.534, Precision: 

81.9%, Recall: 82.8%, F-measure: 82.3%, AUC: 79.6% 

Yang et al. [16] Adaboost, cost-sensitive method, 

SMOTE 

Breast Cancer Registry from 

SWHM Hospital 

Accuracy: 97.3%, Sensitivity: 97.7%, Precision: 64%, 

Specificity: 98.3%, ROC Area: 90.7%, F-measure: 65.7% 

Cohen et al. [17] Clinical cohort,  MRI+Clinical 

cohort, Holdout cohort 

Institute Curie datasets Specificity: 57.0%, Sensitivity: 90.0%, AUC: 75% 

Gupta [18] SVM, DT, and RF WPBC and WBCD Accuracy: 78.7% 

Castro et al. [19] LR , DT , GBT , XGB , DNN STR, UNS, COMB datasets Precision : 90.0% , Recall: 90.7% , F1-score : 89.7% , 

AUROC : 80.7% 

Janik et al. [20] RBL, GBT, LR, RF, ComplEx-

N3 

Graph datasets Accuracy: 76% 

III. MATERIALS AND METHODS 

The methods and materials used in this research are 

described in detail here. The dataset, the pre-processing 

processes, and the various ML, DL, and EL approaches utilized 

can be found in the various sub-sections.  

A. Dataset Description and Acquisition 

The breast cancer recurrence dataset is taken from the online 

UCI-ML Repository for this study [21]. University Medical 

Centre, Institute of Oncology, Ljubljana, Yugoslavia, is the 

provider of this dataset. It includes 286 instances and 13 features, 

one of which, Class, determines whether or not the breast cancer 

will relapse. This data set has 201 instances of one class and 85 

instances of another.  Table 2 shows the attribute details along 

with values present in the dataset. 

TABLE II.  SUMMARY OF THE CONSIDERED BREAST CANCER RELAPSE DATASET 

Features Meaning Values  

Age (Start Age – End Age) Find out how old you were when the primary tumor was found. 10-19, 20-29, 30-39, 40-49, 50-59, 60-69, 70-

79, 80-89, 90-99 

Menopause The age at which females finally stop having periods. In this case, the 

patient's menopausal status at the time of diagnosis is considered. 

lt40, ge40, premeno 

Tumor size (Start tumor size - 

End tumor size) 

Specifies how big the resulting mass is. Cancerous growth is quantified 

in mm increments. 

0-4, 5-9, 10-14, 15-19, 20-24, 25-29, 30-34, 35-

39, 40-44, 45-49, 50-54, 55-59 

Env Nodes (Start_env_nodes 

- End_env_nodes) 

Identifies the total number of breast cancer-carrying auxiliary nodes 

after a histological test. 

0-2, 3-5, 6-8, 9-11, 12-14, 15-17, 18-20, 21-23, 

24-26, 27-29, 30-32, 33-35, 36-39 

Node caps Determines whether or not the tumor has spread inside the node capsule. Yes, No 

Deg-malig Numbers 1-3 tumor histological grade, or degree of cellular similarity 

between tumor and healthy tissue 

1, 2, 3 

Breast On the left or the right, breast cancer might develop. Left, Right 

Breast-quad With the nipple as the pivot, the breast can be divided into four sections.  Left-up, Left-low, Right-up, Right-low, Central 

Irradiation Radiation therapy is a treatment method that uses high-energy X-rays to 

kill cancer cells. 

Yes, No 

Class [Predictive Feature] Classification of outcomes based on patients' reports of recurrence of 

breast cancer symptoms. 

No-recurrence-events, Recurrence-events 

Since the UCI-ML Repository dataset considered in this 

study wasn't in the right format, classification accuracy could be 

low. There were blanks and duplicates in the data. The dataset 

also lacked parity. Therefore, the following preprocessing 

methods were used to prepare the dataset for classification. The 

data in one range is used to create a new range. Data mining is 
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typically done to improve prediction and forecasting accuracy. 

Age, tumor size, and inv-node values are used as the minimum 

standard for normalization, whereas a fixed numeric value is 

selected for all other parameters. As a result of this 

nominalization process, the final dataset is nominal in form. 

After that, data gets turned into numbers so it can be processed 

further. Table 3 shows the number of instances in the dataset 

after pre-processing. 

TABLE III.  NUMBER OF INSTANCES IN THE DATASET AFTER PRE-

PROCESSING 

Instances Before Pre-processing After Pre-processing 

Recurrence Events 85 81 

Non-Recurrence 

Events 

201 191 

Total 286 272 

 

B. Artificial Neural Network (ANN) 

ANNs can understand nonlinear data by mimicking the ways 

in which the human brain does so. Neurons are the building 

blocks of ANNs, and they are arranged in layers from input to 

output. The behavior of the network can be learned via 

backpropagation by examining the connections and patterns 

between these units, which are analogous to biological neurons. 

Data is assumed to be accurate when backpropagated into a 

network. Component patterns are adjusted to reduce the LMSD 

after comparing the ANN's output with the known output. After 

being trained for a while, the network becomes more precise and 

requires less processing resources to do complex tasks. 

Nonlinear systems are becoming more and more like biomedical 

systems, making ANNs an essential computational resource for 

biological research. ANNs have been used for quite some time 

in the treatment of cancer. Our understanding of cancer's 

molecular characteristics has advanced thanks to recent studies. 

This results in more productive computational methods [22, 23]. 

C. Deep Neural Network (DNN) 

DNN employs a multi-layered neural network in which each 

layer may be individually enabled or disabled and whose output 

serves as the input for the next layer. DNNs are a subset of ANNs 

with an increased number of hidden layers between the input and 

output stages of the network. A DNN can model complex and 

hierarchical data patterns because it is an ANN with several 

layers of neurons, also called hidden layers. DNNs are cutting-

edge AI that has revolutionized many areas by excelling at 

challenging tasks on complicated, high-dimensional datasets. 

They play a crucial role in contemporary ML and DL 

applications because they can learn hierarchical representations 

and automatically extract features. 

D. Ensemble Learning (EL) 

The results of ML and DL can be enhanced by combining 

many models using ensemble learning. Employing many models 

together allows for the development of far more precise 

anticipated performance as compared to employing just one. The 

basic idea is to borrow a set of classifiers from a bank and put 

them to use in an election. In this study, we looked at three 

different types of ensemble methods [24, 25]. 

In ML, the "weighted average" or "weighted sum ensemble" 

technique combines the predictions from several models while 

giving each model's contribution a weight that is proportional to 

its capability. It uses the winning class by the biggest margin as 

a proxy for the expected output class. The voting classifier takes 

the mean of all the classifications it was given. To save time and 

effort, we may merge the data from many specialized models 

into a single dataset, train a single model on that dataset, and then 

have that model produce output predictions based on the 

majority vote of the models. There are two distinct voting 

methods: soft voting and hard voting. Soft Voting may be used 

for both classification and regression problems, and it combines 

the results of several well-tuned models trained on the same data 

to provide a single, unified forecast. The combined prediction 

result is based on the base learners' anticipated probability. Let 

λi be the initial prediction probability of different base learners 

or classifiers (Bi). The final prediction of the ensemble model 

can be represented by ρ, as shown in equation (1). 

𝜌 = 𝑀𝑎𝑥𝑖 ∑ 𝜔𝑘𝜆𝑘
𝐵
𝑘=1      (1) 

 The hard voting or majority voting concept is employed 

in the hard voting ensemble, which is used for classification 

problems. This ensemble incorporates the predictions from 

several trained models that are trained on the same dataset. Let 

ρ be the predicted class label through the hard voting technique. 

This predicted value can be calculated by equation (2). 

𝜌 = 𝑚𝑜𝑑𝑒{𝑐(𝑎1), 𝑐(𝑎2), … … , 𝑐(𝑎𝑛)}         (2) 

Where c is the class for the attribute a1 of the dataset D. 

IV. PROPOSED WORK 

The current research employs the ANN and DNN techniques 

and various basic EL methods to train an approach with the 

Breast Cancer relapse dataset. The ANN and DNN techniques 

are initially applied to the pre-processed dataset to obtain the 

prediction result. Then, different EL approaches, such as 

weighted averaging and voting techniques, are applied to the 

pre-processed dataset. The pseudocode for the proposed model 

is represented in algorithm 1, and the detailed workflow of the 

manuscript is depicted in Fig. 1. 

Algorithm 1 

• Raw Breast Cancer Relapse Dataset input 

• Dataset Pre-Processing 

• Dataset Splitting with distribution ratio (D) as 0.2 
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• Initializing ANN() and DNN() to the pre-processed 

dataset 

o Setting the no. of input layers (I) 

o Setting the no. of hidden layers (H)=4 

o setting the optimizer = ‘ADAM’ 

o Setting the activation function at I=’RELU’ 

o Setting the activation function at H= ‘RELU’ 

o Setting the  activation function for the output 

layer= ‘SIGMOID’ 

o Obtaining the output (O) 

• Initializing EL_Approach() 

o Setting the number of epochs (E) 

o Obtaining the Initial predictions 

o Invoking Weighted_Averaging() 

o Invoking Minority_Voting() 

o Invoking Majority_Voting() 

• Result comparison ANN() and DNN() among 

Weighted_Averaging(), Minority_Voting(), and 

Majority_Voting(). 

 

Figure 1.  Proposed Ensemble-Based Model Block Diagram 

V. RESULTS AND DISCUSSION 

The evaluation of this proposed ensemble-based model 

makes several assumptions. Some preliminary studies isolate 

ANN and DNN. Weighted averaging, soft voting, and hard 

voting are the three cornerstone ensemble methods that were 

used to refine the prediction results. The proposed system has 

been tested on a workstation with 8 GB of RAM, a 500 GB SSD, 

a 1 TB HDD, an Intel Core i5 CPU running at 3.6GHz, and 

Ubuntu 20.04. Any proposed work should include substantial 

empirical analysis of the outcomes acquired. These metrics aim 

to construct a real-to-expected class confusion matrix through a 

systematic experimental process [26 - 28]. The confusion matrix 

is abbreviated as TA and TB for true positives and negatives, 

while FA and FB for false positives and negatives. Accuracy 

(Ac), Misclassification Rate (MR), Precision (PR), F1-Score 

(FS), False Negative Rate (FNR), False Positive Rate (FPR), 

Mathew’s Correlation Coefficient (MCC), and Balanced 

Accuracy (BA), are some of the performance metrics that can be 

used for classification in this study, as detailed formulations are 

given in equations (3) – (12). 

𝐴𝐶 =  
𝑇𝐴+ 𝑇𝐵

𝑇𝐴+ 𝑇𝐵+ 𝐹𝐴+ 𝐹𝐵
   (3) 

𝑀𝑅 =  
𝐹𝐴+ 𝐹𝐵

𝑇𝐴+ 𝑇𝐵+ 𝐹𝐴+ 𝐹𝐵
      (4) 

𝑃𝑅 =  
𝑇𝐴

𝑇𝐴+ 𝐹𝐴
    (5) 

𝑆𝑁 =  
𝑇𝐴

𝑇𝐴+ 𝐹𝐵
                  (6) 

𝑆𝑃 =  
 𝑇𝐵

 𝑇𝐵+ 𝐹𝐴
         (7) 

𝐹𝑆 =  
2 × 𝑇𝐴

2 ×𝑇𝐴+ 𝐹𝐵+ 𝐹𝐵
   (8) 

𝐹𝑁𝑅 =  
𝐹𝐵

𝑇𝐴+ 𝐹𝐵
    (9) 

𝐹𝑃𝑅 =  
𝐹𝐴

 𝑇𝐵+ 𝐹𝐴
    (10) 

𝑀𝐶𝐶 =  
(𝑇𝐴+ 𝑇𝐵)− (𝐹𝐴+ 𝐹𝐵)

√(𝑇𝐴+ 𝐹𝐴)(𝑇𝐴+ 𝐹𝐵)(𝑇𝐵+ 𝐹𝐴)( 𝑇𝐵+ 𝐹𝐵)
 (11) 

𝐵𝐴 =  
𝑆𝑁+ 𝑆𝑃

2
      (12) 

 

When datasets have multiple instances, using the DL 

approach, ANN alone (which we named "Approach -1") makes 

sense. Additionally, several tests are run on ANN models that 

employ the weighted averaging, minority voting, and majority 

voting EL approaches (also called "Approach -2," "Approach-

3," and "Approach-4"). DNN alone (what we've dubbed 

"Approach -5") is an acceptable DL approach to use when 

datasets have multiple instances. Weighted-averaging, minority-

voting, and majority-voting EL approaches (also "Approach -6," 
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"Approach-7," and "Approach-8") are also implemented in DNN 

models, and these methods are subjected to several trials.  

Table 2 lists the results of extensive analyses of the 

performance of the proposed ensemble methods. Figures 2 

through 11 show the results in percentages for AC, MR, PR, SN, 

SP, FS, FNR, FPR, MCC, and BA, respectively in percentage. 

According to the observations based on the performance 

measurements, the model "Approach-6", i.e., DNN with 

weighted averaging Classifiers, as shown in Table 2 and Fig. 2, 

outperforms all other suggested approaches with an accuracy of 

96.21%. Besides, Approach-6 with 96.59% of precisions and 

97.70% of F1-scores single-handedly, as well as Approach-5 

(i.e., DNN only) and Approach-6, both with 98.84% of 

sensitivities and Approach-6 and Approach-8 (i.e., DNN with 

Majority Voting), both with 84.62% of specificities also 

outperform other suggested ensemble approaches and is 

therefore “Approach-6” is considered to be the proposed 

ensemble approach. 

TABLE IV.  NUMBER OF INSTANCES IN THE DATASET AFTER PRE-PROCESSING 

Approaches AC MR PR SN SP FS FNR FPR MCC BA 

Approach-1 89.57 10.43 89.94 96.82 68.52 93.25 3.18 31.48 71.4 82.67 

Approach-2 91.47 8.53 91.48 98.17 68.09 94.71 1.83 31.91 74.11 83.13 

Approach-3 90.52 9.48 90.80 97.53 67.35 94.04 2.47 32.65 72.04 82.44 

Approach-4 92.42 7.58 92.44 98.15 73.47 95.21 1.85 26.53 77.91 85.81 

Approach-5 93.36 6.64 93.41 98.84 69.23 96.05 1.16 30.77 76.74 84.04 

Approach-6 96.21 3.79 96.59 98.84 84.62 97.70 1.16 15.38 87.09 91.73 

Approach-7 94.31 5.69 95.45 97.67 79.49 96.55 2.33 20.51 80.52 88.58 

Approach-8 95.73 4.27 96.57 98.26 84.62 97.41 1.74 15.38 85.51 91.44 

 

Figure 2.  Measures of Accuracy in % for Various Suggested Approaches 

 

Figure 3.  Measures of Misclassification Rate in % for Various 

Suggested Approaches 

 

Figure 4.  Measures of Precision in % for Various Suggested Approaches 

 

Figure 5.  Measures Sensitivity in % for Various Suggested Approaches  
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Figure 6.  Measures of Specificity in % for Various Suggested Approaches 

Figure 7.  Measures of F1-Score in % for Various Suggested Approaches 

 

Figure 8.  Measures of False Negative Rate in % for Various Suggested Approaches 

Figure 9.  Measures of False Positive Rate in % for Various Suggested Approaches 

 

Figure 10.  Measures of Mathew’s Correlation Coefficient in % for Various Suggested Approaches 

Figure 11.  Measures of Balanced Accuracy in % for Various Suggested Approaches 

To support our claim that this is a completely new and novel 

approach, we have compared the outcomes of utilizing this 

proposed ensemble work to those of other, more established 

works, as depicted in Table 5. Comparing the suggested work to 

those used in the literature, it is clear that the proposed work 

performs better across the board in maximum cases based on 

various evaluative parameters employed. 
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TABLE V.  PERFORMANCE COMPARISON OF PROPOSED WORK IN CONTRAST TO THE EXISTING LITERATURE 

Work 
Comparison Parameters (in %) 

AC PR SN SP FS 

Rana et al. [9] 100% (Training), 95.68% and 72% (Test) - - - - 

Almuhaidib et al. [10] 76.26 - - - - 

Sakri et al. [11] 81.3 - 93.4 63.25 - 

Chakradeo et al. [12] 97.93 93.36 91.00 - - 

Gu et al. [13] 91.62  - 90.28 - 89.39 

Goyal et al. [14] 85.18 100.0 100.0 100.0  

Dawangliani et al. [15] 82.80 81.9 82.8 - 82.3 

Yang et al. [16] 97.3 64.0 97.7 98.3 65.7 

Cohen et al. [17] - - 90.0 57.0 - 

Gupta [18] 78.7 - - - - 

Castro et al. [19] - 90.0 90.7 - 89.7 

Janik et al. [20] 76 - - - - 

Proposed Ensemble-Based Model 96.21 96.59 98.84 84.62 97.70 

VI. CONCLUSION AND FUTURE PLANS 

The suggested ensemble-based approach is evaluated over 

the breast cancer relapse dataset. The ANN and DNN techniques 

have been applied to obtain the initial predictions for the pre-

processed dataset. Then, different ensemble techniques, 

including the Weighted Average, minority Voting, and majority 

Voting techniques, are applied to the initial prediction of the base 

learner model ANN and DNN. The results are then compared 

with each other to obtain the best result. The experimental results 

show that the proposed ensemble model "Approach-6", i.e., 

DNN with weighted average Classifiers, achieves the highest 

accuracy (96.21%) compared to the other methods. Besides, 

Approach-6 with 96.59% of precisions and 97.70% of F1-scores 

alone, as well as Approach-5 (i.e., DNN only) and Approach-6, 

both with 98.84% of sensitivities and Approach-6 and 

Approach-8 (i.e., DNN with Majority Voting), both with 84.62% 

of specificities also outperform other suggested ensemble 

approaches.  

Moreover, additional ML and DL methods can be used for 

other recurrent datasets, extending this work's scope. 

Additionally, future plans include developing a breast cancer 

relapse-related image-based dataset. 

REFERENCES 

[1] G. F. Stark, G. R. Hart, B. J. Nartowt, and J. Deng, 

“Predicting breast cancer risk using personal health data and 

machine learning models,” PLOS ONE, vol. 14, no. 12, p. 

e0226765, Dec. 2019, doi: 

https://doi.org/10.1371/journal.pone.0226765.  

[2] M. R. Al-Hadidi, A. Alarabeyyat and M. Alhanahnah, 

"Breast Cancer Detection Using K-Nearest Neighbor 

Machine Learning Algorithm," 2016 9th International 

Conference on Developments in eSystems Engineering 

(DeSE), Liverpool, UK, 2016, pp. 35-39, doi: 

10.1109/DeSE.2016.8.  

[3] A. Pati et al., “Breast Cancer Diagnosis Based on IoT and 

Deep Transfer Learning Enabled by Fog Computing,” 

Diagnostics, vol. 13, no. 13, p. 2191, Jun. 2023, doi: 

10.3390/diagnostics13132191.  

[4] A. Hamza, “An Enhanced Breast Cancer Diagnosis Scheme 

based on Two-Step-SVM Technique,” International Journal 

of Advanced Computer Science and Applications, vol. 8, no. 

4, 2017, doi: https://doi.org/10.14569/ijacsa.2017.080423.  

[5] G. Ogbuabor and U. F. N, “Clustering Algorithm for a 

Healthcare Dataset Using Silhouette Score Value,” 

International Journal of Computer Science and Information 

Technology, vol. 10, no. 2, pp. 27–37, Apr. 2018, doi: 

https://doi.org/10.5121/ijcsit.2018.10203.  

[6] A. Pati et al., “FOHC: Firefly Optimizer Enabled Hybrid 

Approach for Cancer Classification,” International Journal 

on Recent and Innovation Trends in Computing and 

Communication, vol. 11, no. 7s, pp. 118–125, Jul. 2023, doi: 

https://doi.org/10.17762/ijritcc.v11i7s.6983. 

[7] Y. Lim et al., “Background parenchymal enhancement on 

breast MRI: association with recurrence-free survival in 

patients with newly diagnosed invasive breast cancer,” Breast 

Cancer Research and Treatment, vol. 163, no. 3, pp. 573–586, 

Mar. 2017, doi: https://doi.org/10.1007/s10549-017-4217-5.  

[8] X. Chen et al., "A Reliable Multi-classifier Multi-objective 

Model for Predicting Recurrence in Triple Negative Breast 

Cancer," 2019 41st Annual International Conference of the 

IEEE Engineering in Medicine and Biology Society 

(EMBC), Berlin, Germany, 2019, pp. 2182-2185, doi: 

10.1109/EMBC.2019.8857030. 

[9] M. Rana, P. Chandorkar, A. Dsouza, and N. Kazi, “BREAST 

CANCER DIAGNOSIS AND RECURRENCE 

PREDICTION USING MACHINE LEARNING 

TECHNIQUES,” International Journal of Research in 

Engineering and Technology, vol. 04, no. 04, pp. 372–376, 

Apr. 2015, doi: https://doi.org/10.15623/ijret.2015.0404066. 

[10] D. A. Almuhaidib et al., "Ensemble Learning Method for the 

Prediction of Breast Cancer Recurrence," 2018 1st 

International Conference on Computer Applications & 

Information Security (ICCAIS), Riyadh, Saudi Arabia, 2018, 

pp. 1-6, doi: 10.1109/CAIS.2018.8442017. 

[11] S. B. Sakri, N. B. Abdul Rashid and Z. Muhammad Zain, 

"Particle Swarm Optimization Feature Selection for Breast 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

Article Received: 22 August 2023 Revised: 26 September 2023 Accepted: 17 October 2023 

___________________________________________________________________________________________________________________ 
 

 

    1007 
IJRITCC | October 2023, Available @ http://www.ijritcc.org 

Cancer Recurrence Prediction," in IEEE Access, vol. 6, pp. 

29637-29647, 2018, doi: 10.1109/ACCESS.2018.2843443. 

[12] K. Chakradeo, S. Vyawahare and P. Pawar, "Breast Cancer 

Recurrence Prediction using Machine Learning," 2019 IEEE 

Conference on Information and Communication Technology, 

Allahabad, India, 2019, pp. 1-7, doi: 

10.1109/CICT48419.2019.9066248. 

[13] D. Gu, K. Su, and H. Zhao, “A case-based ensemble learning 

system for explainable breast cancer recurrence prediction,” 

Artificial Intelligence in Medicine, p. 101858, Jun. 2020, doi: 

https://doi.org/10.1016/j.artmed.2020.101858. 

[14] K. Goyal, P. Aggarwal, and M. Kumar, “Prediction of Breast 

Cancer Recurrence: A Machine Learning Approach,” 

Advances in intelligent systems and computing, Aug. 2019, 

doi: https://doi.org/10.1007/978-981-13-8676-3_10. 

[15] M. S. Dawngliani, N. Chandrasekaran, S. Lalmuanawma, and 

H. Thangkhanhau, “Prediction of Breast Cancer Recurrence 

Using Ensemble Machine Learning Classifiers,” Advances in 

Intelligent Systems and Computing, pp. 232–244, Jan. 2020, 

doi: https://doi.org/10.1007/978-3-030-46828-6_20. 

[16] P.-T. Yang, W.-S. Wu, C.-C. Wu, Y.-N. Shih, C.-H. Hsieh, 

and J.-L. Hsu, “Breast cancer recurrence prediction with 

ensemble methods and cost-sensitive learning,” Open 

Medicine, vol. 16, no. 1, pp. 754–768, May 2021, doi: 

https://doi.org/10.1515/med-2021-0282. 

[17] S. Rabinovici-Cohen et al., “Multimodal Prediction of Five-

Year Breast Cancer Recurrence in Women Who Receive 

Neoadjuvant Chemotherapy,” Cancers, vol. 14, no. 16, p. 

3848, Aug. 2022, doi: 10.3390/cancers14163848. 

[18] S. R. Gupta, “Prediction time of breast cancer tumor 

recurrence using Machine Learning,” Cancer Treatment and 

Research Communications, vol. 32, p. 100602, 2022, doi: 

https://doi.org/10.1016/j.ctarc.2022.100602. 

[19] L. González-Castro et al., “Machine Learning Algorithms to 

Predict Breast Cancer Recurrence Using Structured and 

Unstructured Sources from Electronic Health Records,” 

Cancers, vol. 15, no. 10, p. 2741, May 2023, doi: 

10.3390/cancers15102741. 

[20] A. Janik et al., “Machine Learning-Assisted Recurrence 

Prediction for Early-Stage Non-Small-Cell Lung Cancer 

Patients,” arXiv (Cornell University), Nov. 2022, doi: 

https://doi.org/10.48550/arxiv.2211.09856. 

[21] “UCI Machine Learning Repository,” archive.ics.uci.edu. 

https://archive.ics.uci.edu/dataset/14/breast+cancer 

(Accessed on: 22/ 03/ 2023) 

[22] A. A. A. Al-Ameer, G. A. Hussien, and H. A. A. Ameri, 

“Lung cancer detection using image processing and deep 

learning,” Indonesian Journal of Electrical Engineering and 

Computer Science, vol. 28, no. 2, pp. 987–993, Nov. 2022, 

doi: 10.11591/ijeecs.v28.i2.pp987-993. 

[23] R. Pandian, D. N. S. R. Kumar, and R. R. Kumar, 

“Development of algorithm for identification of malignant 

growth in cancer using artificial neural network,” 

International Journal of Electrical and Computer Engineering 

(IJECE), vol. 10, no. 6, pp. 5709–5713, Dec. 2020, doi: 

10.11591/ijece.v10i6.pp5709-5713. 

[24] S. Shankar Reddy, N. Pilli, P. Voosala, and S. Ravi 

Chigurupati, “A comparative study to predict breast cancer 

using machine learning techniques,” Indonesian Journal of 

Electrical Engineering and Computer Science, vol. 27, no. 1, 

p. 171, Jul. 2022, doi: 10.11591/ijeecs.v27.i1.pp171-180. 

[25] G. Saranya and A. Pravin, “A comprehensive study on 

disease risk predictions in machine learning,” International 

Journal of Electrical and Computer Engineering (IJECE), 

vol. 10, no. 4, p. 4217, Aug. 2020, doi: 

10.11591/ijece.v10i4.pp4217-4225. 

[26] A. Pati, A. Panigrahi, D. S. K. Nayak, G. Sahoo, and D. 

Singh, “Predicting Pediatric Appendicitis using Ensemble 

Learning Techniques,” Procedia Computer Science, vol. 218, 

pp. 1166–1175, 2023, doi: 

https://doi.org/10.1016/j.procs.2023.01.095. 

[27] A. Panigrahi et al., "En-MinWhale: An Ensemble Approach 

Based on MRMR and Whale Optimization for Cancer 

Diagnosis," in IEEE Access, vol. 11, pp. 113526-113542, 

2023, doi: 10.1109/ACCESS.2023.3318261. 

[28] C. Aroef, Y. Rivan, and Z. Rustam, “Comparing random 

forest and support vector machines for breast cancer 

classification,” TELKOMNIKA (Telecommunication 

Computing Electronics and Control), vol. 18, no. 2, p. 815, 

Apr. 2020, doi: 

https://doi.org/10.12928/telkomnika.v18i2.14785. 

 

 

 

 

 

http://www.ijritcc.org/

