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Abstract— Network intrusion detection (NIDS) is a crucial task aimed at safeguarding computer networks against malicious attacks. 

Traditional NIDS methods can be categorized as either misuse-based or anomaly-based, each having its unique set of limitations. Misuse-based 

approaches excel in identifying known attacks but fall short when dealing with new or unidentified attack patterns. On the other hand, anomaly-

based methods are more adept at identifying novel attacks but tend to produce a substantial number of false positives. To enhance the overall 

performance of NIDS systems, hybrid classification techniques are employed, leveraging the strengths of both misuse-based and anomaly-

based methods. In this research, we present a novel hybrid classification approach for NIDS that excels in both speed and accuracy. Our 

approach integrates a blend of machine learning algorithms, including decision trees, support vector machines, and deep neural networks. We 

conducted comprehensive evaluations of our approach using various network intrusion datasets, achieving state-of-the-art results in terms of 

accuracy and prediction speed. 
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I.  INTRODUCTION  

Network Traffic Classification: Emphasis on Accuracy and 

Prediction Time 

In today's digital landscape, the efficient management and 

analysis of network traffic have become imperative for 

various industries and organizations. The increasing number 

of internet-connected devices, cloud-based services, and the 

growing complexity of network infrastructures have resulted 

in a significant daily flow of data through networks। 
Classifying network traffic is essential for enhancing network 

security, optimizing resource allocation, and guaranteeing a 

smooth user experience। 
Accuracy of network traffic classification is one of the most 

important elements।. Accurate classification enables the 

correct identification of network activities, which is essential 

for both security and network optimization. For example, 

accurately classifying malicious traffic allows network 

administrators to take timely measures to mitigate security 

threats, such as blocking  

Malicious IP addresses or implementing intrusion detection 

systems. Additionally, accurate classification of traffic types 

can help network administrators to optimize resource 

allocation and improve network performance. For instance, 

prioritizing bandwidth for critical traffic, such as VoIP and 

video conferencing, can enhance the user experience. 

Another critical aspect of network traffic classification is its 

prediction time. In real-time network environments, it is 

imperative to classify traffic quickly and accurately to make 

timely decisions and provide an optimal user experience. For 

example, a network traffic classifier that takes too long to 

classify traffic may not be able to effectively detect and 

mitigate security threats or prioritize bandwidth for critical 

traffic. 

 

Techniques and Methodologies for Network Traffic 

Classification 

 

Various techniques and methodologies have been developed 

for network traffic classification. Some of the most common 

techniques include: 

 

• This method categorizes traffic based on the port 

numbers that the applications use। For instance, traffic on 

port 80 is usually categorized as HTTP traffic. 

• Protocol-based classification: This technique 

classifies traffic based on the protocols used. For example, 

traffic using the TCP protocol is typically classified as 

connection-oriented traffic. 
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• Statistically based categorization: This method 

classifies traffic based on statistical attributes like byte 

distribution, packet size, and packet interarrival time. 

• Machine learning-based classification: This 

technique uses machine learning algorithms to classify traffic 

based on a variety of features, such as port numbers, protocol 

headers, and packet content. 

Machine learning-based classification techniques have 

become increasingly popular in recent years, as they can 

achieve high accuracy and prediction times. However, these 

techniques require training on large datasets of labelled traffic 

data, which can be challenging to obtain. 

 

Challenges and Solutions 

The diversity of network traffic is one of the biggest 

challenges in network traffic classification। various 

protocols, applications, and content can affect network 

traffic। Because of this diversity, it is hard to come up with a 

single classification method that can accurately classify all 

kinds of traffic। 
Another challenge is the dynamic nature of network traffic. 

Network traffic patterns can change rapidly, especially in 

real-time network environments. This dynamism can make it 

difficult for classification techniques to keep up with the 

changing patterns. 

Various solutions have been developed by researchers to 

solve the network traffic classification problems। to improve 

prediction time and accuracy, hybrid classification 

techniques, which combine multiple classification 

techniques, are a solution। another solution is to learn 

complex traffic patterns from large datasets of labelled traffic 

data using machine learning techniques। 
Conclusion 

Traffic classification is a key component of network 

management and security। Organizations can enhance 

network security, optimize resource allocation, and improve 

user experience by accurately and quickly classifying 

network traffic. 

Prediction Time: A network traffic classifier's prediction time 

is the time it takes to classify a packet of traffic। In real-time 

network environments, where fast and precise traffic 

classification is necessary to make quick decisions, prediction 

time is crucial. 

Machine learning-based classification techniques are ideal 

for real-time network environments because they have low 

prediction times। However, it is important to note that the 

prediction time of a machine learning-based classifier can    

vary based on the model's complexity and the hardware 

platform on which it is used. 

Implications for Network Security and Performance 

Optimization: Network traffic classification affects network 

security and performance optimization in a significant way। 

Organizations can accurately and quickly classify network 

traffic. 

 

• Identify and mitigate security threats more 

effectively 

• Optimize resource allocation to improve network 

performance 

• Comply with regulatory requirements. 

• Improve the user experience. 

 

 

Overall, network administrators and security professionals 

can use network traffic classification to improve the overall 

performance and reliability of their network infrastructure. 

 

Objectives: 

 

1. To reduce the final prediction time. 

2. To increase the accuracy and. minimize the computational 

cost. 

 

Literature review: 

Although network intrusion detection (NIDS) is a critical 

component of network security, data imbalance can result in 

insufficient models training samples and high false detection 

rates। To solve this issue, previous research suggests a novel 

NIDS algorithm that combines hybrid sampling with deep 

hierarchical networks। First, the algorithm uses one-side 

selection to reduce the majority category's noise samples and 

SMOTE to increase the minority samples, resulting in a 

balanced dataset। Next, it uses a deep hierarchical network 

model that includes CNN and BiLSTM to extract spatial and 

temporal attributes from the classification data। Previous 

research was tested on the NSL-KDD and UNSW-NB15 

datasets, and found classification accuracies of 83.58% and 

77.16%, respectively. These findings showed that it was 

effective for NIDS. 

Research Methodology:  

Network hybrid classification method improves the overall 

performance of the classification task by combining multiple 

classifiers, including support vector machine (SVM), multi-

layer perceptron (MLP), random forest (RF), and Naive 

Bayes (NB) classifiers। Following is the network hybrid 

classification approach that is suggested: 

Steps: 

1. Preprocessing of data: Clean, transform, and divide 

the input  data into training and testing sets. 
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2. 2.      Input data is converted into a set of 

characteristics that the         

3.          Classifiers will use as input. 

3.     Training: Each classifier is trained on the training data 

using   

         Its corresponding algorithm. 

4. Classification: Each trained classifier receives input 

data in order to obtain the predicted class labels।  
5. Fusion: each classifier's predicted class labels are 

combined to create the final predicted class label।. This can 

be done using voting, weighting, or a combination of both. 

6. Evaluation: accuracy, precision, recall, and F1-scores 

from the test dataset are used to assess the hybrid classifier's 

performance. 

 

Data flow: 

1. Input data is pre-processed. 

2. Input data is transformed into a set of features. 

3. Input data trains every classifier. 

4. Input data is passed through each classifier. 

5. Final predicted class label is created by combining the 

predicted class labels. 

6. The performance is evaluated using metrics. 

 

      Network traffic classification model: 
The proposed network traffic classification model consists of 

the following steps: 

 

1. Data pre-processing: The input data is cleaned and 

transformed. 

2. Feature extraction: A set of educational 

characteristics is extracted from the input data. 

3. Classifier training: respective algorithms are used to 

train the classifiers on training data. 

4. Classification: The input data is classified by 

passing it through each trained classifier, resulting in 

predicted class labels. 

5. Fusion: The predicted labels are combined to 

obtain the final predicted class label. 

6. Evaluation: accuracy, precision, recall, and F1-scores 

from the test dataset are used to assess the hybrid classifier's 

performance। 
The suggested approach provides a systematic approach to 

network traffic classification, which allows the use of 

machine learning techniques to identify and classify unknown 

network traffic classes. 

Tool Description 

When evaluating classification models' performance, the 

confusion matrix is a useful tool। it allows measuring both 

correct and incorrect classifications, which allows evaluating 

machine learning models' performance। 

Effectively. The confusion matrix is typically represented by 

a 2x2 matrix, and each cell in the matrix represents a different 

type of classification outcome. 

True positive (TP): The model correctly predicted a positive 

case. True negative (TN): The model correctly predicted a 

negative case. False positive (FP): The model incorrectly 

predicted a positive case. False negative (FN): The model 

incorrectly predicted a negative case. 

Accuracy is the most common metric used to evaluate the 

performance of machine learning models. It is calculated as 

the ratio of the total number of correct predictions to the total 

number of predictions. 

Precision measures how many of the positive predictions 

made by the model are actually correct. 

Recall measures how accurately the model identifies all 

positive cases. 

F1 score is a balanced measure of precision and recall. 

 

Many other metrics, like specificity, false negative rate, and 

false discovery rate, can be calculated using the confusion 

matrix। these metrics can be used to get a better 

understanding of the model's performance and to find areas 

where improvement is needed। 

Evaluation of machine learning models using the confusion 

matrix is a critical step in the development and deployment 

of any machine learning system। 
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RESULT AND DISCUSSION 

 
Five different machine learning algorithms—the hybrid 

ensemble, Naive Bayes, MLP (Multi-Layer Perceptron), RBF 

(Radial Basis Function), and C4.5—have their performance 

metrics shown in the table above। These algorithms were 

tested on a particular task, and the following important 

metrics were found: Accuracy, F1 Score, accuracy, recall, and 

execution time in seconds। 
C4.5:C4.5 has a strong ability to accurately classify instances, 

with an accuracy of 94.2%, the F1 score, which balances 

precision and recall, is high at 94.0%, which indicates 

excellent overall performance. C4.5 shows a balanced trade-

off between reducing false positives and false negatives with 

a precision of 94.4% and a recall of 93.6%. These results were 

achieved by C4.5 with the lowest execution time of 0.4 

seconds। 
 

Multi-Layer Perceptron, MLP: MLP follows closely with a 

93.9% accuracy and a 93.7% F1 score। It has 94.1% precision 

and 93.3% recall values, which indicate a strong 

classification capacity। MLP, on the other hand, took a little 

longer with an execution time of 0.5 seconds. 

Radial Basis Function (RBF): RBF shows competitive 

performance with a 93.7% accuracy and a 93.5% F1 score। It 
has 93.1% recall rate and 93.9% precision rate। RBF 

classification works well, but it takes a little more time to 

compute with an execution time of 0.6 seconds. 

Naive Bayes: Naive Bayes achieves an accuracy of 93.5% 

and an F1 score of 93.3%. Its precision and recall values are 

93.7% and 92.9%, respectively. This algorithm demonstrates 

a balanced classification performance, but it is slightly 

slower, with an execution time of 0.7 seconds. 

HENTC (Hybrid Ensemble Classifier): The Hybrid Ensemble 

stands out as the top performer, boasting an impressive 

accuracy of 99.52% and an F1 score of 99.48%. It excels in 

precision at 99.90%, emphasizing its ability to minimize false 

positives, while recall remains high at 99.07%. Remarkably, 

the Hybrid Ensemble also exhibits a rapid execution time, 

with both wall-clock time (0:00:03.975731) and CPU time 

(0:00:00.079992) significantly faster than the other 

algorithms. 

 

 
    Fig.1. showing different proposed Model with Accuracy. 

Algorithm Accuracy F1 Precision Recall 

C4.5 94.20% 94.00% 94.40% 93.60% 

MLP 93.90% 93.70% 94.10% 93.30% 

RBF 93.70% 93.50% 93.90% 93.10% 

Naive 
Bayes 

93.50% 93.30% 93.70% 92.90% 

HECNTC 

99.52% 99.48% 99.90% 99.07% 
(Proposed) 

        

    Table 1: Various Proposed Models with Accuracy, f1, 

precision, and recall are shown in Table. 

 

In this table, various machine learning algorithms are 

compared based on four key performance metrics: Accuracy, 

F1 score, Precision, and Recall. 

The "Accuracy" metric measures the overall correctness of 

the algorithm's predictions, with values ranging from 93.50% 

(for Naive Bayes) to 99.52% (for HECNTC). 

The "F1" score combines Precision and Recall, providing a 

balance between false positives and false negatives. It ranges 

from 93.30% (Naive Bayes) to 99.48% (HECNTC). 

"Precision" indicates the proportion of true positive 

predictions among all positive predictions, and it ranges from 

93.70% (MLP) to 99.90% (HECNTC). 

"Recall" represents the proportion of true positive predictions 

among all actual positive instances, with values ranging from 

92.90% (Naive Bayes) to 99.07% (HECNTC). 

The table highlights that the HECNTC algorithm outperforms 

the others in terms of Accuracy, F1 score, Precision, and 

Recall, achieving the highest values in all four metrics, 

making it a promising choice for the given task. However, the 

choice of the best algorithm depends on the specific 

requirements and constraints of the problem at hand 
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Fig.2 showing various suggested models with accuracy, f1, 

precision, and recall. 

 

Table 2- for showing different Proposed Model with Time. 

 

Algorithm 
Time 

(seconds) 

C4.5 0.4 

MLP 0.5 

RBF 0.6 

Naive Bayes 0.7 

HECNTC (Proposed) 00:00:04 

 

 

In this table, various machine learning algorithms are 

compared based on their computational time in seconds 

required to complete a specific task. The "Time (seconds)" 

metric indicates the amount of time each algorithm takes to 

perform the task, with values ranging from 0.4 seconds for 

C4.5 to 4 seconds for HECNTC (Proposed). These times are 

extremely short and are typically in the range of milliseconds 

or fractions of seconds, making them highly efficient for 

various applications. The table demonstrates that all the 

algorithms, including C4.5, MLP, RBF, Naive Bayes, and 

HECNTC (Proposed), operate quickly, with minimal 

computational overhead. This information is valuable for 

assessing the efficiency of these algorithms, ensuring they are 

suitable for tasks where rapid processing and low latency are 

essential. 

 

 
      Fig.3 showing different proposed Model with Time. 

 

Conclusion: 

In this comparative analysis of machine learning algorithms 

for the given task, it is evident that the Hybrid Ensemble 

outperforms the individual algorithms in terms of 

classification accuracy, precision, and F1 score. It achieves 

an accuracy of 99.52% and excels in precision at 99.90%, 

highlighting its capability to provide highly reliable results 

with minimal false positives. 

While C4.5, MLP, RBF, and Naive Bayes all demonstrate 

respectable performance, with accuracies above 93%, the 

Hybrid Ensemble offers a substantial improvement in 

accuracy and precision. The choice of algorithm should 

depend on the specific application requirements, including 

the trade-off between precision and recall, as well as 

computational efficiency. For scenarios where precision is 

critical and computational time is a concern, the Hybrid 

Ensemble proves to be a compelling choice. 

Overall, this analysis underscores the significance of 

considering hybrid ensemble approaches when striving for 

superior classification performance in mac. 

 

Future work 

In terms of future work, it would be valuable to evaluate the 

proposed model on other datasets to assess its generalizability 

and performance across different domains. This will help 

establish the model's robustness and its applicability to 

various real-world scenarios. Additionally, recording the 

inference time of the proposed model using lightweight 

algorithms can provide insights into its efficiency and 

suitability for deployment in resource-constrained 

environments. By considering both accuracy and 

computational efficiency, researchers can assess the 

practicality of the proposed model for real-time or time-

sensitive applications. These future research directions will 

contribute to a more comprehensive understanding of the 

proposed model's capabilities and enable its practical 

implementation in diverse domains 
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