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Abstract— Magnetic Resonance Imaging (MRI), is a crucial technology used in the processing of medical images that provides insights 

into the anatomy of soft organs in the human body and helps in detecting brain tumors and spinal tumors. Despite advances in technology, most 

images have intrinsic drawbacks such as reduced contrast and brightness, and noise. Several contrast enhancement techniques are used such as, 

HE, BBHE, DSIHE, CLAHE, RMSHE, and their fusion, have been deployed on different MRI images to handle these problems. Metrics such 

as, entropy, PIQE and BRISQUE are used in the assessment of the results. Through the different fusion combinations, most prominent results 

are obtained from CLAHE-RMSHE fusion with an entropy value of 6.2516 and BRISQUE value of 40.14. 
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I.  INTRODUCTION 

Brain images, in particular MRI scans, often suffer due to 

poor brightness, poor contrast, and the presence of unwanted 

noise [14]. MRI scans are used to identify abnormal tissue 

growths in the brain. Abnormal development of cells in the brain 

leads to the formation of tumors, which can be classified as 

primary or secondary. If found, the growth should be identified 

and removed. Typical signs of a brain tumor include migraines, 

nausea, blurred vision, disorientation, and weakness in the limbs. 

Brain tumor can be treated by surgery, radiation therapy and 

chemotherapy. 

Tumor detection in MRI images is difficult due to dark 

images, limited discrimination, and noise interference [1, 20]. 

Various contrast enhancement techniques like HE, 

BBHE, CLAHE, RMSHE and DSIHE are under 

investigation to improve the accurate detection of brain tumors. 

[16] Contrast enhancement techniques improve the visibility of 

objects in an image by increasing the relative brightness. 

The fusion of contrast enhancement techniques has been 

proposed as a means of improving brain tumor detection by 

making medical images more useful for accurate diagnosis in the 

medical field [18]. 

 

 
Figure. 1. Brain MRI Images [21,22] 
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A few samples of MRI brain images are shown in 

Figure 1 above. 

 

A fusion of contrast-enhancing techniques has been 

proposed as a means of improving brain tumor detection by 

upgrading medical images to the best standard for practically 

accurate medical diagnosis. [15] The term fusion generally 

refers to a strategy for extracting knowledge obtained from 

multiple disciplines. The goal of image fusion is to combine the 

data from multiple images captured of the same scene into a 

single image while preserving the important and significant 

characteristics of the individual source images. Researchers 

studied the center weighted median (CWM) filter, a type of 

weighted median filter that places more weight on the mean of 

each frame. [17] This filter can reduce the effects of additive 

white noise and impulsive noise while preserving important 

image characteristics. The resulting combined image is more 

informative and complete than any of the input photos, making 

it suitable for human vision and computer perception. 

 

The remaining part of the document is structured in the 

following manner: Section II examines previous research, 

current approaches, and available methods. Additionally, in 

Section III, present an outline of the proposed approach. The 

outcomes of proposed techniques are discussed in Section IV. 

Lastly, Section V concludes the present study and offers some 

insights into potential future improvements. 

. 

II. RELATED WORKS 

Numerous researchers have already conducted a substantial 

amount of research in this field. This section provides a summary 

of the previously conducted research work. 

 

A. Histogram Equalization (HE) 

A study by Hardeep Kaur and Jyoti Rani used various HE 

techniques to improve MRI images of brain tumors [3]. Due to 

the low contrast, the histogram of his MRI image of the brain is 

undispersed and tapers only to the left. To solve this problem, 

HE is applied to improve the image contrast and create a 

uniformly distributed histogram. HE techniques, despite their 

effectiveness, cannot provide insight into spatial relationships 

between pixels. 

The HE process can be described by the following equation: 

 

𝑃𝑛 =
𝑛𝑜. 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙 𝑤𝑖𝑡ℎ 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑛𝑘

𝑡𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑛
 

 

𝑛 = [0, 𝑖 − 1] 

 

The gray level values of the input image are represented by 

[0,…,i-1] in the formula (1). 

B. Contrast Limited Adaptive Histogram Equalization 

(CLAHE) 

In research papers [8], both AHE and CLAHE have been 

used to increase the contrast of MRI images. The AHE method 

is used to enhance features in images where the contrast needs 

to be improved. The AHE method differs from the simple HE 

approach in that it computes multiple histograms related to 

certain regions of the image and uses them to restore the image 

to its original luminance values. This method of enhancing local 

contrast improves image quality and makes it more suitable to 

anticipate. 

CLAHE is an improved version of Adaptive HE. CLAHE 

solves the problem of extra noise enhancement and 

overexposure of bright areas that can occur with the AHE 

approach. CLAHE manages image contrast by controlling the 

contrast enhancement of adjacent pixels, resulting in a transfer 

function that reduces the problem of noise enhancement. 

 

C. Dualistic Sub Image Histogram Equalization 

(DSIHE) 

Wang et al [9] initially introduced the concept of DSIHE. A 

type of BBHE that sorts images into groups based on median 

values is called DSIHE. A method has been proposed to enhance 

and segment medical images based on DSIHE [7]. As described 

in [13], the proposed algorithm includes the following series of 

steps: 

1. Generate a histogram from the input image. 

2. Calculate the median value (M) of the histogram. 

3. Partition the histogram into two parts considering 

the median value (M). 

4. Apply techniques such as cumulative distributions 

and probability distributions to perform histogram 

equalization for both partitions. 

 

Assuming that a grayscale threshold is used to divide image 

X into two sub-images, XA and XB, then, 

 

𝑋 = 𝑋𝐴 + 𝑋𝐵              (2) 

 

results. In this, 

 

 𝑋𝐴 = (𝑋(𝑖,𝑗)| 𝑋(𝑖,𝑗) <  𝑋𝑒′  ∀ 𝑋(𝑖,𝑗)  ∈ 𝑋 )          (3) 

 

 𝑋𝐵 = (𝑋(𝑖,𝑗)| 𝑋(𝑖,𝑗) <  𝑋𝑒,  ∀ 𝑋(𝑖,𝑗)  ∈ 𝑋 )        (4) 

 

Here, XA is constructed from {X0, …, Xe-1} and XB is 

constructed from {Xe, …, Xr-1} 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

Article Received: 12 August 2023 Revised: 29 September 2023 Accepted: 16 October 2023 

___________________________________________________________________________________________________________________ 
 

 

    921 
IJRITCC | October 2023, Available @ http://www.ijritcc.org 

D. Recursive Mean Separate Histogram Equalization 

(RMSHE) 

 

According to [6], RMSHE, which is an extension of BBHE, 

offers adjustable brightness preservation and enhances contrast 

for that purpose. It has been found to enhance images naturally 

and more effectively. 

 

 

The paper [11] describes RMSHE as applying the BBHE 

algorithm recursively. Simply put, RMSHE runs the BBHE 

algorithm recursively. The input grayscale image is split into '2n' 

sub-histograms, and then these individual sub-histograms are 

adjusted separately using a criterion named 'n' according to the 

method described. The brightness of the final image, or the 

computed average, rises and is equal to the input brightness 

value as RMSHE makes sure that the scaled brightness is 

retained. The degree of luminance preservation that RMSHE can 

achieve is directly proportional to the value of n, which 

corresponds to the number of times the recursive process is 

performed. As the value of n increases, the brightness 

preservation of the enhanced image improves. 

 

𝐸(𝑌) =  [
𝑋𝐺−𝑋𝑚

2𝑛 ]  (5) 

 

According to [11], equation (5) defines the output image 

brightness E(Y). where XG represents the average gray level and 

Xm represents the average efficiency. 

 

Some studies suggest that weighted and recursively 

separated HE can preserve brightness while improving the 

contrast. Unlike BBHE, which performs mean-based histogram 

segmentation only once, RMSHE performs it recursively 

multiple times. [5] 

 

E. Brightness Preserving Bi-Histogram Equalization 

(BBHE) 

A comparative study by K. Akilaa, L.S. Jayashreeb and A. 

Vasuvic [10] aims to compare several HE techniques to 

determine suitable algorithms for image enhancement and 

subsequent processing. BBHE is used in the research study 

based on a specific formula, as the conventional HE technique 

can change the brightness of the image significantly. 

 

BBHE can improve image noise reduction and avoid 

blurring image details. It can improve enhancement 

performance on applying an edge-preserving filter. Here, let Xm 

be the average of the input image, and 𝑥l and 𝑥u denote the two 

sublevels of the input image. The output of BBHE can be 

expressed as: 

𝑌 = 𝑓𝐿 (𝑥𝑙) ∪  𝑓𝑢 (𝑥𝑢)  (6) 

 

The resultant image Y is obtained by combining the two 

separate halves, 𝑥l and 𝑥u, as shown in equation (6). 

 

The proposed methodology is further elaborated in the 

following section. 

III. PROPOSED METHOD 

The proposed model can be divided into two primary elements, 

as shown in Figure 2. The initial component involves the 

processing of the MRI image using various techniques such as 

RMSHE, BBHE, CLAHE, and DSIHE. These methods are 

combined in different ways to create fusion combinations. The 

second component involves the evaluation of the model using 

parameterized methods 

 

 
Figure. 2. Process for the suggested technique 

 

BBHE-CLAHE Fusion: BBHE and CLAHE can be combined 

to produce a fused image that leverages the strengths of both 

techniques. This method applies CLAHE to the high contrast 

sections of the image while BBHE is applied to the low contrast 

regions of the image. The final outcome is achieved by merging 

these regions together. by taking their weighted average for 

which 0.5 value is taken for BBHE and 0.5 value is taken for 

CLAHE. The resulting fused image has improved overall 

contrast and brightness while avoiding the noise amplification 

that can occur with CLAHE alone. 

 

BBHE - RMSHE Fusion: When BBHE and RMSHE are 

combined, their respective strengths can be leveraged to 

produce an even better output image. This fusion technique 

involves equalizing the histogram of the image using both 
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BBHE and RMSHE, and then merging the resulting images 

using a weighted average for which 0.5 value is taken for BBHE 

and 0.5 value is taken for RMSHE. By using both techniques, 

the brightness preservation and contrast enhancement can be 

further improved, resulting in a more visually appealing image. 

 

BBHE – DSIHE Fusion: Fusing BBHE and DSIHE involves 

applying both techniques to the input image and then combining 

their outputs to obtain the final enhanced image. The idea is to 

leverage the strengths of both techniques while minimizing 

their weaknesses. BBHE helps preserve image brightness while 

increasing contrast, while DSIHE manages local contrast 

variations and can adapt to content in different regions of the 

image. The resultant image is obtained by combining them by 

taking their weighted average for which 0.5 value is taken for 

BBHE and 0.5 value for DSIHE. After combining them, it is 

possible to achieve an enhanced image that has better overall 

contrast and brightness while preserving local details. 

 

CLAHE – RMSHE Fusion: By fusing these two methods, can 

take advantage of the strengths of both techniques. CLAHE can 

preserve local details and prevent over-enhancement, while 

RMSHE can provide a more natural-looking enhancement and 

better brightness preservation. The resultant image is obtained 

by combining them by taking their weighted average for which 

0.5 value is taken for CLAHE and 0.5 value for RMSHE. The 

resulting image has improved contrast and better brightness 

preservation while preserving important details in the image. 

 

RMSHE – DSIHE Fusion: The fusion of these two techniques 

involves using the recursive approach of RMSHE to further 

enhance the dualistic sub-image approach of DSIHE. In this 

fusion technique, the input image is first subjected to DSIHE, 

which separates the image into a number of sub-images and 

equalizes their histograms separately. Then, the RMSHE 

technique is applied recursively to each of these sub-images to 

further enhance their contrast. 

 

The advantage of combining these two techniques is that 

DSIHE is good at preserving local contrast in the image, while 

RMSHE is good at maintaining the brightness of the image 

while enhancing its contrast. The resultant image is obtained by 

combining them by taking their weighted average for which 0.5 

value is taken for RMSHE and 0.5 value for DSIHE. The fusion 

of these techniques results in an image that has both good local 

contrast and overall brightness preservation, making it visually 

appealing and useful for various image processing applications. 

 

Once the MRI image is analyzed, the model uses an external 

library to convert the input image to grayscale. These grayscale 

images are used in the computation, where the output images 

from two different methods are combined using a weighted 

average approach. The resulting image is obtained by 

combining various histogram equalization techniques. The 

obtained values are then used to calculate various metric entities 

such as entropy, PIQE, NIQE, BRISQUE. Therefore, the 

numerical value of the metric parameter is used to compare 

images 

IV. RESULTS AND DISCUSSIONS 

After the text edit has been completed, the paper is ready for 

the template. Duplicate the template file by using the Save As 

command, and use the naming convention prescribed by your 

conference for the name of your paper. In this newly created file, 

highlight all of the contents and import your prepared text file. 

You are now ready to style your paper.  

A. Subjective Evaluation 

A visual analysis of the proposed algorithm has been 

performed by analyzing image quality using human vision [19]. 

Using medical MRI scans from established databases, the 

applicability and effectiveness of the proposed method are 

evaluated in contrast to other existing methods 

 

. 

Figure 3. Subjective Results. The images above display the outcomes of 

applying several algorithms to three representative images from the dataset. 

[27,28] 
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B. Objective evaluation 

In this study, several objective evaluation parameters are 

used to check the performance of the proposed approach relative 

to other existing methods. [19] 

Entropy: The amount of unpredictability that exists between 

pixels of the same intensity is indicated by an image's entropy 

value. In other words, entropy indicates how crowded the pixels 

in an image are. Evenly distributed pixels increase the entropy 

value. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦  𝑙𝑛 𝑃𝑗 ) (7) 

In equation (7), j is the absolute set of pixel values and Pj is 

the probability that a particular pixel value appears in a given 

image. 

 

BRISQUE: BRISQUE means "Blind/ Referenceless Image 

Spatial Quality Evaluator''. BRISQUE is used to determine the 

reference-less quality score of an image. BRISQUE compares 

the image to a pre-defined (standard or custom) model created 

from images of naturally occurring environments with 

equivalent aberrations. A lower score indicates higher quality. 

 

NIQE: NIQE stands for "naturalness image quality 

evaluator." It measures the extent to which an image appears 

natural to human perception without relying on a reference 

image. A lower NIQE score indicates higher quality, suggesting 

that the image exhibits a higher level of naturalness and realism. 

 

PIQE: PIQE is an abbreviation for "perception-based image 

quality assessment." PIQE determines the reference-less quality 

value of an image. A lower score indicates higher quality. 

 

A quantitative comparison between different performance 

evaluation parameters and the proposed method is shown below 

TABLE I.  COMPARISON OF THE ALGORITHM'S PERFORMANCE 

MEASURED USING SEVERAL METRICS 

METHOD ENTROPY NIQE PIQE BRISQUE 
INPUT IMAGE 5.5528 4.2956 40.7888 40.5045 

DSIHE [7,9] 6.127 5.2563 47.4298 42.0642 
CLAHE [8] 6.2509 4.3828 42.8057 40.1465 

BBHE [10] 6.127 5.2563 47.4298 43.064 
RMSHE [6] 5.831 4.5702 45.5095 40.6386 

BBHE– 
CLAHE FUSION 5.4513 4.2559 41.0314 40.8003 

BBHE– 
RMSHE FUSION 6.1192 5.1737 48.2357 44.5 
BBHE– DSIHE 5.8987 8.1792 53.4573 51.4346 

FUSION 
CLAHE– 
RMSHE 
FUSION 6.2516 4.3822 42.8173 40.14 

RMSHE– 
DSIHE FUSION 6.1677 5.3476 48.2531 44.3276 

 

After applying the proposed method, the processed MRI 

images are analyzed based on metric parameters such as entropy, 

NIQE, BRISQUE, and PIQE. The amount of unpredictability in 

the processed MRI image is assessed using the metric parameter 

entropy, which reveals details about the texture of the image. 

Therefore, it can be concluded that if the entropy value of the 

output image is high, the result is desirable. NIQE compares the 

quality of the processed image with the quality of the input 

image calculated from the natural landscape. Therefore, a lower 

NIQE value indicates a higher processed image quality. The 

PIQE metric computes the distortion of spatially significant 

image regions. Images with smaller PIQE values are of better 

quality. BRISQUE evaluates image attributes by evaluating 

locally normalized luminance coefficients. Therefore, images 

with lower BRISQUE scores are of higher quality. 

 

After taking the values of the above metric parameters for 

the processed images and comparing them with those of the 

original image, some interesting results are observed. 

Combining different HE techniques has been found to provide 

better performance than applying a single histogram 

equalization technique to the processed image. The CLAHE-

RMSHE fusion has obtained the most outstanding value among 

all the proposed fusion methods. The image entropy value 

increased from 5.5528 to 6.2516. NIQE, PIQE and BRISQUE 

also have promising values of 4.3822, 42.8173 and 40.14 

respectively. 

 

C. Region Of Interest 

Regions of interest (ROIs) highlighting in MATLAB refers 

to the process of emphasizing specific regions or objects of 

interest within an image. This can be achieved using techniques 

such as threshold-based methods, image segmentation, or 

saliency-based approaches. These methods help improve the 

visibility and perceptual significance of important image content 

for subsequent analysis. 

 

ROIs are manually highlighted in MATLAB to locate tumor 

sites in brain images precisely. This process is called manual 

segmentation 
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Figure 4: Original Dataset Sample Images with and without the Region of 

Interest (ROI) highlighted 

 

 
Figure 5: CLAHE-RMSHE Fusion Enhanced Sample Images with and 

without the Region of Interest (ROI) highlighted 

 

 

The segmentation of ROI in the above images makes it easier 

for the machine learning models and techniques that are further 

applied to correctly identify where the tumor is located in the 

entire image, thereby vastly improving accuracy and efficiency 

of detection. 

D. Classification 

Classification in machine learning is a technique used to 

categorize or label data into predefined classes or categories 

based on their features. 

 

In the context of tumor and non-tumor MRI image 

classification, machine learning can be used to identify and 

classify images as either tumor or non-tumor automatically. The 

process involves extracting relevant features from the MRI 

images, such as texture, shape, or intensity characteristics. 

These features are then used to train a classification model, such 

as a support vector machine (SVM), random forest, or 

convolutional neural network (CNN). 

 

Several classification methods are applied to the MRI images to 

classify them into tumor and non-tumor images. The accuracy 

of these classifications can help to judge the improvement in 

detection post enhancement. 

 

Convolutional Neural Network (CNN): It is a class of deep 

learning algorithms frequently used in computer vision 

applications. It involves using convolutional layers to detect 

features present in images, which is particularly effective for 

tasks such as image classification and object detection. 

 

Support Vector Machines (SVM): It is an algorithm in machine 

learning used to find an optimal hyperplane that can be used to 

segregate different classes present within data with the widest 

margin, and is used for classification and regression analysis on 

both linear and nonlinear datasets. 

 

Residual Network (ResNet): It is a deep learning architecture 

that introduces the concept of residual blocks. This makes it 

possible to effectively train very deep neural networks and use 

them in a plethora of different computer vision tasks, such as 

object recognition and image classification, and achieve state-

of-the-art results. 

 

Random Forest. It is a machine learning algorithm that uses 

ensemble learning to combine many decision trees to generate 

predictions and enhance accuracy. It is widely used in various 

applications such as classification, regression, and feature 

selection. 

 

K-Nearest Neighbors (KNN): It is a nonparametric machine 

learning algorithm that predicts the class of a new data point 

based on the majority class of the nearest k neighbors in the 

training set. It is commonly used for classification and 

regression tasks. 

 

Decision Trees. These are machine learning algorithms that 

build tree-like models of decisions and their possible outcomes, 

commonly used for classification and regression tasks. The 

model is built by recursively dividing the dataset into subsets 

based on the most discriminating features until a stopping 

criterion is met. 

 

The results of classification are shown in the table below. The 

findings also confirm the results of enhancement: 
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TABLE II.  COMPARISON OF CLASSIFICATION ACCURACY OF 

VARIOUS TECHNIQUES APPLIED ON THE ALGORITHM(S) 

METHOD 
CNN 
[21] 

SVM 
[22] 

RESNET 
[23] 

RANDOM 
FOREST 

[24] KNN [25] 

DECISION 
TREES 

[26] 
ORIGINAL 

IMAGES 71.6 93.4 98 96.13 89.6 90 
DSIHE [7,9] 60.6 92.8 98.4 96.8 90.4 93.2 
CLAHE [8] 62.99 92.8 96.6 97.33 91.2 93.8 
BBHE [10] 60.19 92.8 97.69 95.87 93.8 84.4 
RMSHE [6] 59.2 92.8 97.6 94.8 87.6 86.4 
BBHE– 

CLAHE 
FUSION 73.79 93.6 98 97.33 90.8 91.2 
BBHE– 

RMSHE 
FUSION 66.2 92.2 97.8 97.2 92.2 94.6 

BBHE– 
DSIHE 
FUSION 59.6 92.8 98.5 96 91 88.6 

CLAHE– 
RMSHE 
FUSION 79 92.8 98 97 91.2 93.8 

RMSHE– 
DSIHE 
FUSION 59.2 92.2 97.5 96.93 91.6 92.2 

 

Next, the various classification techniques described above are 

applied to a smaller set of MRI images with tumors marked 

using ROI. This set consists of 100 tumor images with ROI 

marked and 100 non tumor images. ROI segmentation has been 

applied to the original as well as CLAHE-RMSHE fusion 

enhanced images. 

 

The following table shows the classification accuracy for the 

sample dataset [28,28] using different classification algorithms: 

TABLE III.  COMPARISON OF DETECTION ACCURACY OF 

VARIOUS TECHNIQUES APPLIED ON THE ALGORITHM(S) 

METHOD ORIGINAL 
CLAHE-RMSHE 

FUSION 
CNN 52.49 60.00 
SVM 80.00 95.00 

RANDOM FOREST 83.33 83.33 

 

The table above shows the accuracy of different classification 

algorithms for both the original images and the proposed 

method. Compared with the original image, the proposed ROI 

highlighting method improved the accuracy of most of the 

algorithms. For example, the support vector machine (SVM) 

algorithm achieved 80% accuracy for the original image and 

95% accuracy for the proposed method. 

These results suggest that the proposed ROI highlighting 

technique effectively enlarged the tumor area and consequently 

improved the classification accuracy. Furthermore, the high 

accuracy of the algorithm of the proposed method indicates that 

it may improve tumor detection accuracy in MRI brain scans. 

Therefore, the step of highlighting the ROI is critical to 

precisely localize the tumor site on the MRI scan, and the 

subsequent classification analysis evaluates the effectiveness of 

the proposed strategy in reliably detecting the tumor. 

V. CONCLUSION 

In this research paper different histogram equalization 

methods are executed on the given input picture of MRI and 

Furthermore, these methods are employed in conjunction with 

each other on the identical input images. Image combination 

refers to the process of merging relevant information from 

multiple pictures into a unified image. The resultant image will 

be more informative than any of the original pictures, as it retains 

the essential highlights from each of them. The resulting picture 

contains more data as compared to input images. 

After evaluating various metrics, it is observed that the 

CLAHE-RMSHE fusion gives the best results, achieving an 

entropy value of 6.2516 and a BRISQUE value of 40.14. 

Additionally, the BBHE-CLAHE fusion has a high entropy 

parameter with a value of 5.4513. 

This approach has the potential to improve the identification 

of valuable and fundamental components within MRI and CT 

images. It can facilitate the detection of tumors in the diagnostic 

process. 

VI. REFERENCES 

[1] Abin, D., Thepade, S., Vibhute, Y., Pargaonkar, S., Kolase, V., 

Chougule, P. (2022). Brain Tumor Image Enhancement Using 

Blending of Contrast Enhancement Techniques. In: Chen, 

J.IZ., Tavares, J.M.R.S., Shi, F. (eds) Third International 

Conference on Image Processing and Capsule Networks. 

ICIPCN 2022. Lecture Notes in Networks and Systems, vol 

514. Springer, Cham. 

doi.org/10.1007/978-3-031-12413-6_58 

[2] D. Abin, S. D. Thepade, H. Mankar, S. Raut and A. Yadav, 

"Blending of Contrast Enhancement Techniques for Chest X-

Ray Pneumonia Images," 2022 International Conference on 

Electronics and Renewable Systems (ICEARS), 2022,

 pp.981-985,  

doi: 10.1109/ICEARS53579.2022.9752286. 

[3] Kaur, H., & Rani, J. (2016). 

MRI brain image enhancement using Histogram 

Equalization techniques. 2016 International Conference

 on Wireless Communications, Signal

 Processing and Networking (WiSPNET). 

doi:10.1109/wispnet.2016.7566237. 

[4] Senthilkumaran, N., & Thimmiaraja, J. (2014). Histogram 

Equalization for Image Enhancement Using MRI Brain 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

Article Received: 12 August 2023 Revised: 29 September 2023 Accepted: 16 October 2023 

___________________________________________________________________________________________________________________ 
 

 

    926 
IJRITCC | October 2023, Available @ http://www.ijritcc.org 

Images. 2014 World Congress on Computing and 

Communication Technologies. doi:10.1109/wccct.2014.45 

[5] Kim, M., & Chung, M. (2008). Recursively separated and 

weighted histogram equalization for brightness preservation 

and contrast enhancement. IEEE Transactions on Consumer 

Electronics, 54(3), 1389–1397. doi:10.1109/tce.2008.4637632 

[6] Soong-Der Chen, & Ramli, A. R. (2003). Contrast 

enhancement using recursive mean-separate histogram 

equalization for scalable brightness preservation. IEEE 

Transactions on Consumer Electronics, 49(4), 1301–1309. 

doi:10.1109/tce.2003.1261233 

[7] Mohan, K. Raj & Thirugnanam, G. (2013). A dualistic sub-

image histogram equalization based enhancement and 

segmentation techniques for medical images. 2013 IEEE 2nd 

International Conference on Image Information Processing, 

IEEE ICIIP 2013. 566-569. 10.1109/ICIIP.2013.6707655. 

[8] Rubini, C., & Pavithra, N. (2019). Contrast 

Enhancement of MRI Images using AHE and CLAHE 

Techniques. 

[9] Yao, Zhijun & Lai, Zhongyuan & Wang, Chun. (2016). Image

 Enhancement Based on Equal Area Dualistic Sub-

image and Non-parametric Modified

 Histogram Equalization Method. 447-450. 

10.1109/ISCID.2016.1110. 

[10] K. Akila, L.S. Jayashree, A. Vasuki, Mammographic Image 

Enhancement Using Indirect Contrast Enhancement 

Techniques A Comparative Study,Procedia Computer 

Science, Volume 47, 2015 

[11] Mousania, Y., & Karimi, S. (2018). A Novel Improved Method 

of RMSHE-Based Technique for Mammography Images 

Enhancement. Fundamental Research in Electrical 

Engineering, 31–42. doi:10.1007/978-981-10-8672-4_3 

[12] Wan Azani Mustafa and Mohamed Mydin M. Abdul Kader 

2018 J. Phys.: Conf. Ser. 1019 012026 

[13] Yu Wang, Qian Chen and Baeomin Zhang, "Image 

enhancement based on equal area dualistic sub-image 

histogram equalization method," in IEEE Transactions on 

Consumer Electronics, vol. 45, no. 1, pp. 68-75, Feb. 1999, doi: 

10.1109/30.754419. 

[14] J. Kalyani and M. Chakraborty, "Contrast Enhancement of 

MRI Images using Histogram Equalization Techniques," 2020 

International Conference on Computer, Electrical & 

Communication Engineering (ICCECE), 2020, pp. 1-5, doi: 

10.1109/ICCECE48148.2020.9223088. 

[15] Mostafiz, Rafid & Uddin, Mohammad Shorif & Munna, Nur 

& Hasan, Md & Rahman, Mohammad Motiur. (2021). MRI-

based brain tumor detection using the fusion of histogram 

oriented gradients and neural features. Evolutionary

 Intelligence. 14. 

10.1007/s12065-020-00550-1. 

[16] Rana, Shashi. (2011). A Review of Medical Image 

Enhancement Techniques for Image Processing. International 

Journal of Current Engineering and Technology 

[17] E. Mohan, R. Sivakumar and S. V. Aswin Kumer, "An 

implementation of image enhancement in satellite images 

using weighted average analysis," 2017 IEEE International 

Conference on Power, Control, Signals and Instrumentation 

Engineering (ICPCSI), Chennai, India, 2017, pp. 

        2947-2951, doi: 10.1109/ICPCSI.2017.8392265. 

[18] Palaniappan, Natarajan & Nallaperumal, Krishnan & Soniya, 

N. (2012). Fusion of MRI and CT brain images using 

histogram equalization. 2012 IEEE International Conference 

on Computational Intelligence and Computing Research, 

ICCIC 2012. 1-4. 10.1109/ICCIC.2012.6510303. 

[19] Subramani, B., Veluchamy, M. Fuzzy Gray Level Difference 

Histogram Equalization for Medical Image Enhancement. J 

Med Syst 44, 103 (2020) 

[20] D. Abin, G. Mudavadkar, R. Minase, M. Handoo and R. 

Kumawat, "MRI Image Enhancement for Brain Tumor 

Detection using Hybridization of Contrast Enhancement 

Techniques," 2022 International Conference on Knowledge 

Engineering and Communication Systems (ICKES), 

Chickballapur, India, 2022, pp. 1-5,  doi: 

10.1109/ICKECS56523.2022.10060125. 

[21] Jaswal, Deepika & Vishvanathan, Sowmya & Kp, Soman. 

(2014). Image Classification Using Convolutional Neural 

Networks. International Journal of Scientific and Engineering 

Research. 5. 1661-1668. 

10.14299/ijser.2014.06.002. 

[22] Xiaowu Sun, Lizhen Liu, Hanshi Wang, Wei Song and Jingli 

Lu, "Image classification via support vector machine," 2015 

4th International Conference on Computer Science and

 Network Technology (ICCSNT), Harbin, China, 2015,

 pp. 485-489, doi: 

 10.1109/ICCSNT.2015.7490795. 

[23]   Liang, Jiazhi. (2020). Image classification based on 

RESNET. Journal of Physics: Conference Series. 1634. 

012110. 10.1088/1742-6596/1634/1/012110. 

[24] Z. Bingzhen, Q. Xiaoming, Y. Hemeng and Z. Zhubo, "A 

Random Forest Classification Model for Transmission Line 

Image Processing," 2020 15th International Conference on 

Computer Science & Education (ICCSE), Delft,

 Netherlands, 2020, pp. 613-617, doi: 

10.1109/ICCSE49874.2020.9201900. 

[25]  Fan, Zhu & Xie, Jia-kun & Wang, Zhong-yu & Liu, 

Pei-Chen & Qu, Shu-jun & Huo, Lei. (2021). Image 

Classification Method Based on Improved KNN Algorithm. 

Journal of Physics: Conference Series. 1930. 012009. 

10.1088/1742-6596/1930/1/012009. 

[26] Alassar, Zakaria. (2020). DECISION TREE AS AN IMAGE 

CLASSIFICATION TECHNIQUE. 

[27] Msoud Nickparvar. (2021). Brain Tumor MRI Dataset [Data 

set]. Kaggle. 

https://doi.org/10.34740/KAGGLE/DSV/2645886 

http://www.ijritcc.org/

