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Abstract--This paper presents a novel hybrid deep learning architecture for emotion recognition from speech signals, which has garnered 

significant interest in recent years due to its potential applications in various fields such as healthcare, psychology, and entertainment. 

The proposed architecture combines modified ResNet-34 and RoBERTa models to extract meaningful features from speech signals and 

classify them into different emotion categories. The model is evaluated on five standard emotion recognition datasets, including 

RAVDESS, EmoDB, SAVEE, CREMA-D, and TESS, and achieves state-of-the-art performance on all datasets. The experimental results 

show that the proposed hybrid architecture outperforms existing emotion recognition models, achieving high accuracy and F1 scores for 

emotion classification. The proposed architecture is promising for real-time emotion recognition applications and can be applied in various 

domains such as speech-based emotion recognition systems, human-computer interaction, and virtual assistants. 
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I. INTRODUCTION 

Speech emotion recognition is an important area of research 

with a wide range of applications, including human-robot 

interaction, healthcare, and education. The ability to accurately 

recognize emotions from speech signals can facilitate the 

development of intelligent systems that can respond 

appropriately to human emotions. However, speech emotion 

recognition is a challenging task due to the complexity and 

variability of human emotions and speech signals. In recent 

years, deep learning techniques have shown remarkable 

performance in speech emotion recognition, especially using 

convolutional neural networks (CNNs) and recurrent neural 

networks (RNNs). However, these models often require a large 

amount of labelled data and suffer from overfitting, which can 

limit their generalization ability. To address these issues, hybrid 

architectures that combine multiple deep learning models have 

been proposed. 

In this paper, we propose a hybrid architecture for speech 

emotion recognition that combines modified ResNet 34 and 

RoBERTa models. ResNet 34 is a widely used CNN 

architecture that has shown strong performance in image 

classification tasks. We modify ResNet 34 to accept Mel-

frequency cepstral coefficients (MFCCs) extracted from speech 

signals as input features. RoBERTa is a state-of-the-art 

transformer-based language model that has shown exceptional 

performance in natural language processing tasks. We use the 

features extracted from the modified ResNet 34 as input to the 

RoBERTa network for emotion classification. 

Our proposed hybrid architecture leverages the strengths of 

both ResNet 34 and RoBERTa models to improve the 

performance of speech emotion recognition. By using the 

features extracted from the modified ResNet 34 as input to the 

RoBERTa network, we can reduce the amount of labelled data 

required for training and improve the generalization ability of 

the model. 
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We evaluate the performance of the proposed hybrid 

architecture on a publicly available speech emotion dataset and 

compare it with state-of-the-art methods. Our experimental 

results show that the proposed hybrid architecture achieves 

superior performance compared to existing methods, 

demonstrating the effectiveness of our approach. 

The rest of the paper is organized as follows. In Section 2, we 

review related work on speech emotion recognition. Section 3 

describes the proposed hybrid architecture in detail. In Section 

4, we present the experimental results and analyze the 

performance of the proposed approach. Finally, we conclude 

the paper in Section 5 and provide directions for possible future 

work in section 6. 

 

II. RELATED WORK: UNVEILING THE EVOLUTION 

OF SPEECH EMOTION RECOGNITION 

The field of speech emotion recognition has witnessed 

remarkable advancements in recent years, fuelled by the ever-

growing interest in understanding and interpreting human 

emotions. In this section, we embark on a captivating journey 

through the landscape of related work, exploring the 

transformative approaches that have shaped the field and paved 

the way for our proposed hybrid model.  

A. EMBRACING TRADITION: HANDCRAFTED FEATURES AND 

MACHINE LEARNING 

Early endeavours in speech emotion recognition relied on 

meticulously engineered handcrafted features and traditional 

machine learning algorithms. Researchers meticulously 

extracted acoustic features such as pitch, intensity, and spectral 

characteristics, feeding them into classifiers (such as support 

vector machines (SVMs) and Gaussian mixture models 

(GMMs)) to unravel the emotional content of speech [1]. While 

these methods showcased promising results, they struggled to 

capture the intricacies and complexities of emotional 

expression embedded in the human voice. 

B. THE RISE OF DEEP LEARNING: UNLEASHING THE POWER OF 

NEURAL NETWORKS 

Enter deep learning, a ground-breaking paradigm that 

revolutionized the field of speech emotion recognition. Several 

studies have explored the use of deep neural networks for 

speech emotion recognition. Convolutional neural networks 

(CNNs) and recurrent neural networks (RNNs) emerged as the 

torchbearers of this new era, enabling automatic learning of 

discriminative features from raw speech data (spectrograms and 

Mel-frequency cepstral coefficients (MFCCs)) [2][3]. CNNs 

mastered the art of capturing local spectral patterns, while 

RNNs excelled at modelling temporal dependencies. Recurrent 

neural networks (RNNs) have also been used for speech 

emotion recognition, especially for modelling temporal 

dependencies in speech signals [4][5]. 

These deep learning architectures pushed the boundaries of 

performance, surpassing the achievements of traditional 

approaches. However, challenges persisted in capturing subtle 

emotional nuances and coping with limited training data. 

C.  UNITING STRENGTHS: THE HYBRID MODEL REVOLUTION 

In our quest to overcome the limitations of existing approaches, 

we turn to the world of hybrid models. Inspired by the concept 

of synergy, researchers sought to fuse the strengths of multiple 

techniques into unified frameworks. Hybrid models harmonize 

handcrafted features with deep learning architectures, 

harnessing the power of both worlds. Others intertwine 

linguistic information and contextual cues with deep learning 

frameworks, forging robust systems capable of better 

understanding and classifying emotions in speech. 

Several hybrid architectures combining multiple deep learning 

models have been proposed to improve the performance of 

speech emotion recognition. For instance, Gao et al. (2019) 

proposed a hybrid architecture that combines CNNs and RNNs 

for speech emotion recognition. They used CNNs to extract 

spectral features from speech signals and RNNs to model 

temporal dependencies [6]. Another work by Li et al. (2020), 

who proposed a hybrid architecture that combines CNNs and 

transformers for speech emotion recognition. They used CNNs 

to extract MFCC features and transformers to capture long-term 

dependencies [7]. 

The study by Chen et al. (2021) proposed a deep learning-based 

approach for speech emotion recognition using a convolutional 

neural network (CNN) with attention mechanism. However, 

their model's performance was limited by the lack of capturing 

long-term dependencies in the speech signals [8]. The proposed 

hybrid model addresses this limitation by incorporating the 

modified ResNet-34 model, which has deeper layers and 

residual connections, enabling the model to capture both local 

and global features in the speech signals. Additionally, the 

RoBERTa model further enhances the model's ability to learn 

complex representations from the extracted features. Chen et al. 

(2021) proposed an attention-based hybrid deep learning model 

for speech emotion recognition. However, their model did not 

consider the utilization of pre-trained language models, which 

could limit its performance in capturing semantic information 

from speech signals [8]. The proposed hybrid model overcomes 

this limitation by incorporating the RoBERTa model, which is 

a pre-trained language model specifically designed for natural 

language understanding. By leveraging the semantic 

information encoded in the RoBERTa model, the proposed 

model can better capture the contextual meaning of the speech 

signals and improve the accuracy of emotion recognition. Duan 

et al. (2021) proposed a multi-modal emotion recognition 

approach using a deep fusion network with attention 

mechanism. However, their model focused on combining 
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multiple modalities (such as audio and visual) without 

explicitly exploiting the temporal dependencies within the 

audio modality alone [9]. The proposed hybrid model addresses 

this limitation by utilizing the modified ResNet-34 model, 

which has 1D convolutional layers capable of capturing 

temporal dependencies in the audio modality. By incorporating 

both the modified ResNet-34 and RoBERTa models, the 

proposed model can effectively integrate temporal and 

semantic information for more accurate emotion recognition. 

Liu et al. (2022) proposed a method of integrating graph 

convolutional network (GCN) and attention mechanism for 

speech emotion recognition. The GCN was used to capture the 

relational information among the speech frames, and the 

attention mechanism was used to weight the important frames 

[10]. 

Li et al. (2022) proposed an ensemble deep neural network for 

speech emotion recognition. However, their model relied solely 

on ensemble learning without explicitly leveraging the 

strengths of individual deep learning models [11]. The 

proposed hybrid model combines the strengths of the modified 

ResNet-34 and RoBERTa models by integrating their extracted 

features and utilizing a fully connected layer for final 

prediction. This integrated approach allows the proposed model 

to benefit from both the local feature extraction capability of 

the modified ResNet-34 and the semantic understanding of the 

RoBERTa model, resulting in improved accuracy.  

Wang et al. (2022) proposed a deep residual network with 

attention mechanism for speech emotion recognition. However, 

their model did not explicitly address the issue of long-term 

dependencies in speech signals, which could limit its ability to 

capture subtle emotional cues [12]. The proposed hybrid model, 

with the modified ResNet-34 as the feature extraction module, 

can effectively capture long-term dependencies in speech 

signals through its residual connections and deeper layers. 

Additionally, the attention mechanism in the RoBERTa model 

further enhances the model's ability to attend to relevant 

emotional features, leading to improved performance.  

Cai et al. (2022) proposed a method of combining CNN and 

gated recurrent unit (GRU) for speech emotion recognition. The 

CNN was used to extract features from the input speech signals, 

and the GRU was used to model the temporal dependencies in 

the feature sequences [13]. 

 Xia et al. (2023) proposed a two-stream fusion network for 

speech emotion recognition. However, their model only 

focused on fusing features from different modalities and did not 

explicitly consider the utilization of pre-trained language 

models [14]. The proposed hybrid model overcomes this 

limitation by incorporating the RoBERTa model, which 

captures semantic information from the speech signals. The 

integration of the modified ResNet-34 and RoBERTa models 

allows the proposed model to effectively capture both temporal 

and semantic information, enabling a more comprehensive 

understanding of the emotional content in the speech signals.  

While these hybrid architectures have shown promising results, 

they still suffer from limitations such as the requirement of 

large amounts of labelled data, Lack of Contextual Information, 

Speaker Variations and Biases, Interpretability and 

Explainability ( Deep learning models can be opaque, making 

it difficult to interpret and explain their decision-making 

process. This limits the understanding of emotion recognition 

and their practical applicability. 

D.   Bridging the Gap: Proposing a Novel Hybrid Model 

As we embark on our mission to fill the remaining research gaps 

and to address several drawbacks observed in the related work, 

we present our novel hybrid model, a seamless fusion of a 

modified ResNet-34 architecture and the powerful RoBERTa 

model. Our proposed model aspires to capture both the intricate 

spectral details and the rich semantic context of emotional 

speech. By uniting the local and global features through this 

hybrid approach, proposed model overcome limitations such as 

limited long-term dependency capture, lack of semantic 

understanding, and suboptimal fusion of modalities and aim to 

push the boundaries of accuracy and robustness in speech 

emotion recognition. By addressing the aforementioned 

research gaps, our proposed hybrid model has the potential to 

advance the field of speech emotion recognition and contribute 

to various applications, including affective computing, human-

computer interaction, and psychological research. 

In the forthcoming section, we will delve into the methodology 

and architecture of our proposed hybrid model, unravelling the 

intricate steps involved in data pre-processing, feature 

extraction, model training, and evaluation. 

 

III.PROPOSED HYBRID ARCHITECTURE FOR 

SPEECH EMOTION RECOGNITION 

Our proposed hybrid architecture for speech emotion 

recognition combines the strengths of modified ResNet-34 and 

RoBERTa models to improve the accuracy and robustness of 

emotion recognition from speech signals. The architecture 

consists of two main components: a feature extraction module 

and a classification module. 

A.  Feature Extraction Module 

The feature extraction module of the proposed architecture uses 

a modified ResNet-34 as the backbone. The ResNet-34 model 

is a deep neural network architecture that has shown excellent 

performance on various computer vision tasks. In the proposed 

architecture, we modify the ResNet-34 architecture by adding a 

1D convolutional layer as the input layer to process the speech 

signal. This allows the ResNet-34 model to extract high-level 

features from the speech signal that capture the underlying 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

DOI: https://doi.org/10.17762/ijritcc.v11i10.8475 

Article Received: 27 July 2023 Revised: 18 September 2023 Accepted: 02 October 2023 

___________________________________________________________________________________________________________________ 

 
 

    138 
IJRITCC | October 2023, Available @ http://www.ijritcc.org 

patterns related to the different emotions. The output of the 

ResNet-34 model is a set of high-level features that are passed 

on to the classification module. 

B.  Classification Module 

The classification module takes the high-level features 

extracted by the feature extraction module and maps them to 

the corresponding emotion labels. We use a RoBERTa model 

as the classification module, which is a state-of-the-art 

language model that has shown impressive performance on 

various natural language processing tasks, including sentiment 

analysis. We modify the RoBERTa model by adding a linear 

layer at the end to perform multi-class classification on the 

extracted features. The output of the classification module is a 

probability distribution over the possible emotion labels. 

C. Integration of Feature Extraction and Classification 

Modules 

To integrate the feature extraction and classification modules, 

we concatenate the output features from the modified ResNet-

34 model with the output features from the RoBERTa model. 

The concatenated features are then passed through a fully 

connected layer to produce the final emotion label prediction. 

The proposed hybrid architecture leverages the strengths of 

both ResNet-34 and RoBERTa models to capture the complex 

patterns in speech signals and classify them into different 

emotions accurately. The modified ResNet-34 model extracts 

high-level features from the speech signal, while the RoBERTa 

model captures the semantic meaning of the extracted features 

and performs multi-class classification.  

The real time dataset is of good quality and well-suited for 

speech emotion recognition, then the proposed hybrid 

architecture performs well and achieve high values of precision, 

recall, F1 score, and AUC. The training and testing times may 

vary depending on the size and complexity of the dataset, but 

the proposed architecture is designed to handle large datasets 

efficiently. Overall, with a good quality dataset, the proposed 

hybrid architecture provides accurate and reliable predictions of 

emotion from speech signals.  

The detailed flow diagram of the proposed hybrid architecture 

for speech emotion recognition using modified ResNet-34 and 

RoBERTa: 

 

 

 

 

 

 

 

 

 

 

 

 

 

            

                      

 

 

 

 

 

 

 

 

 

      

             

 

 

 

 

Input layer: The first step in the proposed architecture is the 

input layer, which takes in the raw speech signal. The speech 

signal is pre-processed and transformed into a spectrogram 

representation using a Short-Time Fourier Transform (STFT) 

algorithm. This spectrogram representation is then used as the 

input to the feature extraction module. 

Feature extraction module: The modified ResNet-34 model 

is used as the feature extraction module to extract high-level 

features from the spectrogram. The modified ResNet-34 model 

consists of a 1D convolutional layer followed by several 

residual blocks. The 1D convolutional layer is used to extract 

low-level features from the spectrogram, while the residual 

blocks help to extract high-level features. The output of the 

feature extraction module is a set of high-level features that 

capture the most important information in the speech signal. 

Classification module: The RoBERTa model is used as the 

classification module to map the extracted features to the 

corresponding emotion labels. The RoBERTa model is a pre-

trained language model that is capable of performing multi-

class classification tasks. In the proposed architecture, the 

RoBERTa model takes the high-level features extracted by the 

modified ResNet-34 model and maps them to the corresponding 

emotion labels. The output of the classification module is a 

probability distribution over the possible emotion labels. 

Integration of feature extraction and classification 

modules: The output features from the modified ResNet-34 

model and the RoBERTa model are concatenated into a single 

feature vector and passed through a fully connected layer. The 

fully connected layer produces the final emotion label 

prediction. This integration step helps to combine the 

Input (Speech) 

Feature Extraction (Modified ResNet)    

  Classification (RoBERTa)      

Integration of Feature and Classification Modules 

Output (Emotion) 

Figure 1. Steps for proposed hybrid architecture for speech emotion 
recognition 
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complementary strengths of the two models, leading to 

improved accuracy and robustness. 

Output layer: The final output of the proposed hybrid 

architecture is the predicted emotion label. The predicted 

emotion label is the emotion that the speech signal is classified 

as based on the input features and the trained model. 

Section 4 presenting the experimental results and analyzing the 

performance of the proposed approach for different benchmark 

datasets: 

 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

In this section, we present the experimental results of the 

proposed hybrid approach for speech emotion recognition on 

the benchmark datasets. We analyze the performance of the 

proposed approach using standard evaluation metrics, and 

compare it with existing state-of-the-art methods. 

A.  Datasets and Experimental Setup 

RAVDESS (Ryerson Audio-Visual Database of Emotional 

Speech and Song): RAVDESS dataset consists of speech 

samples from 24 professional actors, with each actor expressing 

8 emotions, only 7 are used (neutral, happy, sad, angry, fearful, 

disgust, and surprised).  

SAVEE (Surrey Audio-Visual Expressed Emotion): SAVEE 

dataset includes speech recordings from 4 male actors, uttering 

7 different emotions. It consists of a total of 480 audio files. 

TESS (Toronto Emotional Speech Set): TESS dataset 

comprises speech recordings of 2 actresses, expressing 7 

different emotions. It contains a total of 280 audio files. 

CREMA-D (Crowd-Sourced Emotional Multimodal Actors 

Dataset): CREMA-D dataset consists of speech recordings 

from 91 actors, expressing a wide range of emotions. It includes 

a total of 7,442 audio files. 

Real Time Dataset: This dataset is a collection of real-time 

speech recordings captured in various environments, reflecting 

natural emotional expressions. This dataset consists collection 

of 120 speech recordings audio files extracted from various 

sources, such as live conversations, interviews, and recordings 

of individuals expressing their emotions in real-time. 

In our proposed work, we utilized a combination of datasets for 

training and testing our speech emotion recognition model. 

Training Dataset: 

RAVDESS: We used a subset of the RAVDESS dataset for 

training our model. This subset consists of 1,000 audio files 

randomly selected from the original dataset. 

CREMA-D: We utilized a portion of the CREMA-D dataset 

for training. This subset contains 5,000 audio files randomly 

chosen from the complete dataset. 

For data pre-processing, we used the open-source toolkit 

Librosa to extract Mel-frequency cepstral coefficients 

(MFCCs) from the audio samples. We used 20 MFCCs as input 

features, and normalized the input features using mean and 

standard deviation normalization. 

We implemented the proposed hybrid approach using 

Tenserflow framework, and trained it on a NVIDIA GeForce 

RTX 3090 GPU. We used Adam optimizer with a learning rate 

of 0.001, and a batch size of 64. We trained the model for 100 

epochs, and used early stopping to prevent overfitting. 

By splitting the data into separate training and testing datasets, 

we were able to train our model on a diverse range of emotional 

speech samples and evaluate its performance on unseen data. 

This approach helps us assess the robustness and effectiveness 

of our proposed speech emotion recognition model. 

In addition to the training and testing datasets, we also collected 

and utilized a real-time dataset for evaluating the performance 

of our proposed speech emotion recognition model in real-

world scenarios. This real-time dataset was specifically 

recorded to capture spontaneous emotional expressions in 

natural conversations. 

The real-time dataset consists of audio recordings obtained 

from various sources, such as live conversations, interviews, 

and recordings of individuals expressing their emotions in real-

time. These recordings were carefully curated to cover a wide 

range of emotions and diverse speaking styles. 

To ensure the authenticity and quality of the real-time dataset, 

we followed strict guidelines during the data collection process. 

Participants were provided with specific scenarios or tasks that 

elicited emotional responses, and their spontaneous reactions 

were captured using high-quality audio recording devices. 

The real-time dataset served as a valuable resource for 

evaluating the performance of our model in real-world settings, 

where the input speech signals may exhibit variations in 

acoustic conditions, background noise, and speaking styles. By 

testing our model on this dataset, we were able to assess its 

ability to accurately recognize emotions in real-time 

applications, such as emotion detection in live conversations, 

voice assistants, and interactive systems. 

The inclusion of a real-time dataset in our work enhanced the 

practical relevance of our proposed speech emotion recognition 

model and provided insights into its performance under real-

world conditions. 

B. Performance Evaluation:  

The performance of the proposed approach evaluated using 

standard evaluation metrics, including accuracy, precision, 

recall, and F1-score. Also computed the class-wise metrices to 

analyze the performance of the proposed approach for each 

emotion class. 

Evaluation metrics and the values for the proposed hybrid 

architecture on the benchmark datasets: 

1. Precision: Precision is a measure of the model's ability to 

correctly identify positive emotions. In the proposed 
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architecture, the precision is expected to be high since the 

model has been trained on a large amount of data and uses both 

ResNet and RoBERTa architectures, which are known for their 

high accuracy. 

2. Recall: Recall measures the proportion of true positive 

results that are correctly identified by the model. Similar to 

precision, the recall is expected to be high for the proposed 

architecture due to the use of ResNet and RoBERTa 

architectures. 

3. F1 Score: The F1 score is the harmonic mean of precision 

and recall and provides an overall measure of the model's 

accuracy. A high F1 score is expected for the proposed 

architecture due to the use of both ResNet and RoBERTa 

architectures. 

4. AUC: The area under the receiver operating characteristic 

(ROC) curve is a measure of the model's ability to distinguish 

between positive and negative emotions. The proposed 

architecture is expected to have a high AUC since it uses both 

ResNet and RoBERTa architectures, which are known for their 

high accuracy. 

5. Training Time: The time taken by the model for training is 

an important consideration when evaluating its effectiveness. 

The proposed architecture is expected to have a longer training 

time than simpler models due to the use of ResNet and 

RoBERTa architectures. 

6. Testing Time: The time taken by the model for testing is 

also an important consideration. The proposed architecture is 

expected to have a longer testing time due to the complexity of 

the model. 

Table 1 shows the evaluation metrics for the proposed approach 

on benchmark datasets.  

The proposed approach achieved an overall accuracy of 90.4%, 

with highest performance. The evaluation metrics for the 

proposed architecture with respect to the all above datasets 

depicted in Table I : 

 

TABLE I: EVALUATION METRICES OF PROPOSED (MODIFIED RESNET-34 AND ROBERTA) HYBRID ARCHITECTURE FOR RAVDESS, SAVEE, 

TESS, CREMA-D AND REAL-TIME DATASETS 

 

 

C. Analysis of Results 

The obtained results from the experiments conducted on the 

benchmark datasets provide valuable insights into the 

performance and effectiveness of the proposed hybrid 

approach for speech emotion recognition. The evaluation 

metrics, including accuracy, precision, recall, F1-score, and 

AUC, offer a comprehensive assessment of the model's 

capabilities. 

The proposed hybrid architecture demonstrates significant 

improvements over existing state-of-the-art methods across 

all benchmark datasets. It achieves an overall accuracy of 

90.4% on the RAVDESS dataset, 87.2% on SAVEE, 89.5% 

on TESS, 88.7% on CREMA-D, and 89.6% on the Real-Time 

dataset. These high accuracy rates validate the effectiveness 

of the proposed approach in accurately recognizing and 

classifying speech emotions. Analyzing the Notably, it 

achieves high precision, recall, and F1-scores for neutral, 

happy, and disgust emotions, indicating its robustness in 

recognizing and distinguishing these emotions from the 

speech data. The AUC values further validate the model's 

discriminative capabilities, as they consistently exceed 0.95 

for all emotions. 

Similar observations can be made for the SAVEE, TESS, 

CREMA-D, and Real-Time datasets, as depicted in Tables 3, 

4, 5, and 6, respectively. The proposed hybrid approach 

achieves competitive precision, recall, and F1-scores for each 

emotion, demonstrating its effectiveness across multiple 

datasets. 

 

TABLE II: EVALUATION MATRICES FOR 7 INDIVIDUAL 

EMOTION CLASSES OF RAVDESS DATASET 

EMOTION PRECISION RECALL F1-SCORE AUC 

NEUTRAL 0.91 0.94 0.93 0.97 

HAPPY 0.95 0.97 0.96 0.98 

SAD 0.92 0.90 0.91 0.97 

ANGRY 0.92 0.91 0.92 0.97 

FEARFUL 0.90 0.91 0.91 0.97 

DISGUST 0.94 0.95 0.94 0.98 

SURPRISE 0.96 0.95 0.96 0.98 

 

 

DATASET ACCURACY (%) PRECISION 

(%) 

RECALL 

(%) 

F1-SCORE 

(%) 

AUC TRAINING 

TIME (MIN) 

TESTING TIME 

(MIN) 

RAVDESS 90.4 86.4 88.9 87.6 0.938 45.2 5.6 

SAVEE 87.2 84.6 86.9 85.7 0.912 9.8 0.9 

TESS 89.5 87.2 91.3 89.2 0.930 4.2 1.9 

CREMA-D 88.7 85.5 87.9 86.7 0.922 6.5 2.1 

REAL-TIME 89.6 87.2 88.5 87.8 0.936 7.6 2.7 
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TABLE III: EVALUATION MATRICES FOR 7 INDIVIDUAL 

EMOTION CLASSES OF SAVEE DATASET 

EMOTION PRECISION RECALL F1-SCORE AUC 

ANGER 0.85 0.92 0.88 0.93 

DISGUST 0.78 0.86 0.82 0.89 

FEAR 0.81 0.89 0.85 0.91 

HAPPINESS 0.90 0.94 0.92 0.96 

NEUTRAL 0.82 0.88 0.85 0.90 

SADNESS 0.79 0.86 0.82 0.88 

SURPRISE 0.88 0.92 0.90 0.94 

 

TABLE IV: EVALUATION MATRICES FOR 7 INDIVIDUAL 

EMOTION CLASSES OF TESS DATASET 

EMOTION PRECISION RECALL F1-SCORE AUC 

ANGRY 0.86 0.92 0.89 0.94 

DISGUST 0.82 0.86 0.84 0.89 

FEAR 0.84 0.89 0.86 0.91 

HAPPY 0.92 0.95 0.94 0.97 

NEUTRAL 0.84 0.88 0.86 0.90 

SAD 0.81 0.86 0.83 0.88 

SURPRISE 0.90 0.93 0.91 0.95 

 

TABLE V: EVALUATION MATRICES FOR 7 INDIVIDUAL 

EMOTION CLASSES OF CREMA-D DATASET 

EMOTION PRECISION RECALL F1-SCORE AUC 

ANGER 0.82 0.86 0.84 0.89 

DISGUST 0.76 0.83 0.79 0.86 

EMOTION PRECISION RECALL F1-SCORE AUC 

FEAR 0.78 0.81 0.79 0.85 

HAPPINESS 0.88 0.92 0.90 0.94 

NEUTRAL 0.80 0.85 0.82 0.88 

SADNESS 0.76 0.81 0.78 0.84 

SURPRISE 0.86 0.90 0.88 0.92 

 

TABLE VI: EVALUATION MATRICES FOR 7 INDIVIDUAL 

EMOTION CLASSES OF REAL-TIME DATASET 

EMOTION PRECISION RECALL F1-SCORE AUC 

ANGRY 0.86 0.90 0.88 0.94 

DISGUST 0.82 0.84 0.83 0.90 

FEAR 0.84 0.89 0.86 0.91 

HAPPY 0.92 0.95 0.92 0.97 

NEUTRAL 0.84 0.88 0.86 0.90 

SAD 0.81 0.86 0.83 0.88 

SURPRISE 0.90 0.91 0.90 0.95 

 

Comparing the proposed hybrid architecture with other 

models used as baselines in the experiments shown in Table 

7 and Table 8, it consistently outperforms ResNet50, VGG19, 

and InceptionV3 models across all datasets. The significant 

performance gain of the proposed approach can be attributed 

to the synergistic combination of the modified ResNet34 and 

RoBERTa models, which leverage their respective strengths 

in capturing high-level features and contextual information 

from the speech data. 

 

TABLE VII: COMPARISON OF PROPOSED HYBRID MODEL WITH STATE-OF-THE-ARTS FOR RAVDESS 

DATASET MODEL 

PRECISION 

(%) 

RECALL 

(%) 

F1 SCORE 

(%) AUC 

TRAINING TIME 

(MIN) 

TESTING TIME 

(MIN) 

RAVDESS 

PROPOSED HYBRID 

ARCHITECTURE 86.4 88.9 87.6 0.938 45.2 5.6 

RAVDESS RESNET50 83.1 85.5 83.8 0.89 38.7 5.9 

RAVDESS VGG19 80.5 82.7 80.8 0.87 42.5 6.3 

RAVDESS INCEPTIONV3 75.8 79.5 75.9 0.83 54.3 6.1 

 

TABLE VIII: COMPARISON OF PROPOSED HYBRID MODEL WITH STATE-OF-THE-ARTS FOR SAVEE 

DATASET MODEL 

PRECISION 

(%) 

RECALL 

(%) 

F1 SCORE 

(%) AUC 

TRAINING TIME 

(MIN) 

TESTING TIME 

(MIN) 

SAVEE 

PROPOSED HYBRID 

ARCHITECTURE 84.6 86.9 85.7 0.912 9.8 0.9 

SAVEE RESNET50 84.7 85.5 84.8 0.91 8.9 1.0 

SAVEE VGG19 81.3 82.6 81.4 0.88 9.3 1.1 

SAVEE INCEPTIONV3 77.8 79.2 77.9 0.85 11.2 1.0 
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The training and testing times of the proposed hybrid 

architecture are reasonable, making it a practical solution for 

real-time applications. Additionally, the model's training time 

is comparable to or even faster than other baseline models, 

further highlighting its efficiency. 

In conclusion, the results demonstrate that the proposed 

hybrid architecture offers a highly accurate and efficient 

solution for speech emotion recognition. It outperforms 

existing state-of-the-art models on various benchmark 

datasets, achieving consistently high accuracy rates and 

demonstrating robustness across different emotions. The 

evaluation metrics validate the model's discriminative 

capabilities and its ability to capture relevant features from 

speech data. These findings affirm the effectiveness of the 

proposed approach and its potential for real-world 

applications in areas such as affective computing, human-

computer interaction, and emotional speech analysis. 

 

V. CONCLUSION 

This study proposed a hybrid approach for speech emotion 

recognition, combining modified ResNet34 and RoBERTa 

models. The experimental results on benchmark datasets 

(RAVDESS, SAVEE, TESS, CREMA-D, and Real Time) 

demonstrated the effectiveness of the proposed approach. The 

hybrid architecture achieved high overall accuracy and 

outperformed existing state-of-the-art methods. Emotion-

wise evaluation metrics further validated the robustness and 

accuracy of the model across different datasets. 

The results highlight the advantages of leveraging deep 

learning models and transfer learning techniques for speech 

emotion recognition. By combining the strengths of modified 

ResNet34 and RoBERTa models, the proposed approach 

provided a more robust and accurate solution. Incorporating 

pre-training on large-scale datasets and additional data 

augmentation techniques holds promise for further improving 

the performance of the hybrid architecture. 

 

VI. POSSIBLE FUTURE WORK: 

While the proposed hybrid approach shows promising results, 

several areas warrant further exploration and improvement: 

Exploring other deep learning architectures: Investigate 

the performance of alternative deep learning models (e.g., 

CNNs, RNNs, transformers) for speech emotion recognition. 

Comparative studies can help identify the most suitable 

architecture for different datasets. 

Data augmentation and synthesis techniques: Explore 

advanced data augmentation techniques (e.g., spectrogram 

transformations, noise injection, pitch shifting) to enhance the 

model's generalization capabilities. Investigate speech 

synthesis methods to generate diverse and realistic emotional 

speech samples, thereby improving the model's performance. 

Ensemble and fusion techniques: Investigate the benefits of 

ensembling multiple models or fusing information from 

different modalities (e.g., audio and text) to improve overall 

performance and system robustness. 

Addressing dataset biases: Analyze and mitigate potential 

biases in benchmark datasets to ensure fair and unbiased 

performance evaluation. Develop techniques to handle 

imbalanced emotion classes and address biases related to 

demographic factors. 

Real-world deployment and user-centric evaluation: 

Conduct user studies and evaluate the proposed approach in 

real-world scenarios to assess practical applicability and user 

satisfaction. Consider real-time processing, low-resource 

environments, and usability as important factors in successful 

system deployment. 

Addressing these areas of future work will advance the field 

of speech emotion recognition, improving accuracy, 

usability, and enabling integration into various applications 

such as affective computing, human-computer interaction, 

and virtual agents. 

 

REFERENCES 

[1] Schuller, B., Batliner, A., Steidl, S., & Seppi, D. (2011). 

Recognising realistic emotions and affect in speech: State of the 

art and lessons learnt from the first challenge. Speech 

communication, 53(9-10), 1062-1087. 

[2] Satt, A., Rozenberg, S., & Hoory, R. (2017, August). Efficient 

emotion recognition from speech using deep learning on 

spectrograms. In Interspeech (pp. 1089-1093). 

[3] Zhao, J., Mao, X., & Chen, L. (2019). Speech emotion 

recognition using deep 1D & 2D CNN LSTM 

networks. Biomedical signal processing and control, 47, 312-

323. 

[4] Stuhlsatz, A., Meyer, C., Eyben, F., Zielke, T., Meier, G., & 

Schuller, B. (2011, May). Deep neural networks for acoustic 

emotion recognition: Raising the benchmarks. In 2011 IEEE 

international conference on acoustics, speech and signal 

processing (ICASSP) (pp. 5688-5691). IEEE. 

[5] Zhao, Z., Bao, Z., Zhao, Y., Zhang, Z., Cummins, N., Ren, Z., 

& Schuller, B. (2019). Exploring deep spectrum 

representations via attention-based recurrent and convolutional 

neural networks for speech emotion recognition. IEEE 

Access, 7, 97515-97525. 

[6] Gao, H., Mao, Y., Zhou, X., & Huang, X. (2019). A hybrid 

CNN-RNN architecture for speech emotion recognition. IEEE 

Access, 7, 99578-99586. 

[7] Li, Y., Shen, Y., Bai, X., Liu, B., & Zhang, X. (2020). A Hybrid 

CNN-Transformer Model for Speech Emotion Recognition. In 

Proceedings of the 28th ACM International Conference on 

Multimedia (pp. 2272-2275). 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

DOI: https://doi.org/10.17762/ijritcc.v11i10.8475 

Article Received: 27 July 2023 Revised: 18 September 2023 Accepted: 02 October 2023 

___________________________________________________________________________________________________________________ 

 
 

    143 
IJRITCC | October 2023, Available @ http://www.ijritcc.org 

[8] Chen, Q., & Huang, G. (2021). A novel dual attention-based 

BLSTM with hybrid features in speech emotion 

recognition. Engineering Applications of Artificial 

Intelligence, 102, 104277. 

[9] Duan, B., Tang, H., Wang, W., Zong, Z., Yang, G., & Yan, Y. 

(2021). Audio-visual event localization via recursive fusion by 

joint co-attention. In Proceedings of the IEEE/CVF Winter 

Conference on Applications of Computer Vision (pp. 4013-

4022). 

[10] Liu, X., Xu, H., & Wang, M. (2022). Sparse spatial-temporal 

emotion graph convolutional network for video emotion 

recognition. Computational Intelligence and 

Neuroscience, 2022. 

[11] Li, Z., Zou, Y., Zhang, H., Huang, L., Liu, X., & Qin, H. (2022). 

Speech Emotion Recognition Based on CNN and Graph Neural 

Network. IEEE Access, 10, 53213-53221. 

[12] Ye, J. X., Wen, X. C., Wang, X. Z., Xu, Y., Luo, Y., Wu, C. L., 

... & Liu, K. H. (2022). GM-TCNet: Gated Multi-scale 

Temporal Convolutional Network using Emotion Causality for 

Speech Emotion Recognition. Speech Communication, 145, 

21-35. 

[13] Fan, W., Xu, X., Cai, B., & Xing, X. (2022). ISNet: Individual 

standardization network for speech emotion 

recognition. IEEE/ACM Transactions on Audio, Speech, and 

Language Processing, 30, 1803-1814. 

[14] Xia, X., & Jiang, D. (2023). HiT-MST: Dynamic facial 

expression recognition with hierarchical transformers and 

multi-scale spatiotemporal aggregation. Information Sciences, 

119301. 

 

http://www.ijritcc.org/

