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Abstract—Cloud computing is an emerging technology that is increasingly being appreciated for its diverse uses, encompassing data 

processing, The Internet of Things (IoT) and the storing of data. The continuous growth in the number of cloud users and the widespread use of 

IoT devices have resulted in a significant increase in the volume of data being generated by these users and the integration of IoT devices with 

cloud platforms. The process of managing data stored in the cloud has become more challenging to complete. There are numerous significant 

challenges that must be overcome in the process of migrating all data to cloud-hosted data centers. High bandwidth consumption, longer wait 

times, greater costs, and greater energy consumption are only some of the difficulties that must be overcome. Cloud computing, as a result, is 

able to allot resources in line with the specific actions made by users, which is a result of the conclusion that was mentioned earlier. This 

phenomenon can be attributed to the provision of a superior Quality of Service (QoS) to clients or users, with an optimal response time. 

Additionally, adherence to the established Service Level Agreement further contributes to this outcome. Due to this circumstance, it is of utmost 

need to effectively use the computational resources at hand, hence requiring the formulation of an optimal approach for task scheduling. The 

goal of this proposed study is to find ways to allocate and schedule cloud-based virtual machines (VMs) and tasks in such a way as to reduce 

completion times and associated costs. This study presents a new method of scheduling that makes use of Q-Learning to optimize the utilization 

of resources.The algorithm's primary goals include optimizing its objective function, building the ideal network, and utilizing experience replay 

techniques. 
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I.  INTRODUCTION  

Cloud computing is standard for huge data sets [1]. 

Networks, servers, and resources make up cloud data centers. 

Global acceptance of cloud computing has increased due to its 

capacity to provide organizations with extensive storage and 

resources. Proper management, legislation, and security can 

successfully deploy these resources. Virtualization, scalability, 

autonomous system provisioning, and broad network access are 

cloud computing capabilities [2]. In recent years, cloud 

computing has advanced. It has improved computational skills 

across areas to meet client needs. Adding resources solves the 

problem easily. Many cloud computing applications need quick 

computer capacity growth to meet client requests. Resources 

can be added to solve the problem easily. This effort is 

impracticable due to its high costs. Literature suggests many 

solutions. To deploy resources efficiently, task scheduling can 

be refined [4]. To maximize resource utilization, load balancing 

is another option [1]. One suggestion is to run offline and 

online operations simultaneously to maximize resources [5]. 

Numerous heuristic techniques have been proposed to 

overcome the concerns. Examples are the first feet [6], [7], 

sample packing strategies [8], [9], and others. The ant colony 

algorithm [10] and genetic algorithm [9] are among many 

complex meta-heuristics. The effectiveness of heuristic 

techniques depends on resource demand patterns and manual 

checks and changes. If the environment changes, adjusting is 

needed.  

 

Machine learning, especially reinforcement learning and 

deep neural networks, is advancing rapidly, offering new ways 

to solve the challenge. DeepRM uses image-encoded deep 

reinforcement learning for task planning [11]. Peng et al. [13] 

use Q-learning for task scheduling, while GoSu [12] uses graph 
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convolution network (GCN).Active involvement with the 

environment is necessary to gather enough data for 

reinforcement learning training. Environmental changes or 

unexpected shocks could cause the trained model to fail due to 

its limited flexibility. This causes the system to perform poorly 

on a small sample and require significant retraining to get a 

policy that works under current conditions. Method is time-

consuming. This study uses deep reinforcement learning 

techniques, particularly Q-learning, to optimize scheduling in 

CloudSim 4, a cloud computing simulation framework. In 

many cloud systems, this research optimizes resource 

allocation policies and performance. The research includes 

CloudSim 4 configuration, resource allocation policy design, 

and state and action space creation, deep neural network 

implementation for Q-values, Q-learning agent training, and 

algorithm integration into CloudSim 4 for realistic evaluation. 

This study introduces a novel approach by utilizing a ranking 

table generated through the reinforcement learning algorithm 

Q-learning to facilitate job scheduling.  

A. Motivation 

In order to handle a wide range of workloads, cloud 

computing platforms must efficiently allocate and schedule 

resources like virtual machines, containers, and storage. When 

compared to other scheduling algorithms, Deep Reinforcement 

Learning (DRL) is more cloud-friendly. In the cloud, 

workloads change throughout the day. By optimizing resources 

in response to changing workloads, DRL helps businesses meet 

and reduce waste. The power needs of cloud data centers are 

considerable. Energy efficiency can be increased in a number 

of ways through the use of optimal scheduling, including the 

consolidation of workloads, the shutdown of unused resources, 

and the foundation of decisions on actual need. It is important 

to balance response time, resource utilization, and cost when 

scheduling in the cloud. By modelling dependencies between 

objectives, DRL frameworks can optimize problems with 

multiple goals. It has the ability to learn from previous 

experiences and adapt accordingly. This enables it to 

outperform traditional heuristics at discovering optimal 

scheduling policies by learning from past results. Cloud 

computing often results in resource failures. A DRL framework 

can handle service interruptions gracefully due to its capacity 

for real-time resource reallocation. Thousands of concurrent 

resources and workloads are no problem for DRL. Because of 

this, it is an excellent option for massive cloud data 

centres.Machine learning models help DRL allocate and 

schedule resources proactively by predicting traffic and 

workload patterns.DRL can adjust its prices to reflect the 

current market. Businesses and service providers in the cloud 

stand to benefit from delivering faster, more reliable services at 

lower costs. In this case, DRL based scheduling can be helpful. 

B. Contribution 

The contribution of this work is to explore the issue of virtual 

machine (VM) allocation and task scheduling inside a cloud 

environment, aiming to minimize the time required to complete 

jobs and the corresponding costs. This research introduces a 

unique scheduling strategy that employs Q-Learning to 

enhance the efficacy of resource utilization summarized below: 

 

• Optimization of  objective function 

• Construction of the desired network 

• Utilization of experience replay approaches 

C. Paper Organization 

This paper is structured into five distinct sections, where the 

second section provides a thorough analysis of the current 

literature pertaining to the diverse algorithms employed in task 

scheduling. The third section of the paper presents a 

comprehensive analysis of the methodology and theoretical 

frameworks employed in the study. The fourth section of this 

study presents a comprehensive analysis of the findings 

obtained through the application of Q-learning to the task 

scheduling problem in cloud computing. The research 

concluded in section five, wherein a concise summary of the 

noteworthy findings was provided. 

II. LITERATURE SURVEY 

The task scheduling issue draws researchers. Two work 

scheduling strategies exist. Heuristic and meta-heuristic 

algorithms are traditional. Also, DRL-based strategies. 

Traditional methods are being improved. Pradhan et al. [14] 

proposed a round-robin resource allocation method to reduce 

wait time and accommodate client needs. Geography and 

energy-conscious load-balancing by the DGLB reduce data 

center energy consumption [15]. Networks balance power and 

workloads. Smart grid infrastructure uses energy storage to 

integrate renewable energy. Researchers use 

incentives.Webservice composition using linear programming 

was proposed by Ghobaei-Arani et al. [16]. A distributed 

environment uses LPWSC to choose the best cloud service for 

individual requests. For better service. 

 

The control MAPE (monitor, analyze, plan, execute) loop 

paradigm was proposed by Ghobaei-Arani et al. [17] for 

autonomic resource provisioning. An innovative dimensionality 

reduction method by Megh [18] maps a cumulatively expansive 

action-state space to a polynomial-dimensional space. We 

simulate the Markov decision process of performance-

efficiency resource management and energy. This shrinks 

problem representation. It dedimensionalizes space.   Kumar et 

al. developed PSO-COGENT [19], inspired by particle swarm. 
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The algorithm presented in this study improves time efficiency, 

execution costs, and cloud data center energy consumption. 

APSOVI addresses PSO prematurity and divergence. This 

method improves search control with an average ideal 

nonlinear velocity. Jin et al. [20] used genetic algorithms to 

optimize reservation selection and increase dispatch 

probability. This biological evolution-inspired method 

maximized delivery success. Cloud-based applications improve 

energy efficiency and response times. 

Medara et al. [21] developed WWO, a meta-heuristic, to 

balance cloud energy consumption and performance. This 

method disables inactive hosts. In multidimensional 

optimization problems, the WWO algorithm efficiently finds 

near-optimal solutions. These methods depend on mathematical 

models or expert knowledge, which is a drawback. Cloud 

computing often uses DRL-based methods.  

QEEC [22] schedules using a two-phase separation process. 

First-generation queuing models use M/M/S. After that, a Q-

learning scheduler assigns virtual machine jobs. This method 

speeds task response and server CPU use. RLTS [23] schedules 

tasks quickly with a deep Q network. Rewards depend on 

makespan when an action is completed at state s and 

transitioned to s'. A job execution time-based reward function 

improved QoS, response time, and costs in deep Q-learning 

networks by Cheng et al. [24], [25], and [26]. Deep Q learning 

was used by Wei et al. [27] to create a scheduler that could 

assign tasks without prior knowledge. Huang et al. [28] used 

deep Q learning to add adversarial imitation learning to cloud 

scheduling. The agent is given a good scheduling policy by 

imitation learning. Edge-mobile computing deep reinforcement 

learning multiagent MADRL [29] has lower calculated latency 

and better channel access using actor-critic. In DeepRM_Plus 

[30], Guo et al. encapsulated the resource management model 

with CNN. To reduce power consumption, Liu et al. [31] added 

a model-free RL power manager and workload predictor-based 

LSTM to the local tier. Xu et al. [32] also used a Deep Neural 

Network (DNN) to transform the resource allocation problem 

into a convex optimization problem and estimate the action-

value function.  

Models predict big energy savings. Due to data 

requirements, Deep Reinforcement Learning (DRL) training 

takes time. To adapt to new conditions, retrain the policy. 

Training may ignore the previous policy, lowering sample task 

performance. 

III. MATERIALS AND METHODS 

The Java-based cloud simulation framework CloudSim is 

used by researchers to evaluate the proposed approach. Cloud 

infrastructure is created and customized using the framework. 

In this work, Java was used to implement deep reinforcement 

learning in a virtual cloud. The user tasks came from PAMAP2. 

Four 500 MB RAM, 1000 MB storage Virtual Machines were 

used during our simulations. 

This research is systematic. The simulation environment 

will accurately replicate cloud architecture and facilitate 

resource allocation algorithms using CloudSim 4 APIs. State 

and action spaces will be created using cloud infrastructure and 

allocation policies. Tensor Flow improves information 

acquisition by estimating Q-value. CloudSim 4 and deep 

learning library APIs will define and train Q-learning. 

CloudSim 4's Q-learning algorithm will validate the schedule 

optimization method. 

A.  Centralized task allocation 

Depending on size, a cloud data center can have a few 

thousand to several hundred thousand service nodes. To 

distribute jobs effectively, a centralized dispatcher is needed 

due to customer needs and cloud data centers’ decentralization. 

It is believed that cloud data centers use a global request queue 

to buffer and manage user requests. Task dispatchers efficiently 

monitor and process user requests and route them to physical 

servicing nodes. The following section will justify a cloud data 

center centralized task dispatcher deployment scientifically. 

B.  Q-learning-based task scheduling 

Every physical server-like service node has a local request 

queue. This queue holds node-specific user requests. Requests 

are dynamically reorganized by SLA service levels. Q-learning 

scheduling assigns virtual machines jobs to reduce CPU use. It 

improves system performance. In the proposed study, 

Reinforcement Learning builds the Q table. Sorting in 

descending order and the Q-Learning algorithm help schedule 

rewards. Proposed research flowchart is shown in Figure 1. 

C. Reinforcement Learning 

Figure 2 illustrates the evolutionary trend of reinforcement 

learning. The Markov decision process (MDP) is a commonly 

employed methodology in the domain of reinforcement 

learning (RL) for tackling the fundamental challenge of 

establishing sequential behavior [33]. The incorporation of the 

value function into the agent's framework is a crucial 

characteristic that has a strong correlation with the Bellman 

equation.    
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Figure 1. Flowchart of the proposed work 

 

 

         

 

 

 

D. Pseudo Code of Proposed Research 

               
The Markov decision process (MDP) is a fundamental 

concept in the field of reinforcement learning, which addresses 

the problem of sequential decision-making. The formulation of 

the Bellman equation is facilitated by utilizing the value 

function and Markov Decision Process (MDP) within the 

context of reinforcement learning. The following part will 

discuss the utilization of Q-learning in addressing the task of 

solving the Bellman equation. In order to optimize the efficacy 
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of reinforcement learning, it is advisable to employ a proficient 

approach that effectively addresses the Bellman equation [34].  

E. Markov Decision Process  

The formal characterization of the problem of sequential action 

choice is represented by a mathematical construct known as a 

Markov Decision Process (MDP). The usage of a random 

number generator is necessary for determining compensation 

and selecting the transition state after completing an activity, 

due to the inherent unpredictability of the environment. Policies 

are a set of defined principles that dictate the selection of 

actions to be undertaken within a particular state or context. 

The formal notation utilized for characterizing reinforcement 

learning approaches is the Markov Decision Process (MDP) 

[35]. 

1) State 

The state of observable agent states is represented by a set S. 

The phrase "state" means "observation of your situation" [36]. 

 

2) Action  

An action is a group of possible actions A in a specific state S. 

Most of the time, an agent's activities are the same throughout 

all states. A single set of A is defined as a result [37]. 

3) State Transition Probability Matrix  

An agent's move from a unit state S to another S' when acting 

A is represented mathematically by the STA (state transition 

probability). The subsequent MDP compensation and states 

are purely dependent on the present state and activities. As a 

result, [38] provides the possibility that the following 

condition will be compensated by the following 

compensation as well as its quantity. The likelihood is: 

 

          Pss′
a = P[St+1 = s′ ∣ St = s, At = a]                         (1) 

 

Where (1) Pss′
a  is the probability comprised in the matrix P of 

shifting to state s', when action a is done in state s, where t 

signifies the time. 

4) Reward  

The reward is knowledge that is provided to the agent in the 

environment in order to ensure that agent can learn. The agent 

receives the following reward when the action is a and the 

state is s at time t: 

 

        Rsa′ = E[Rt+1 ∣ St = s, At = a]                                 (2) 

 

Where (2) Rsa′  is the reward function's definition. The 

variable t marks the time when action a takes place and the 

system transitions from state a to state s', while the variable E 

represents the reward's expected value. The agent can express 

the compensation value as an expected value since, depending 

on the environment, it may result in various rewards even 

when the same task is completed under identical conditions. 

When the agent is in state S, the environment interacts with it 

and does action A to inform it of the reward it wishes to 

deliver and the next state S' that it will enter. The environment 

alerts the agent at time t+1. Consequently, Rt + 1 denotes the 

compensation to be acquired by the agent. 

5) Discount Factor 

The discount factor (DF) was conceptualized as a purposeful 

strategy to reduce the adverse consequences arising from 

compensating actions. Upon the agent's successful completion 

of their specific obligations within each jurisdiction, they  

 

 
Figure2. Illustration of the flowchart of reinforcement learning. 

 

become eligible to receive pay. The concept of depreciation is 

founded on the acknowledgement that the worth of a specific 

benefit diminishes progressively as time elapses. The 

remuneration earned by an agent experiences a steady 

reduction over a certain period of time as a result of 

depreciation, which is quantified by a numerical value ranging 

from 0 to 1 [39]. 

 

6) Policy  

Once an autonomous agent reaches a specific state, it 

determines its subsequent course of action by referring to the 

prescribed policy. 

 

         π(a ∣ s) = P[At = a ∣ St = s]                                      (3) 

 

Where (3) π is the policy probability at time t that the agent 

selects a in state. In a nutshell, reinforcement learning aims to 

acquire enhanced policies in comparison to the existing ones, 

with the objective of generating an optimal policy [40]. 

F. Q-LEARNING  

In contrast to prior methodologies that have demonstrated little 

capacity in distinguishing between behavior and learning, Q-

learning has implemented an off-policy approach to decouple 
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the learning policy from the acting policy. As a result, the 

pertinent information was disregarded during the update of the 

Q-function for the present state, leading to an unfavorable 

conclusion described by a suboptimal judgment. This effect 

persists even when the chosen course of action for the future 

state is of moderate quality [41]. However, the integration of 

off-policy in Q-learning effectively addresses the 

aforementioned challenge. The equation for the Q-value is 

expressed as follows: 

 

  Q(s, a) ← Q(s, a) + α[R + γmaxQ(s′, a′) − Q(s, a)]          (4) 

 

The symbol α denotes the learning rate, a numerical value that 

is bounded between 0 and 1. The variable R represents a 

reward and indicates the rate at which the benefit decreases 

with time.  

The process of Q-learning entails the iterative update of the      

Q-value for each state by employing the equation given 

before. The Q-table consists of pre-established rewards before 

the commencement of the Q-learning procedure. If an agent in 

the initial state choose an action according to a policy, it 

proceeds to the next state by utilizing (1).The procedure 

indicated above is repeatedly employed several times until the 

cumulative Q-value surpasses a pre-established threshold. At 

now, the Q-table is employed for the aim of resolving a 

specific problem. The Q-learning algorithm is a computational 

technique that combines Monte Carlo methods with dynamic 

programming approaches in order to effectively solve the 

Bellman problem.  

Q-learning is widely regarded as the fundamental foundation 

for a wide array of reinforcement learning algorithms. The 

main factor contributing to this phenomenon is often ascribed 

to its straightforward implementation and its significant 

effectiveness in situations involving a single actor, setting it 

apart from other approaches. On the other hand, Q-learning 

demonstrates a limitation on the adjustment of a value, 

allowing it to take place solely once per action. The existence 

of recent state legislation is a significant obstacle in effectively 

resolving intricate matters within the context of several state 

operations. Furthermore, the necessity to assign a significant 

quantity of memory for storage arises from the specified 

dimensions of the Q-table utilized for rewards. In the 

framework of a multi-agent paradigm, the necessity for 

multiple agents to engage in collaboration necessitates the 

utilization of a substantial state-action memory, which might 

give rise to a range of challenges. The limited efficacy 

demonstrated by basic Q-learning algorithms becomes 

apparent when utilized within a multi-agent context, since they 

exhibit a deficiency in achieving desirable learning outcomes. 

 

IV. RESULTS AND DISCUSSION 

The Q-learning technique is widely recognized and utilized in 

the domain of reinforcement learning due to its capacity to 

efficiently acquire optimal policies in complex and demanding 

scenarios. The system operates in a manner that is independent 

of a pre-established model, allowing the agent to acquire 

knowledge exclusively through interactions with the 

environment, without any prior information. By means of an 

iterative approach, Q-values are continuously updated. These 

Q-values represent estimations of the total rewards that are 

linked to the selection of specific activities within particular 

states. Q-learning enables the agent to make intelligent 

judgments on resource allocation in cloud computing 

environments. The Q-learning algorithm is employed for the 

processing of the dataset, leading to the production of a 

ranking table based on the prescribed methodology. The Q-

learning technique is employed to ascertain the reward 

associated with a specific action and state.  

Figure 3 illustrates the graphical representation of the 

correlation between action and reward inside the Q learning 

procedure throughout the task rating phase. Tasks that 

generate favorable outcomes are given due consideration, 

while tasks that result in negative incentives are disregarded. 

The employment of the Q learning algorithm facilitates the 

execution of this strategy. 

 

 
Figure 3: Action-Reward Relationship 

 

Figure 4 depicts the graphical depiction of the correlation 

existing between the state and the corresponding reward. The 

value function represents the total reward accumulated by the 

Q-learning algorithm for every state. Figure 5 exhibits a 

graphic representation that illustrates the association between 

action and state. Every action is linked to a condition that 

demonstrates a hierarchical relationship.  
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Figure 4: State-Reward Correlation 

 

 
                  Figure 5 Illustration of Action-State Reward 

 

The allocation of jobs to Virtual Machines is determined by 

the rating produced by the Q-learning algorithm. Figure 6 

depicts the aggregate expense linked to each virtual machine 

(VM) in relation to the execution of the designated tasks. The 

expenses associated with task processing can be ascribed to 

several elements, including the cost of CPU utilization, the 

cost of memory usage, and the cost of bandwidth 

consumption. The data collected indicates that there are 

recurring swings in the overall cost. 

 
Figure 6: Illustration of Total cost 

Figure 7 illustrates the temporal span of the virtual machine's 

operation while performing discrete activities. The temporal 

span that encompasses the entirety of the computing process, 

commencing at the initial commencement time and concluding 

at the final termination time, while also accounting for the 

time necessary for scheduling. The mean duration of execution 

for each task on every virtual machine is 3 seconds. 

 
Figure 7: Portrayal of Execution time 

 

Figure 8 illustrates a graphic that visually depicts the 

makespan of each task. The concept of makespan refers to the 

calculation of the maximum time required to accomplish a 

specific collection of jobs. The determination is made by 

considering the temporal demands associated with the 

completion of the final assignment. In the domain of work 

scheduling, a frequently pursued objective in the field of 

optimization is the minimization of the makespan. 

 
Figure 8: Representation of Makespan 

 

The mean duration for each activity is 3 seconds. The term 

"Finish time" denotes the exact point in time when the last task 

of the final virtual machine (VM) is completed, as illustrated 

in Figure 9.  

 

-3

-2

-1

0

1

2

3

0 1 2 3 4 5 6R
ew

ar
d

State

State-Reward

0

20000

40000

60000

80000

100000

120000

0 10 20 30 40

C
o

st

Cloudlets

Cost

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

T
im

e

Cloudlets

Execution Time

0

1

2

3

4

5

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

T
im

e

Cloudlets

Makespan

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

DOI: https://doi.org/10.17762/ijritcc.v11i10.8464 

Article Received: 21 July 2023 Revised: 13 September 2023 Accepted: 28 September 2023 

___________________________________________________________________________________________________________________ 

 

 

    59 

IJRITCC | October 2023, Available @ http://www.ijritcc.org 

 
Figure 9: Illustration of Finish time 

 

The determination of the termination time is dependent on 

the categorization of tasks into groups of cloudlets. A thorough 

examination was performed on a collective of four sets of 

cloudlets. 

V. CONCLUSION 

The present work explores the issue of virtual machine (VM) 

allocation and task scheduling inside a cloud environment, 

aiming to minimize the time required to complete jobs and the 

corresponding costs. This research introduces a unique 

scheduling strategy that employs Q-Learning to enhance the 

efficacy of resource utilization. The algorithm's main 

objectives encompass the optimization of its objective 

function, the construction of the desired network, and the 

utilization of experience replay approaches. In future 

endeavors, there is a stated objective to integrate more 

sophisticated approaches for cloud modelling, particularly by 

incorporating edge or fog computing alongside an increased 

number of schedulers. This strategy enables the mitigation of 

workload on cloud data centers and expedites the scheduling 

processes. 
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