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 Nanometer memories are highly prone to defects due to dense structure, 

necessitating memory built-in self-repair as a must-have feature to improve 

yield. Today’s system-on-chips contain memories occupying an area as high 
as 90% of the chip area. Shrinking technology uses stricter design rules for 

memories, making them more prone to manufacturing defects. Further, using 

3D-stacked memories makes the system vulnerable to newer defects such as 

those coming from through-silicon-vias (TSV) and micro bumps. The 
increased memory size is also resulting in an increase in soft errors during 

system operation. Multiple memory repair techniques based on redundancy 

and correction codes have been presented to recover from such defects and 

prevent system failures. This paper reviews recently published memory repair 
methodologies, including various built-in self-repair (BISR) architectures, 

repair analysis algorithms, in-system repair, and soft repair handling using 

error correcting codes (ECC). It provides a classification of these techniques 

based on method and usage. Finally, it reviews evaluation methods used to 

determine the effectiveness of the repair algorithms. The paper aims to present 

a survey of these methodologies and prepare a platform for developing repair 

methods for upcoming-generation memories. 
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1. INTRODUCTION 

Due to dense structures, memories are highly prone to manufacturing defects and failures during 

system operation. They experience permanent hard errors that may be caused by the manufacturing process, 

physical stress resulting from environmental conditions, or aging [1]. In addition, soft errors show up in 

memories during the run time due to the interaction of high-energy particles with the silicon substrate [2]. 

Memory failures are top fail bins in typical production testing, and they need to be addressed promptly to 

improve the yield of system on-chip (SOC). Redundancies are incorporated in memories to help to improve 

yield. Additionally, error correcting codes (ECCs) are used to address soft errors seen in them during system 

operation. 

ISO standard 26262 defines guidelines for the functional safety of automotive systems. One crucial 

requirement is detecting latent faults seen in devices during automotive operation. The requirement mandates 

performing testing periodically during functional operation. Memories are used in enterprise servers, and fault-

free memories are required for their reliable operation. Hence, they, too, demand periodic checking. 

Built-in repair analysis (BIRA) is commonly used to repair memories post-manufacturing. First, 

redundancies in the form of spare elements are added to memory cores. Then, the BIRA searches for the 

replacement of the fault elements with healthy spare elements. During system operation, addresses are 
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translated to choose spare elements in place of faulty elements. Information on faults is collected by running 

memory tests. Redundancy analysis (RA) determines the allocation of spares to repair these cells. 

Two methods exist for defect localization of faulty memory chips-software-based and hardware-

based. The software-based method uses a bitmapping procedure that scans out fault information using a built-

in self-test (BIST) controller. This information is further analyzed to know the physical location of the faulty 

cell. Hardware-based techniques use electrical failure analysis. They typically use photon emission [3] and 

laser [4]. Software-based diagnosis is preferred as mainstream due to its faster turnaround time and accuracy. 

It is a well-established technique to detect faults affecting single or multiple bits in memory. However, the 

accuracy of software-based techniques drops for peripheral faults or soft errors. For such cases, hardware-

based techniques could be used as a backup. They are also helpful when bitmapping or software-based 

techniques cannot be set up due to a lack of resources like scrambling information. 

Memories show different failures at different instances in time. For example, while infant failures are 

seen during early usage after manufacturing, wear-out, and aging errors show during later usage [5]. The 

probability of such errors and techniques used to avoid failures resulting from them are shown in Figure 1. 

 

 

 
 

Figure 1. Bathtub curve showing aging errors in dynamic random access memory (DRAM) [5] 

 

 

Researchers have proposed multiple methodologies to repair memories and use correcting codes and 

simulators to evaluate their performance. This paper describes the principles, algorithms, and architecture 

details used in them. It classifies the techniques, discusses the advantages and disadvantages of each type of 

those techniques, and enables selection for particular usage. 

The organization of the remaining sections of this paper is as follows. Section 2 gives a background 

of memory repair. Then section 3 classifies the repair techniques based on the principle used and its application. 

Details of the repair methodologies and their applications are discussed in section 4. Section 5 presents types 

of repair analysis, while section 6 provides details of simulators used for repair efficiency evaluation. Finally, 

section 7 discusses the pros and cons of the techniques, and section 8 concludes the paper. Few abbreviations 

and acronyms are used throughout this paper. Table 1 gives their full form. 

 

 

Table 1. Abbreviations and acronyms 
Abbreviation Full form Abbreviation Full form 

3D Three dimensional ATE Automatic test equipment 

TSV Through-silicon-via HBM High bandwidth memory 

ECC Error correcting code CAM Content addressable memory 

BIRA Built-in repair analysis LUT Look-up-table 

BISR Built-in self-repair BOSR Built-off self-repair 

BIST Built-in self-test PPR Post package repair 

SEC-DED Single error correction, double error detection LADA Laser assisted device alteration 

RA Repair algorithm PEM Photon emission microscopy 

OTP One-time programmable   

 

 

2. BACKGROUND 

The performance of the BIRA methodology is indicated by the repair rate [6]. The repair rate indicates 

the probability of finding a repair solution for a given set of faults. It is defined as (1).  
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𝑅𝑒𝑝𝑎𝑖𝑟 𝑅𝑎𝑡𝑒 =
𝑁𝑜.𝑜𝑓 𝑟𝑒𝑝𝑎𝑖𝑟𝑒𝑑 𝑐ℎ𝑖𝑝𝑠

𝑁𝑜.𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑡𝑒𝑠𝑡𝑒𝑑 𝑐ℎ𝑖𝑝𝑠
 (1) 

 

The repair rate also includes memories that cannot be repaired with any solution using available 

spares. Therefore, it does not help to compare the efficiencies of different RA methodologies. Instead, another 

rate called normalized repair rate is used for this purpose which considers only memories which can be 

repairable. 

 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑅𝑒𝑝𝑎𝑖𝑟 𝑅𝑎𝑡𝑒 = (𝑁𝑜. 𝑜𝑓 𝑟𝑒𝑝𝑎𝑖𝑟𝑒𝑑 𝑐ℎ𝑖𝑝𝑠)/(𝑁𝑜. 𝑜𝑓 𝑟𝑒𝑝𝑎𝑖𝑟𝑎𝑏𝑙𝑒 𝑐ℎ𝑖𝑝𝑠) (2) 

 

Repair analysis is performed using automatic test equipment (ATE) or built-in self-repair (BISR) logic 

present on the chip. Most of the commercial memories are tested directly by ATE. When ATE performs 

memory testing, it transmits test patterns to the chip and receives response data. For the failed location, fault 

information is stored in ATE memory. Once the test algorithm finishes, ATE analyzes the faults and finds 

repair solutions. Finally, the solution is sent back to the chip, which performs the replacement of the fault cell 

with spares. 

As embedded memories are difficult to access directly by ATE [7], they are tested and repaired by 

adding BIST and BIRA controllers, respectively. BIST engines execute algorithms to check faults in memories. 

The fault information is stored on-chip and analyzed by BIRA logic to find a repair solution. Later, the repair 

solution is used for the replacement of faulty elements. Memories are tested and repaired without depending 

on ATE, and so it is called self-repair. 

 

2.1.  Type of redundancy spares  

Many conventional memories employ single redundant rows or columns to repair cells that are found 

defective. Finding a spare row/column allocation solution is an nondeterministic polynomial (NP) complete 

problem [8]. With memory arrays’ increasing size and density, using the simple redundancy structure is 

inefficient. The time required to complete redundancy analysis increases dramatically and limits the repair rate 

with them. This section summarizes the types of spares proposed by various researchers. 

A redundancy scheme adds spare elements to memory banks, as shown in Figure 2. Figure 2(a) shows 

a memory employing simple row and column spare as a redundant element. Kim et al. [9] presented a 

redundancy structure with additional common columns and global rows, as shown in Figure 2(b). While the 

local spare could be used to repair a fault in the same memory bank, a common spare can be used for faults in 

adjacent banks. In addition, the global element could be used to repair faults in multiple memory banks with 

the same row address. 

 

 

 
(a) 

 

 
(b) 

 

Figure 2. Redundancy schemes with multiple type of spare elements [9] (a) using simple row and column 

elements as spares and (b) using variety of spare elements 

 

 

In study [10], common and global spares for both rows and columns are added, as shown in Figure 3. 

The author proposes to allocate spares starting with local, then common, and finally, the global type for the 

remaining faults’ repairing. A high repair rate could be achieved using such an allocation order. Architectures 
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presented in [11] further increase the count of each local, common, and global spare to have more flexibility 

in allocation. Techniques were also proposed which use static random-access memory (SRAM), dynamic 

random-access memory (DRAM), or content-addressable memory (CAM) as spares. 

 

 

 
 

Figure 3. Redundancy scheme with common and global spares for both rows and columns [10] 

 

 

2.2.  Previous surveys on memory repair 

A survey on memory built-in self-repair architectures is presented in [12]. It mainly surveys 

memory testing methods and contains a small section on repair architectures. It discusses the essential 

operation of repair and sharing of BISR logic. Later, Cho et al. [13] presented a survey on repair algorithms. 

It discussed various spare architectures and repair algorithms, including comparing their characteristics. 

These surveys are presented in the year 2013 and 2016, respectively. Since then, multiple methodologies 

and algorithms have been presented by researchers. This paper presents a survey of those methodologies 

and algorithms. 

 

 

3. CLASSIFICATION 

Over the years, researchers have proposed various methodologies for repairing memories. In addition, 

many techniques for using correction codes are also presented. This survey covers the methodologies presented 

in recent times. Table 2 shows variants of methodologies based on the fundamental principle used and their 

application. Table 3 lists variants of repair analysis types, while Table 4 has a list of various simulators.  

 

 

Table 2. Methodologies for repair and error corrections 
Sr. Methodology References 

1 3D memories repair [14]–[17] 

2 In-field repair [17]–[20] 

3 Error correction code (ECC) usage [18], [20]–[25] 

4 CAM usage for repair analysis [10], [14], [26]–[31] 

5 SRAM usage for repair analysis [15], [32]–[36] 

6 DRAM usage for repair analysis [37] 

7 Using separate memory for redundancy instead of spare 

rows/columns 

[16], [17], [21], [24], [34], [38]–[46]  

8 Standardization approach [47]–[49] 

9 Read only memory (ROM) error corrections [22], [23] 

10 Hardware methods for defect localization [50], [51] 

 

 

Table 3. Repair analysis types 
Sr. Technique References 

1 Dynamic repair analysis [28], [52] 

2 Off-chip repair analysis [9], [15], [49], [52] 

3 Early termination repair analysis [9], [53] 

4 Improving repair analysis clock frequency [19], [54] 

 

 

Table 4. Simulators 
Sr. Technique References 

1 Simulators for measuring reliability and repair efficiency [5], [55]–[58] 
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4. METHODOLOGIES FOR REPAIR AND ERROR CORRECTIONS 

4.1.   Three-dimensional (3D) memories repair 

High bandwidth memory (HBM) architectures use independent interfaces called channels. Memory 

dies are stacked and connected using the channels to perform a high-bandwidth operation. The channels can 

be accessed concurrently [15]. The memory dies are attached to a logic die, which performs test operations like 

repair. The logic die contains blocks like memory controller, ECC, memory BIST, and BISR logic. The 

individual memory dies are tested and repaired on ATE. These memory dies are connected with each other and 

with the logic die using through-silicon vias (TSVs) and micro-bumps. These new elements and connections 

may lead to new defects post-bonding. Also, memory arrays may show new types of defects. This section 

summarizes testing and repairing such defects. 

Kang et al. [14] presented a repair scheme to improve yield for 3D memories. As shown in Figure 4, 

it contains a BISR module in the base die. Individual memory dies do not contain BISR; they are tested and 

repaired on ATE. In contrast, memories in the base die are tested and repaired using the BISR present in it. 

In the post-bond test procedure, the TSVs are used as test buses, and the memory dies are tested in parallel 

using them. The failing memory dies are repaired sequentially since only one BISR is present. Initially, the 

BIRA module collects information about available redundancy in each memory. After testing is completed, 

fault information is available in CAM, which is present in the BIRA module. RA algorithm performs an 

exhaustive analysis of the faults with all combinations of rows and columns. The dies are repaired in descending 

order of the number of faults found. The possibility of finding a repair solution decreases for memories with 

more faults. The memory becomes irreparable, and consequently, the complete package becomes faulty. So, 

identifying such memories save repair time as other dies need not be tested further. Also, since tests and repairs 

are done only for faulty dies, fault information storage requirements reduce, which decreases area overhead. 

 

 

 
 

Figure 4. 3D BISR architecture [14] 

 

 

Liu et al. [15] presented another architecture to test channel-based DRAM memories arranged in a 

3D stack. The base die contains repair control logic consisting of SRAM for redundancy, allocator, and channel 

controllers. The channel controllers work concurrently. The allocator determines the channel to SRAM 

locations assignment for repairing faulty lines in DRAM memories. When BIST detects a new fault, the BISR 

controller requests the allocator to allocate a location in SRAM. The allocator returns the SRAM location’s 

address, which the BIRA module uses to update the look-up-table (LUT). 

Area overhead is low with this built-off self-repair (BOSR) scheme. For an 8 GB memory stack with 

8×1 GB configuration, the total BOSR area is 0.72%, respective to DRAM size. Area reduces if fewer channels 

are used. The critical timing path is related to the address comparison logic in the BIRA module. The latency 

added by the critical path is negligible compared to DRAM read latency. The author further suggests using 

CAM instead of SRAM to improve this latency. The author compared BOSR with a conventional repair 

approach based on a redundant row/column in DRAM itself. It used various sizes of SRAM for redundancy 

(4, 8, and 16 M) with different DRAM sizes (1, 4, and 8 GB). BOSR outperforms for repair rate as DRAM size 

increases. 
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Lin et al. [16] presented a memory repair scheme for 3D stacked memories. DRAM dies contain 

redundant elements, as shown in Figure 5. Local redundancy is used to repair faults during ATE-based testing 

of the individual dies. The reconfiguration is programmed using fuses. When dies are stacked, the test mode 

of DRAM dies is not activated. So, BIST in the logic die tests and repairs any faults occurring post-stacking. 

Whenever a fault is detected, the BISR controller analyzes it and maps the fault line to global redundancy. 

Usage of global spare is done in sequential order. First, spares from die0 are used, followed by spares in die 1, 

die 2, and so on. This scheme has a performance penalty since addressing comparison results in a larger timing 

path, including DRAM access time and delays in compare logic. The author presented another architecture to 

improve the performance by implementing global redundancy by adding an SRAM in the logic die. The access 

time of SRAM is shorter, which results in a shorter timing path. Any faulty cells in DRAM are remapped to 

the SRAM locations. 

Another architecture to improve the yield of 3D stacked memories is presented in [17]. It uses spare 

memory available in DRAM itself to replace any faulty bits. It also suggests implementing redundancy using 

extra rows/columns for future DRAM as per post package repair (PPR). in the joint electron device engineering 

council (JEDEC) standard. 

 

 

 
 

Figure 5. 3D memory repair scheme with redundancies in memory dies [16] 

 

 

4.2.  In-field repair 

Conventionally redundancy has been added in memories to be used during production tests to correct 

defects and improve yield. However, these could be used to correct any soft defects seen in-field. Due to 

environmental conditions or aging, latent or hard errors may be introduced in memories during application. 

The in-field repair improves manufacturing yield as well as customer satisfaction. In case devices such as 

phones or tablet gets dead, they could get a firmware or software update from customer service. This section 

summarizes methods to do the incremental repair for such errors. 

Becker [18] presented a processor that corrects latent or hard errors during online testing. The 

processor incorporates a memory built-in self-test (MBIST) controller, which reads data from memory and its 

ECC code to determine soft errors. Then, it writes back the corrected value. It also has a feature to do SRAM 

repair by replacing faulty lines with redundant rows or columns. Information about the errors could be reported 

to error management software. 

Querbach et al. [17] presented a repair architecture for field use. The repair feature can be automatic 

or manual and run at boot via BIOS and firmware. Another method of correcting hard and soft errors during 

in-field operation is presented in [20]. It corrects: i) a single error, ii) two hard errors, and iii) one hard and one 

soft error using single error correction double error detection (SEC-DED) ECC. 

A design-for test (DFT) architecture supporting memory repair during power-on and the in-system 

test is presented in [19]. At the start of power on, repair data from the manufacturing stage is loaded from one-

time programmable (OTP) memory in BISR chains. The OTP controller works with power-on self-test (POST) 

controller and test-access port (TAP) controller to achieve this. Then the MBIST controller checks memories 

by running specified algorithms. If any new faults are detected, they are corrected using the soft repair 

technique presented in [59]. The time taken for loading data from OTP is critical as it adds to boot time. In 

conventional architecture, a single chain connects individual blocks in series. The author suggests having 

multiple BISR controllers and building separate memory configuration chains, as shown in Figure 6. The chains 

could be loaded in parallel to decrease loading time. Further, the author suggests storing repair data in the fuse 

in an uncompressed format to be loaded in the chain directly. 
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Figure 6. BISR Architecture supporting repair in-field [19] 

 

 

4.3.  Error correction code usage 

Soft errors may be introduced in a system due to environmental conditions’ variation or exposure to 

radioactive and alpha particles [2]. Memories are prone to such errors, and their probability increases with the 

size of the memories. Error correction codes have been widely used to correct these errors, thereby improving 

the yield and reliability of memories. Hamming and Hsiao codes correct one error and detect two errors. They 

are simple to implement, and encoding and decoding operations can be performed with them at high-speed 

[60]. This section summarizes these techniques. 

Figure 7 shows a BISR scheme [20] that uses SEC-DED code-based ECC in addition to spare 

memory. When BIST detects faults, the information is sent to the BIRA module. BIRA module does not work 

on single-cell faults and leaves them to be corrected using ECC. It executes the ESP RA algorithm [6] to 

allocate spares for memory rows/columns containing multiple faults. This segregation significantly reduces the 

RA algorithm’s complexity and achieves a high repair rate. During power-on reset, ECC is used to detect and 

correct single-cell faults. The author has shown results for maintaining reliability even though ECC is used for 

correcting single permanent faults. 

 

 

 
 

Figure 7. Architecture implementing both repair and ECC for memory faults [20] 
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Ganapathy et al. [25] also used SEC-DEC-based ECC to correct errors resulting from low voltage 

(LV) operation, which is being performed to improve power consumption. Prior schemes presented in [61] and 

[62] require additional MBIST runs when detected errors exceed the capacity of implemented code. This 

additional step increases boot time and delays the transition to the desired low-voltage state. The scheme 

presented in [25] improves this by dynamically detecting and correcting errors instead of using MBIST. In 

addition, it decouples ECC storage from the main cache, which enables it to scale it independent of cache size. 

The correction scheme presented in [63] uses decimal matrix code (DMC). It implements an encoder and 

decoder based on it on the data paths for writing and reading. 

 

4.4.  CAM usage for repair analysis 

When BIST detects a new fault, its information is stored by BIRA in fault collection logic. The 

collection process must compare the incoming fault’s address to the stored one. After BIST finishes the test, 

BIRA searches for the solution by accessing the stored address information. CAM is a particular type of 

memory that implements a lookup table, and comparison operations can be performed within a single cycle 

[64]. So, using CAM for storing fault information is preferred over other memory types like SRAM. 

Cho et al. [26] presented a BIRA scheme that uses CAM. It categorizes a new fault as a pivot if it 

does not share a row and column with already identified faults. Figure 8 shows a few examples of such faults. 

Pivot faults play a crucial role in RA as spares allocation to them covers most of the repair solution. All non-

pivot faults are mainly used to assist decisions made for pivot faults. The author uses CAM to store only pivot 

faults, unlike other RA schemes [10], which store both pivot and non-pivot faults in CAMs. All non-pivot 

faults are stored in spare memory. This storage scheme helps to reduce area overhead as CAM occupies more 

space than RAM. 

The repair algorithm presented in [14] classifies faults as parent fault and child fault. A fault is 

classified as a child if it shares a row or column address with a parent fault. The fault collection process of the 

algorithm uses separate CAMs to store information on these faults. 

 
 

 
 

Figure 8. Pivot and non-pivot faults [26]  

 

 

4.5.  SRAM usage for repair analysis 

BIRA requires storage to save information about faulty addresses. Many architectures proposed to use 

of CAM for this purpose. However, the usage of CAM adds to the area overhead. Also, since a single CAM is 

usually used due to its bigger size, it is shared. The sharing limits analysis speed as memories need to be 

analyzed sequentially. Few other architectures use a bank of SRAM as a bitmap for storing fault information. 

However, this results in too many accesses to memory and limits analysis speed as single storage is used and 

needs to be accessed sequentially.  

Oh et al. [32] presented an architecture that uses a portion of its own memory for storing fault 

information. It first finds fault-free regions in the memory and then uses them for storing fault information. 

This architecture supports concurrent analysis on every memory. The author presented results that show 

analysis time is better than the branch-based algorithm (named as BRANCH) and almost similar to the address-

mapping table (AMT) algorithm. Furthermore, the normalized repair rate is almost identical for all three 

algorithms. To note, the BRANCH [65] and AMT [66] algorithms use CAMs, which add area overhead 

compared to the method suggested by the author. The author later presented another architecture [33] that used 

fault-free regions from its own memory and showed to achieve optimal repair rate with a small area overhead.  

Hou et al. [34] presented a scheme that uses a separate memory for storing fault information. This 

memory is used only in test mode. The author further modifies it as spare memory in normal mode. The scheme 

improves the repair rate by up to 11.95% as more resources are available for replacing faulty locations, while 

the hardware overhead to modify the memory is only 0.44%. 
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4.6.  DRAM usage for repair analysis 

Park et al. [37] used storage in DRAM itself for storing fault information. It also uses the internal 

BIRA feature in DRAM. These two features help to reduce area overhead for implementing repair solutions. 

 

4.7.  Using separate memory for redundancy instead of spare rows/columns 

BIST is used to identify any failures in memory, and BISR implements repair functionality using fuses 

burned on ATE. However, this methodology of burning fuses is not available to the end user. Another way to 

achieve a repair capability is to add spare memory, which can be used to replace faulty bits. This section 

discusses such architectures. 

Ryabtsev et al. [42], [44] presented architectures that use a backup memory to repair main memory 

faults. Based on susceptibility to failures, a small-size memory compared to the main memory is used for 

backup. Figure 9 shows the architecture consisting of 4-bit wide memory for backup, whereas the main memory 

is 64 bits wide. BISR sends reconfiguration code to the input data bus for writing in backup memory. Data 

from backup memory is used instead of the main memory for faulty locations in the main memory. Earlier, the 

author presented similar architecture [45], which uses a spare array to repair faults in critical applications 

systems like nuclear plants. 

Architectures presented in [38], [39], [41], [43], [46] also used separate memory to implement 

redundancy to correct faults in main memories. Liu et al. [40] use a different approach to improve the system’s 

robustness when encountering stuck faults on embedded SRAMs. Upon finding a faulty location, the system 

software rearranges data for writing. A barrel shifter is implemented in hardware that shifts data from memory 

and presents the corrected data to the system while reading the memory. 

 

 

 
 

Figure 9. Repair architecture with spare memory for redundancy [42] 

 

 

4.8.  Standardization approaches 

IEEE standard 1450.6.2-2014 provides guidelines to create memory models which could be used 

while designing MBIST-based test systems, validation, and failure analysis. Arora et al. [48] discussed the 

characteristics of utilizing these guidelines. The standard describes redundancy features, their enablement, 

mapping logical to physical addresses, and error injection. Memory IP providers could use these guidelines 

while developing memory models. SOC developers will have consistent memory models if they are sourced 

from different providers, and the providers follow the guidelines. The paper also points out opens in current 

standard guidelines like modeling for memory with different banks, limitations of scrambling sections, and few 

syntax difficulties. 

The bitmapping procedure sends out information about faults outside the chip using the MBIST 

controller. A diagnostic step is required to translate the address into physical locations on memory to localize 

the defect. Un-optimized test settings or scrambling information inaccuracies may result in wrong localization. 

Study [49] presents details of stop-on-nth-error (SOE) and enhanced stop-on-nth-error (ESOE) flows used for 

creating bitmaps and finding physical coordinates of failing memory locations. Accurate diagnosis of defect 

location is vital to successful physical failure analysis as this further helps to understand the manufacturing 
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problem leading to those defects. The paper presented possible problem areas while doing bit mapping. 

It further provides a checklist of items in the test setup for a proper bit-mapping procedure. 

High-performance IPs use a portion of functional datapath for MBIST purposes. IPs may use different 

implementations for the datapaths. Devanathan et al. [47] presented an architecture that supports the testing 

and repairing of such IPs with the diverse implementation of BIST datapaths. A separate RA block is used for 

each datapath implementation in conventional architecture. However, it leads to significant area overhead. In 

this paper, the author proposes to have single BIRA logic. For its implementation, it uses a uniform format for 

incoming repair data and fuse code to be downloaded in memory configuration registers. It aligns the failed 

signatures from each memory. Padding with 0 is applied for the non-existing repair part. A fuse and shadow 

reconfiguration block transforms the unified formatted fuse code to the target memory configuration register. 

 

4.9.  ROM error corrections 

One-time programmable (OTP) ROM are used in many electronic systems like computers and mobile 

phones. They store user and system configuration information. Memory repair configuration information is 

also stored in eFuse-based ROM. They consist of programming transistors and fuse links. Since they consist 

of metal links, they are prone to age defects. This section summarizes techniques to detect and correct the 

defects in such ROMs.  

Repair signatures of faulty memories are stored in eFuse, and the signature is read every time before 

beginning normal operation. Since eFuse plays a critical role, redundancy up to 2X is implemented 

conventionally. An ECC scheme for such OTP memory is presented in [22]. It implements Hamming code 

which corrects one error and detects two errors. Checksums for different memory regions are calculated and 

fed to an engine that also receives initially computed checksums. By comparing checksums, the engine detects 

errors in data. Read data from eFuse is stored in a temporary register, and ECC correction is applied to it. 

Corrected data is sent for actual usage. The scheme reduced the area of the ROM chip from 0.19 to 0.17 mm2 

compared to shadow register implementation with 2X redundancy. Since shadow register is not used, the time 

required to write them is also eliminated, which saves tester time by around 1,000 ms. 

Birla and Costa [23] presented another ECC correction scheme for eFuse. The author adds encoder 

and decoder blocks on the written and read data, respectively, as shown in Figure 10. The BISR controller is 

modified to interface with these blocks. Hamming code generates a 6-bit checksum and is stored as additional 

MSB bits in eFuse. While reading data, the checksum is compared, and data is corrected for any faults. The 

area overhead of the scheme is 10% compared to 50% in conventional methods that uses 2X redundancy. 

 

 

 
 

Figure 10. ECC-based correction scheme for fuse memory faults [23] 

 

 

4.10.  Hardware methods for defect localization 

MBIST is popularly used for debugging memory failures. Though the bit-mapping method 

implemented using MBIST is software-based, implementation requires much effort. One of the challenges lies 

in getting logical to physical mapping information for memories. SOC consists of IPs that are sourced from 

multiple places. A few times, this mapping information is not available. Hardware-based failure analysis 

methods serve as an alternative in such situations. 
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Yeoh et al. [50] presented photon emission microscopy (PEM) based analysis to debug memory 

failures. PEM technique can detect defects caused by leakage or shorts [3]. These defects emit photons and 

create hotspots. These hotspots could be analyzed further to locate the defect. The analysis starts by checking 

the modulation of current at voltage drain to drain (VDD) supply at each cycle of MBIST test execution. Cycles 

with input-distribution device (IDD) current changes represent abnormal leakages. Such cycles are analyzed 

to know which memory or MBIST controller was active during those cycles. These memories become a region 

of interest for PEM analysis. A limitation of this method is its ineffectiveness for ohmic faults. 

A laser heats the voids resulting in the paths becoming faster. This technique could be used to analyze 

speed path-related faults. Yeoh et al. [51] presented a laser-assisted device alteration (LADA) methodology to 

localize soft and hard failures in memory. Using LADA methodology, the author presented a case study to 

show memory fail-to-pass region. This methodology could be used as a complement to bit-mapping and PEM 

for memory failure debugging. 

 

 

5. REPAIR ANALYSIS TYPES 

5.1.   Dynamic repair analysis 

Most conventional RA algorithms start searching for solutions for allocating redundancy elements 

after memory testing is finished and information about all faults is available. Lee et al. [28] presented a dynamic 

built-in repair analysis algorithm that provides a repair solution as soon as BIST finishes executing testing. It 

does not wait to start finding repair solutions till BIST finishes and all fault addresses are available. It uses 4 

CAMs for storing fault information – row main, row sub, column main, and column sub. Row-sub and column-

sub store information about shared spares. The algorithm analyzes incoming faults and stores must-repair faults 

in main CAMs and other faults in sub-CAMs. It dynamically checks possible spares combinations to find 

solutions for currently detected faults. It moves fault addresses from sub-CAMs to main CAMs and vice-versa. 

As BIST finishes testing, addresses in main CAMs provide the final repair solution. The algorithm achieves an 

optimal repair rate without additional repair analysis time. 

Kim et al. [52] presented a graphics processing unit (GPU) based dynamic RA technique. It analyses 

memory faults immediately instead of storing them. It uses GPU for parallel computation and analyses multiple 

RA computations efficiently. The normalized repair rate achieved using it is 100%, and the speed of analysis 

is significantly high. 

 

5.2.  Off-chip repair analysis 

Kim et al. [9] proposed an ATE-based RA algorithm that reduces analysis time. It uses multiple types 

of spares, including local, common, and global. The global spare can be used to repair faults on the same row 

address in multiple banks simultaneously, which reduces analysis time. In addition, the common spares could 

be used to repair faults in adjacent banks instead of just one bank, which is the case with local spares. These 

two flexibilities help to achieve a very high repair rate. To reduce the storage space required for fault 

information on ATE, the algorithm store fault information as four lists: fault, pivot, child, and global spares. 

This pre-solution further helps to reduce analysis time. The algorithm also uses early termination effectively. 

RA analysis improvements of this algorithm over branch-and-bound (B&B) [67], very efficient redundancy 

analysis (VERA) [68], and fault group pattern matching (FGPM) [53] algorithms are as follows: 

 

𝑅𝑒𝑝𝑎𝑖𝑟 𝑟𝑎𝑡𝑒: 0.6818(𝐵&𝐵), 0.9470(𝑉𝐸𝑅𝐴), 0.9470(𝐹𝐺𝑃𝑀), 0.9988(𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑) 
𝐴𝑛𝑎𝑙𝑦𝑠𝑖𝑠 𝑡𝑖𝑚𝑒: 3.6440(𝐵&𝐵), 1.2612(𝑉𝐸𝑅𝐴), 0.9067(𝐹𝐺𝑃𝑀), 0.5276(𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑) 

 
Another off-chip RA analysis scheme is presented in [52]. It performs RA analysis simultaneously as 

memory test operations are going on. The analysis results are available as soon as the memory test finishes. 

The author showed that RA latency using it is better than B&B, VERA, FGPM, repair most (RM) [69], and 

algorithm in [70]. 

 

5.3.  Early termination repair analysis 

Repair analysis algorithms work towards finding solutions for all faults using combinations of 

available spares. Finding this solution is an NP-complete problem. Identifying memories that cannot be 

repaired saves the remaining analysis time. A fault group pattern matching-based algorithm is presented in 

[53], which performs RA operation at high-speed using early termination. The previous algorithm proposed by 

the author with early termination [70] requires improvement as it depends on the number of spare elements in 

memory and fault population. In [53], groups of faults are formed which have the same row and same columns. 

The early termination algorithm first calculates the minimum spares required for each fault group. It then 

calculates the number of spares available after must-repair allocation. Early termination happens when the sum 
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of minimum spares for all fault groups exceeds the available spares. The author compared the results obtained 

with the algorithm with the VERA and local repair-most (LRM) [6] algorithms and showed the effectiveness 

of the proposed algorithm. 

A similar fault grouping-based early termination is used in [9]. It creates groups of faults having the 

same row or column. Early termination is performed if the number of groups for memory is more than the 

maximum available spares. 

 

5.4.  Improving repair operation clock frequency 

Repairing techniques based on redundant elements in memory requires replacing faulty lines with 

redundant lines. The most widely used method is through bit shifting using a control switch [71]. It compares 

a column address with shift point registers, and due to this, the path becomes critical, reducing memory access 

latency. Further, the latency suffers severely when data width increases as the delay is linearly proportional to 

the number of bits. Choi et al. [54] presented an architecture to reduce access latency by employing a parallel 

approach. It uses an encoder and decoder for arranging data to memory as a separate unit, as shown in  

Figure 11. The address comparison operation is done in parallel for each bit line. Therefore, all bits are encoded 

concurrently, unlike serial operation. With this approach, a critical path is determined by the number of 

redundant elements and not by the width of a data bus. 

 

 

 
 

Figure 11. Parallel approach for faulty element replacement with redundant element [54] 

 

 

Im et al. [19] proposed using multiple BISR controllers and accessing fuse data in parallel. This 

approach helps in 2 ways. i) Perform the loading of repair data in BISR chains in parallel to reduce test time 

and improve boot time and ii) Incorporating a local BISR controller in the block removes top-level timing 

dependency, and timing closure could be done with higher clock frequency, increasing repair operation speed. 

 

 

6. SIMULATORS FOR MEASURING RELIABILITY AND REPAIR EFFICIENCY 

Lee et al. [55] presented a methodology to generate a set of memory configurations that can be used 

to compare the efficiency of various redundancy analysis algorithms. It considers memory models with various 

redundancy structures. It uses the Polya-Eggenberger fault distribution model, which is considered to be the 

most realistic. Different probability values are used for faults in a cluster, on the row lines and column lines. 

The author presented repair rate and time for various RA algorithms with different models generated using the 

methodology. 

Atishay et al. [57] presented a statistical error and redundancy analysis simulator which generates 

faults similar to the manufacturing environment for DRAM. Most other fault simulators, including [55], 

generate defects randomly or use Binomal or Polya-Eggenberger distribution model, which does not represent 

defects on wafers. These simulators also lack in considering defects from evolving DRAM technologies. The 

proposed defect generator considers distribution at each level - wafer lot, the wafer, memory bank, row/column. 
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The paper presented simulator results with different configurations of wafer lot and chips and compared repair 

rates for different algorithms. 

Scionti et al. [58] presented a simulation environment called SIERRA for evaluating memory 

redundancy algorithms. It evaluates algorithms for repair capability, power consumption during its execution, 

and area overhead. It considers memory with different fault configurations, sizes, and densities. It generates 

memory configurations based on realistic defect distribution and fault models. It considers the possibility of 

defects in spare elements as well. The environment provides an interface for external tools like fault simulators 

and memory models. The environment exports repair efficiency results to be presented in a graphical way for 

easier understanding. 

Nair et al. [56] presented a fault simulator tool called FaultSim for evaluating reliability mechanisms' 

effectiveness in two-dimensional (2D) and three-dimensional (3D) stacked memories. The FaultSim tool can 

be used to evaluate various ECC and spare mechanisms for memories and TSVs. Inputs given to it are memory 

organization, fault models, ECC/repair scheme, and scrubbing scheme, as shown in Figure 12. It uses an event-

based fault injection framework, determining the time between faults. This approach reduces simulation time 

by 5000X compared to an interval-based fault injection scheme. For example, the tool can simulate ChipKill, 

and Bose–Chaudhuri–Hocquenghem (BCH-1) codes 1 million times in only 33 and 34 seconds, respectively. 

A methodology to estimate yield considering errors due to aging is presented in [5]. The method does 

not consider wafer and package level failure. It considers only aging-related failures caused by wear-out 

mechanisms. It uses Weibull distribution for aging-related errors. Memory density, number of banks, and 

number of rows and columns are considered for defining memory configurations. It also considers repair 

mechanism information, like the number of spare columns and rows. Monte Carlo simulations are performed 

with these configurations to generate bitmaps. Repair analysis algorithms are run on these bitmaps to estimate 

yield. The simulation results contain information about expected probability; based on this, the method 

estimates the memory's lifetime. 

 

 

 
 

Figure 12. Components of fault simulator presented in [56] 

 

 

7. DISCUSSION 

After reviewing the recent memory repair technologies, this section discusses the benefits and main 

challenges that remain in its key areas. It also gives a direction for future work. Finally, a comparison of various 

repair algorithms is shown.  

− 3D memories repair: improving yield is one of the major concerns for 3D memories. The yield depends 

upon the repair rates of individual 2D memories. If one of the memory dies is not repaired, the whole 3D 

package containing other good dies goes to waste. Therefore, the redundancy structure and RA algorithm 

need to be chosen carefully so that a high repair rate can be achieved both at the individual die level and 

package level. Sharing redundancies across dies and using global spares could be a way to achieve it. 

− In-field repair: soft errors due to aging or environmental conditions must be corrected for automotive, 

safety-critical, and enterprise server applications. These applications necessitate having an incremental 

repair in the field that too periodically while running the application. Critical in-system tests to ensure all 

memories are fault-free are highly recommended for automotive and safety usage. Combinations of hard 

repair and ECC could be used. DFT architecture to control memory test and repair operations must work 

with the boot algorithm to support in-system tests and repair operations periodically. 
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− CAM/RAM/DRAM usage for RA: While CAM offers short access time, its area overhead is higher than 

RAM and DRAM. Several proposed architectures use shared CAM, their own RAM/DRAM, or separate 

RAM for fault information storage. The storage may demand a significant size based on the number of 

memory instances. The architectures must also be evaluated for implementation flow support in SOC. 

− Simulators for measuring reliability and repair efficiency: a thorough evaluation of the RA algorithm gives 

insight to both the algorithm designer and the memory designer. Based on the results, changes could be 

made to improve yield further. Simulators like those presented in [57] and [58] could be effectively used 

for this purpose. Similarly, methodologies presented to estimate the memory lifetime could be used as an 

addition. These simulators together give insight for improvement before actually manufacturing the chip. 

Therefore, they need to be part of the memory repair methodology. 

− Hardware methods for defect localization: for nanometer technologies, complex failure modes have become 

common. They will also be seen in upcoming technologies. Hardware-based techniques such as PEM [50] 

and LADA [51] could be used to complement the BISR-based hypothesis. These two techniques together 

could be used to finalize localization before the start of physical defect analysis. Such an approach will lead 

to increased accuracy and faster yield improvement. 

− Using separate memory for redundancy instead of spare rows/columns: using redundancy based on spare 

rows and columns in memory itself requires using fuse macro, which is programmed on ATE. Such a fuse 

programming option may not be available for a few scenarios, including in-field usage. Using another 

memory or portion of available memory could be an option in such scenarios. Various architectures that 

use memory as a spare element are presented and could be adopted as needed. 

− Standardization approach: multiple standards have been introduced to provide guidelines related to memory 

repair. First, IEEE 1450.6.2-2014 standard describes creating a memory model describing functional and 

repair operation. Then, ISO 26262 standard defines safety requirements for the automotive industry, 

motivating the need for in-field memory testing and incremental repair. 

In addition to the repair ability of individual memory dies, interconnects in the form of tiny TSVs 

create a challenge in achieving high yield for the 3D package. All three components-logic die, memory dies, 

and interconnects- must be checked and repaired post-bonding. As a part of the wide input output (WIO) 

industry standard, JEDEC adopted a repair capability known as PPR. 

 

7.1.  Comparison of repair algorithm efficiency 

Repair rate, area overhead, and analysis time are the main factors of the built-in repair analysis 

algorithm. An ideal RA algorithm must have a high repair rate, low area overhead, and short analysis time. 

However, spare allocation is an NP-complete problem [8], making achieving these three factors simultaneously 

difficult. The repair rate is considered the most important factor since it directly affects discarding repairable 

memory, leading to yield loss. Reducing storage required for fault information to reduce area overhead affects 

fault collection capability. Chips with bigger-size memories demand parallel testing and repair analysis to 

reduce test time. Table 5 summarizes the efficiency factor of various RA algorithms reviewed in this paper. 

The efficiency factor indicates the main goal achieved by the algorithm or implemented the feature in it. 

 

 

Table 5. Repair algorithm efficiencies 
Sr. Efficiency Factor Repair Algorithm 

1 Area overhead efficient [11], [23], [29], [31]–[33], [37], [46], [47], [72], [73] 

2 Repair rate efficient [15], [16], [20], [26], [34], [35], [74] 

3 Analysis time efficient [10], [28], [53], [54] 

4 Area overhead and repair rate efficient [25], [27], [36], [63] 

5 Area overhead and analysis time efficient [14], [22], [30], [37] 

6 Repair rate and analysis time efficient [9], [52] 

 

 

A comparison of the repair rate and hardware overhead of BISR with different spares is presented in 

[63]. Memory banks with different configurations of local, common, and global spares are used for analysis. It 

showed that if memory has multiple types of spares and their combinations are large in number, a bigger size 

repair analyzer is required. Further, it indicates that common spares are most helpful in increasing repair rates. 

 

 

8. CONCLUSION 

With shrinking technologies, memory failure rates are going to increase. The failures will make 

memories an even more significant contributor to chip yield loss. Further, 3D memories will keep bringing a 

challenge to test new failures in TSVs from the efforts to use smaller size packages. These things demand 

exploring methodologies for improving fault-free memory operation. This paper presented a survey of repair 
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using redundancy and error-correcting code-based techniques used to handle hard and soft errors. It also 

presented a brief on various repair algorithms and simulators to evaluate their efficiency. Finally, it presented 

a comparison of repair algorithms and outlined challenges to be addressed in the methodologies. 
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