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Abstract 

 
In this dissertation, we propose ensemble decision tree classifiers as an ideal classification 

technique for solving the problem of fraud in the domain of credit card transactions. Ensemble 

tree classifiers have been applied in many areas like speech recognition, image recognition and 

medical diagnostics and have shown excellent results. At the centre of fraud, credit card fraud 

has been a major concern. The rise in credit card fraud is largely attributed to the nature in 

which it can be done. A fraudster does not need to always be physically present to commit 

fraud making it the number one target for criminals. Card-Not-Present refers to this type of 

fraud where an electronic transaction can be conducted without the need for a client to be 

present. This can be done via telephonic calls or the web. To be able to come up with better 

classifiers it was important for the researcher to first investigate what causes misclassifications 

in fraud detection systems. A systematic literature review was done to uncover the factors that 

have been identified as causes of misclassifications.  It was discovered that many factors lead 

to misclassifications and several authors have proposed techniques to handle these factors. 

However, there is no universal techniques for addressing factors that lead to misclassifications 

as different domains have different datasets which require different techniques. This study 

investigates how parameters involved in modelling fraud detection systems impact the 

classification performance of ensemble decision tree classifiers. The factors that were 

investigated include sample size, sampling technique, learning method and choice of split 

criterion and how they affect classification performance. A series of experiments were 

conducted to investigate how the aforementioned factors contributed to better classifiers. E-

commerce data from Vesta corporation made available on Kaggle was used in the experiments. 

The data was split into two sets, one for training the models and the other for testing the 

performance of the models. Accuracy, confusion matrix, precision and recall were used as 

performance measures. Our results showed that a larger sample size resulted in better 

classifiers. This is attributed to models having more instances to learn from which covers most 

patterns of fraudulent transactions. The sampling technique was shown to be pivotal in 

classification performance as under sampling showed a great reduction in performance as it 

achieved a maximum accuracy of 89.6223 while oversampling produced increased 

performance with maximum accuracy of 99.9531. Furthermore, our results showed that the 

choice of split criterion impacts the performance of ensemble tree classifiers. The use of 
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entropy as the choice of split criterion resulted in better classifiers compared to the use of the 

Gini index. However, the downside is that entropy requires more time to execute compared to 

the Gini index. Lastly, the learning method proved to impact the performance of ensemble 

classifiers. Models that used supervised learning had better performance compared to those 

that use unsupervised learning in detecting credit card fraud. The conclusions from this 

research are insightful when designing fraud detection systems that use ensemble decision tree 

classifiers as base learners. 
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Chapter One 

1 Introduction to the research and its setting 

1.1 Background 

Credit card fraud continues to rise and billions of Rands are being lost yearly due to fraudsters 

(Budhram, 2016). Several fraud detection systems (FDS) have been developed to combat the 

growing numbers of fraud cases but in the process, merchants have recorded huge losses due 

to legitimate transactions that are being denied after being wrongly classified as fraud. 

Husejinovic (2020) points out that credit card payments have been on the rise allowing 

individuals to transact even when not physically present. As a result, credit card fraud has also 

increased accounting for card losses of up to $21,84 billion globally (Husejinovic, 2020). These 

enormous financial losses critically affect not only individuals using credit cards but also 

merchants and banks (Shirgave, Suresh & Awati, Chetan & More, Rashmi & Patil, Sonam, 

2019). The increase in incidences of credit card fraud is largely attributed to the weakness of 

traditional credit card processing systems that are less secure such as the magnetic stripe card 

system (Budhram, 2016). Fraudsters continue to formulate highly sophisticated techniques to 

commit credit card fraud (Panigrahi, Suvasini & Kundu, Amlan & Sural, Shamik & Majumdar, 

Arun, 2009). Stolen and lost credit card fraud constituted the highest percentage of card losses 

on cards issued in South Africa between 2005 and 2008 (SABRIC, Credit card fraud South 

Africa, 2008). 

However, losses resulting from stolen or lost credit cards has continued to decrease from 2005 

to 2014 (Budhram, 2016). Previously, losses resulting from Card-Not-Present (CNP) Fraud 

cases were comparatively low. However, this type of fraud continued to upsurge at the rate of 

nearly 50% yearly (SABRIC, Credit card fraud South Africa, 2008). CNP fraud losses 

increased by almost 7% and accounted for approximately 40% of the total credit card fraud 

losses in 2014 (SABRIC, Card Fraud Booklet, 2014). The upsurge in CNP fraud seen over that 

period indicates that South African credit card fraud is rising at a ratio relatively proportional 

to other Europay, Mastercard and Visa (EMV) compliant countries such as the UK. The surge 
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in CNP fraud is attributed to banks initiatives to allow e-commerce transactions (SABRIC, 

Card Fraud Booklet, 2014). 

According to Budhram (2016) Banks in South Africa have implemented complex software to 

detect, prevent and reduce credit card fraud. Some of the measures taken by banks in South 

Africa to reduce credit card fraud include SMS notifications, authorisation measures like One 

Time Pin (OTP), thresholds and the introduction of chip-and-pin to replace traditional magnetic 

stirp cards (Budhram, 2016). Brudhram (2016) notes that these measures are rather reactive 

and hence a need for an intelligent-led approach to combat credit card fraud. However, 

criminals are always finding new ways to commit fraud because of the emergence of advanced 

technologies (Awati & More, 2019). Therefore, there is a constant need to review existing 

models to combat new methods of committing credit card fraud.  

To counter challenges resulting from credit card fraud, credit card companies are constantly 

reviewing security features on the cards and upgrading security systems that can detect 

suspected fraudulent transactions (Budhram, 2016). In 2010/11, over 11 000 cases of credit 

card fraud were investigated by the police and only a small fraction of the cases went through 

court seating (South African Police Service, 2011). This shows the level of difficulty to deal 

with fraud crimes.  

Most banks use transactional/account level systems and behavioural model systems to classify 

transactions as legal or fraudulent. Transactional level systems raise fraud alerts of large sums 

of money that have been paid to certain merchants during certain times whereas behavioural 

models raise alerts when there is a change in customer shopping behaviour (C. Whitrow, D. J. 

Hand, P. Juszczak, D. Weston, N. M. Adams, 2008). Whitrow et al. (2008) concluded that both 

systems have higher chances of raising false alerts as a change in behaviour does not always 

mean fraud is being committed. This results in many transactions being wrongly flagged as 

fraud. This study did not consider location or behavioural changes when detecting fraud to 

determine the efficacy of models.   

The current literature has largely focused on addressing how credit card fraud can be detected 

using several techniques including Machine learning, Artificial intelligence and Neural 

networks (Sonal, Mehndiratta & Mr Kamal, Gupta, 2019). The limitation of the current systems 

is that they largely focus on preventing credit card fraud but pay little attention to the negative 

effect of legitimate transactions that are falsely declined, a concept known as false positives. 

As a result, more research needs to be done to find ways of reducing false alerts which can be 
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frustrating for credit card users and also negatively impact merchants in terms of revenue, brand 

image and customer retention. This research added value to the knowledge base of anomaly 

detection on large e-commerce datasets to improve the efficacy of fraudulent transaction alerts 

from banks in South Africa. The problem statement is outlined in the next section. 

1.2 Statement of the problem 

An ideal fraud detection and prevention system must be able to permit legitimate transactions 

to be processed while denying fraudulent ones. However, this is not the reality as most 

fraudsters mimic legitimate transactions to go unnoticed which makes it complex to create a 

full proof system. Current fraud detection and prevention systems have recorded a significant 

number of legitimate transactions that are denied. This has a negative impact of the businesses 

as it may result in lost revenue and unhappy customers who may decide never to buy from the 

business again.  This study is essential for South Africa, as it will help financial institutions 

reduce losses arising from false positives thereby increasing revenue. This study can also be 

essential for credit card users in South Africa who are often frustrated by false positives which 

often result in denial of legitimate transactions.  

The next section will look at the research question and sub-questions. 

1.3 Research question and sub-questions 

Due to the problems highlighted in the problem statement, the main research question is: 

How well do ensemble decision tree classifiers perform in detecting credit card fraud? 

To answer the main research question, the researcher formulated 5 sub-questions. 

1. How do misclassifications impact companies that use credit cards?   

2. How does the choice of sampling technique impact the performance of ensemble decision 

tree classifiers?  

3. How does the sample size of the training dataset impact the classification performance of 

ensemble decision tree classifiers?  

4. How does split criterion affect the performance of ensemble decision tree classifiers? 

5. How supervised and unsupervised ensemble tree classifiers compare in performing 

classification tasks.  
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1.4 Aim and objectives 

 Aim 

This dissertation aims to compare the classification performance of ensemble decision trees in 

detecting credit card fraud to archive the lowest rate of false positives while maintaining low 

time complexity.  

1.5 Objectives 

To achieve this, the following objectives are set: 

1. To analyse how misclassification impact companies that use credit cards.  

2. To determine how the choice of sampling technique affects the classification performance 

of ensemble decision tree classifiers in detecting credit card fraud. 

3. To explore how the sample size of the training data set impacts the classification 

performance of ensemble decision tree classifiers. 

4. To determine how the choice of split criterion impact the classification performance of 

decision tree classifiers. 

5. To determine how supervised and unsupervised ensemble tree classifiers compare in 

performing classification tasks.  

1.6 Contribution of the study 

This study is important as it will examine the different data mining tools that can be used to 

detect anomalies on large banking datasets to better classify transactions as legitimate or 

fraudulent. This will improve the precision of fraud alerts and save billions of Rands for both 

individuals and merchants in South Africa. The major challenge with credit card fraud 

detection is the amount of data that is being generated from online transactions. This 

phenomenon is called big data which explains the volume, veracity and velocity of data that is 

being generated daily. As a result, data mining techniques are used to quickly identify patterns 

or classify data to allow quick decision making and detect anomalies on large datasets. Another 

challenge is the amount of time taken to analyse these large datasets. This study will look at 

technologies available that can analyse large datasets efficiently. The cost of fraud might be 

less compared to the loss that will arise from false positives. False positives may have long 

term financial implications on the business. This research seeks to explore how to reduce false 
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positives in fraud detection systems by exploring the effectiveness of ensemble decision tree 

classifiers in detecting credit card fraud.  

The next section will look at the literature review used in this study.  

1.7 Research Methodology 

Omankwu (2018) defines research as “the activity of a diligent and systematic inquiry or 

investigation in an area, with the objective of discovering or revising facts, theories, 

applications to discover and disseminate new knowledge”. The research made use of both 

theoretical and simulation methodology. In the theoretical methodology, qualitative and 

quantitative methods will be used.  

To tackle the problem models to detect anomalies in banking datasets to identify fraud were 

implemented using data mining tools. The model will be an implementation of the Isolation 

Forest, Random Forest, Gradient Boost, Adaboost and Extra Tree classifiers in Python. Python 

was chosen and implemented in the Jupyter notebook. Jupyter notebooks are preferable 

because of the computational power they possess compared to even the state-of-the-art 

Personal Computers we use. The Jupyter notebook was be accessed via the web interface. The 

program runs on a remote computer, that is, the researcher did not need to install Python on 

their personal computer. Another advantage of using Jupyter notebooks is that they can be 

shared on the web. 

This study made use of secondary data provided by Vesta Corporation, which has made 

available real-world e-commerce transactions on Kaggle an online competition site for Data 

Science. The dataset has 284,807 transactions of which 492 are fraud. The dataset is highly 

unbalanced with approximately 0.01% being true positives (TP). The data was split into two 

groups, training and test data. The test data will be used to establish a performance score of the 

model by predicting the missing field of whether a transaction is fraudulent or not. This next 

section discusses the scope of the study.  

1.8 Scope of the study 

Data mining algorithms have been used to model FDS. In this study, we used Projection-based 

methods for this purpose. The Isolation Forest, Random Forest, Gradient Boost, Extra tree, 

decision tree and Adaboost were applied in credit card fraud detection. There are a lot of 

fraudulent behaviours that credit card users are prone to, however, this study is limited to E-
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commerce transactions. This study does not focus on producing a new classification algorithm 

but rather an implementation of existing algorithms in the chosen case study to mitigate false 

positives and compare their performance.  

1.9 Ethical Issues 

The study used publicly available dataset from Kaggle. The dataset has been made available 

for educational purposes and it does not have specific personal information that can 

compromise security and privacy. The source of the dataset has been duly acknowledged. 

The next section presents the research study layout.  

1.10 Research Layout 

 

 

Figure 1-1: Research layout 

This study has six chapters, with the first chapter being this introductory chapter.  

Chapter 1

Introduction

Chapter 2

Fraud 
detection  

Chapter 3

Ensemble 
Decision 

Trees

Chapter 4

Research 
design and 

methodology

Chapter 5

Results and 
discussions

Chapter 6

Conclusion and 
future work
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Chapter 1:  gives the introduction of the research. A background study was presented first and 

then a problem statement was identified. The chapter also highlighted the research questions 

and objectives of the study.  The scope of the study is also stated and the research layout. 

Chapter 2: provides an introduction to fraud and fraud detection. It also briefly discusses how 

machine learning has impacted the domain of fraud detection. The different types of credit card 

fraud were also discussed. The process of detecting fraud and the critical issues that lead to 

misclassifications were also discussed. Thereafter, the impact of misclassifications on 

businesses was highlighted.   

Chapter 3: gives a detailed account of how ensemble tree classifiers perform classification 

tasks. The use of boosting and bagging in ensemble learning was also introduced in this chapter. 

The chapter also provides an understanding of the parameters involved in the modelling of 

ensemble tree classifiers. In-depth literature for each of the ensemble tree classifiers used in 

the study was provided including the underlying algorithms.  

Chapter 4: provides the research methodology that was chosen for this study and why it was 

chosen. It also provides the research design for the experiments carried out.  

Chapter 5: describes the results that were obtained from the experiments that were carried out 

and an evaluation of the results. The chapter also provides a discussion of the results.  

Chapter 6: consolidates the research questions and the finding from the experiments to answer 

those questions. Each question was listed and conclusions drawn from the research were 

presented.  

1.11 Conclusion 

This chapter gave an introduction to the study. The main focus was to provide background 

information, identify a gap in the literature and formulate research questions and objectives to 

be answered by this study. The scope of the study was also stated and lastly, the structure of 

the study was highlighted.  

The next chapter is an in-depth review of the fraud domain focusing mainly on credit card 

fraud.   
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Chapter Two 

2 Fraud Detection  

2.1 Introduction 

This chapter introduces the concept of fraud by firstly defining fraud in section 2.1. Section 2.2 

discusses the use of machine learning in detecting fraudulent transactions. section 2.3 looked 

at the different types of credit card fraud highlighting how they differ and how they contribute 

to total fraud.  Section 2.4 discussed the process of detecting fraud from the time an individual 

initiates a transaction. Section 2.5 discussed the issues that are present when trying to detect 

fraud. These are critical as they often lead to misclassifications. Section 2.6 discussed how to 

deal with skewed data and two approaches were highlighted data level and algorithmic level 

approach. Section 2.7 discusses the impact of misclassifications on businesses.   

2.2 Definition of Fraud 

Shakya (2018) defines fraud as an “intentional crime in which a fraudster benefits 

himself/herself by denying a right to a victim or by obtaining financial gain”.  The Association 

of Certified Fraud Examiners (ACFE) define fraud as, “The use of one’s occupation for 

personal enrichment through the deliberate misuse or misapplication of the employing 

organisation's resources or assets.” ACFE classifies fraud as either internal or external. Internal 

fraud is when an employee misuses or commits fraud against the organisation they are working 

for, and external fraud is when a committed by a person who is not employed by the 

organisation. External fraud can also occur as a result of an individual targeting a company or 

also when merchants have to reverse transactions of fraudulent transactions. We can therefore 

clearly see that fraud involves the stealing of money by individuals in an organisation and also 

those who are not part of the organisation. This has a negative effect on both merchants and 

individuals who are defrauded.  The calls for cashless societies have continued to increase and 

as a result, there has been an upsurge in the number of credit card users. The rise in credit card 

usage has not only benefited card users and merchants who can now transact from the comfort 

of their homes or offices but has also attracted fraudsters who seek to exploit the loopholes in 

the credit card system. Credit card fraud is highly lucrative to fraudsters because large amounts 
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of money can be stolen within seconds and the fraudsters does not need to leave their home. 

The upsurge in credit card fraud has also led to extensive studies on how to prevent and detect 

fraud (Abdallah et al., 2016). These studies have led to the development of two major types of 

systems, Fraud Prevention Systems (FPS) and Fraud Detection Systems (FDS) as stated by 

Abdallah et al. (2016).  

FPS act as the first in the line of defence system against computer-based fraud. Abdallah et al. 

(2016) state that the function of this zone is mainly to prevent or deny cyber-attacks that are 

used by fraudsters. This zone has computer software like firewalls that offer access control and 

filtering. Whereas, FDS does not prevent but used to identify and classify fraudulent 

transactions and raise fraud alerts. Fraudulent transactions are a very small percentage 

accounting for 1.12% of all transactions and hence they are classified as outliers or anomalies 

as they are rare and isolated occurrences (Budhram, 2016). Most FDS are trained to recognise 

the normal behaviour of individuals and classify anything outside the normal as fraudulent. 

Furthermore, Abdallah et al. (2016) argued that pattern recognition is the most popular method 

of detecting fraud. This is achieved by studying previous individuals spending patterns by 

considering factors such as time, location and amount spent to establish a pattern of their 

transaction behaviour, anything inconsistent with this behaviour is considered fraudulent. A 

combination of data mining and machine learning techniques are used to detect patterns and 

build FDS. These will be discussed in the next section. 

2.3 Machine learning for Fraud Detection 

Machine learning has brought a breakthrough in the fight against fraud. Machine learning 

allows computers to identify patterns without explicit programming. The greatest advantage of 

using machine learning is that computers can learn new patterns automatically without having 

to be re-programmed. There are three main techniques in machine learning and are supervised, 

unsupervised and semi-supervised learning (Bolton & Hand, 2001) (Jha, Montserrat, & 

Christopher, 2012). Firstly, supervised machine learning makes use of labelled training data 

sets. Labelled training data is fed into algorithms. Secondly, in unsupervised learning data sets 

with no labels are fed into the algorithms. Lastly, semi-supervised is a combination of both 

supervised and unsupervised learning. Data sets that have labels and unlabelled are used fed 

into the algorithm.  
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Most machine learning algorithms that are used to detect anomalies or fraud treat it as a 

classification problem, where either a transaction is classified as fraud or not a fraud. The next 

section will discuss the different types of credit card fraud.  

2.4 Types of Credit Card Fraud 

There are three main types of fraud in credit cards that is, Stolen and lost cards, counterfeit 

cards and card-not-present fraud. Table 2-1 gives fraud statistics as recorded in South Africa 

between 2018 and 2019 according to the fraud report by SABRIC. The table shows by how 

much, different fraud types accounted for. Figure 2-1 depicts that card-not-present fraud 

accounted for most of the fraud losses in South Africa between 2018 and 2019 (SABRIC, 

2019).  

Table 2-1: Fraud statistics according to (Chigada, 2020) 

FRAUD TYPE 2018 (R) 2019 (R) TOTAL (R) 

Stolen and lost credit cards 81 497 606  78 304 617  159 802 223 

Counterfeit card fraud 143 300 000  143 659 032  286 959 032 

Card not present fraud (CNP) 531 900 000  528 890 000  1 060 790 000 

 

 

Figure 2-1: Fraud statistics according to (SABRIC, 2019) 

Stolen and lost 
credit cards

11%

Counterfeit card fraud
19%

Card not present fraud 
(CNP)
70%

FRAUD STATISTICS BY TYPE 

Stolen and lost credit cards Counterfeit card fraud Card not present fraud (CNP)
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 Stolen and lost credit cards 

According to (Budhram, 2016) Stolen and lost credit cards is the most popular type of fraud. 

This type of fraud is when an individual’s credit card details are stolen as a result of a lost card 

or theft. These details are then used to make transactions remotely either by making a purchase 

on a telephone line or using the internet. The card can also be used at a point of sale to make a 

purchase. The fraudster would however need to know the unique PIN. Stolen or lost card fraud 

has become easier with the introduction of Tap-and-Go technology which does not require an 

individual to enter a unique PIN when they make a purchase. So once the fraudster has a credit 

card, they can easily make purchases.  

 Counterfeit card fraud 

A counterfeit credit card is a card that has been cloned or produced illegally from details stolen 

from a genuinely issued card. It is simply an imitation of a genuine card. Most fraudsters get 

these details by coping information contained on the magnetic strip at the back of a card using 

a hand-held card reader. Another way of getting this information is through the use of cloning 

devices which are placed at the card slot of an ATM and it will record all the details of the 

cards that will be used on that ATM including the PIN that will be entered for the card 

(Budhram, 2016). 

 Card-not-present fraud (CNP) 

Card-Not-Present fraud is when a fraudulent transaction is performed in the absence of 

the card and card owner or holder. This is usually done online, telephonically or via the 

internet. Budhram (2016) outlines two major challenges with CNP transactions. The 

first is that merchants are not able to examine the card to establish the presence of all 

security features. The second is that the person performing the transaction will not be 

required to sign or enter a PIN to further check if they are the authentic cardholder 

(Budhram, 2016). Fraudsters capitalise on these shortfalls as they can successfully 

transact fraudulently without presenting physical cards or being present thereby 

averting fear of being arrested. CNP transactions can be performed from public facilities 

such as internet café, public telephones and using stollen phones which make it hard to 

trace the fraudsters. According to SABRIC, CNP fraud is increasing in South Africa 

and accounted for up to 1,06 billion Rands which is 70% of the three types of fraud 
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discussed by the researcher between 2018 and 2019 (SABRIC,2019). This is an 

indication that CNP fraud is now the most lucrative type of Fraud.  

2.5 Fraud detection process 

 

Source: Adapted from X. Zhang, Y. Han and W. Xu et al.(2019), HOBA: A novel feature engineering methodology for credit card fraud 

detection with a deep learning architecture, Information Sciences, https://doi.org/10.1016/j.ins.2019.05.023  

Figure 2-2: Fraud detection process (X. Zhang, 2019) 

The process of detecting fraud is depicted in figure 2-2. An individual must first initiate a 

transaction via a POS, ATM or online/telephonically. After a transaction has been initiated, 

they will be asked to enter a PIN or security details on the credit card which will then be verified 

by the computer. This will act as the first line of defence as no further action cannot be taken 

if the fraudster does not have the required security details. The merchant or bank will also have 

implemented a fraud detection and prevention system. This will assess the transaction 

requested to identify any anomalies and flag it as fraud or non-fraud. Some of the factors that 

can cause a transaction to be flagged include time, location and amount requested. The next 

section looked at issues in detecting fraud.   

 False alerts in fraud detection models 

While there has been much research on fraud detection models, few researchers have 

considered the effects of false positives. This might be because more focus is on combatting 

fraud and building more efficient models. A false positive is a genuine transaction that is 

https://doi.org/10.1016/j.ins.2019.05.023
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classified as fraudulent (Visa et al., 2011). Modi (2017, p. 103) states that the number of people 

who conduct transactions on the internet using credit cards is increasing thereby increasing the 

number of fraudulent transactions. Modi (2017) further stress that there are three major 

challenges linked with credit card fraud detection, that is the availability of live banking data, 

overlapping data and data imbalance. This makes it difficult to develop a holistic model that is 

guaranteed to reduce false positives when subjected to real-world data.   

Budhram (2016) observes that newer technologies are leveraged by fraudsters to devise new 

ways of committing fraud. As a result, fraudsters are developing methods that closely mimic 

individual transaction patterns which increases the chance of incorrect classification of 

transactions. This creates a need to constantly review existing models to counter the increasing 

threat from fraudsters creating new techniques. Onukwugha (2018) proposed a model that uses 

multi-agents to detect fraud and seek to lessen the number of false positives instead of the two-

staged model currently being used. The rate of false positives remains a concern to both 

individuals and merchants and this study aims to find ways to reduce false positives. This is 

supported by Sadgali et al. (2018) who emphasised the need for further research to minimize 

false alarms by deploying dynamic systems that learn the behaviours of users to better classify 

fraudulent transactions.   

 Anomaly detection using data mining tools  

2.5.2.1 Quantile-based methods 

Scholkopf et al. (1999) provides a qualitative analysis and numerical performance of the 

Support Vector Method (SVM) algorithm. The authors proposed an algorithm that calculates a 

binary function to capture areas in input space focusing on regions where the probability 

density function is not a zero. The proposed algorithm in the article builds on top of the Support 

Vector (SV) algorithm so that it also accounts for unlabelled data points. The argument from 

Scholkopf et al. (1999) is that the SV algorithm did not pay much attention to outliers. Fraud 

is an example of outlier detection and a method that purely seeks to identify outliers is more 

convenient. In any given dataset if a model predicts that all transactions are non-fraud it will 

have over 90% accuracy as the rate of fraud constitutes less than 2% of all transactions.  Tax 

& Duin (2004) also proposed a quantile-based method called the Support Vector Data 

Description (SVDD). Tax & Duin state that, “the boundary of a dataset can be used to detect 

novel data or outliers”. Tax & Duin method obtains spherical shaped boundary around data 

with the same flexibility and minimised volume to reduce chances of outliers fitting in the 
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boundary. Tax & Duin experiments using the Gaussian kernel produced comparable results to 

those of the SVM by Scholkopf et al. (1999). Tax & Duin, however, admit that for small error 

targets the SVDD performance reduces. As highlighted earlier outliers constitute a small 

fraction of transactions and considering that the SVDD performs less for small error targets the 

rate of false positives remains significantly high in the SVDD Model. 

2.5.2.2 Neighbour-based methods 

Kriegel et al. (2008) proposed a novel approach called angle-based outlier detection (ABOD) 

in data space that is multi-dimensional. ABOD is a neighbour-based model used in data mining. 

The experiments were done using Java version 1.5 and on Dell Precision 690 workstation. 

(Kriegel, Schubert, & Zimek, 2008) Kriegel et al. (2008) in the experiment used the Caltech 

101 dataset to extract the top ten uncommon 2D shapes in the dataset. Kriegel et al. (2008) 

argue that existing approaches leverage distance in the full-dimension Euclidean data space but 

will eventually suffer due to the issue of dimensionality. Breunig et al. (2000) also proposed a 

neighbour-based outlier detection technique called the Local outlier factor (LFO) (Breunig, 

Kriegel, Raymond, & Sander, 2000). Breunig et al. (2000) argue that for every object there 

must be a level or degree of it being an outlier. The term local arises from the fact that the 

degree is dependent on how isolated the object is from its surrounding neighbours. Breunig et 

al. (2000) further argue that an outlier must be seen as a degree of isolation from surrounding 

neighbours in contrast to most research that describes an outlier as a binary property. 

2.5.2.3 Density-based approach 

Kim & Scott (2012) proposed a density-based approach to anomaly detection that is robust 

from a contaminated training data set. The method makes use of the traditional Kernel Density 

Estimator (KDE) applied in aggregation with the M-estimation which resulted in the Robust 

Kernel Density Estimator (RKDE).  The rationale is that the sample mean is sensitive to outliers 

(Kim & Scott, 2012). The RKDE is implemented using the iterative re-weighted least square 

(IRWLS) algorithm to archive the highest effectiveness. Kim & Scott argue that despite the 

standard KDE being sensitive to outliers, it tends to overestimate the density in low-density 

regions. Glodek et al. (2013) also proposed a density-based approach to classification using an 

Ensemble Gaussian Mixture Model (EGMM). The approach is based on the use of the 

ensemble training method to estimate density by using the Gaussian Model Mixture (GMM). 

The EGMM was theoretically investigated and experiments were carried out to evaluate how 

the model performed in classification and non-Gaussian distribution (Glodek, Schels, & 
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Schwenker, 2013). Glodek et al. (2013) argue that the EGMM is more accurate and robust 

compared to contending approaches in classification.   

2.5.2.4 Projection-based methods 

Liu et al. (2008) points out that most existing model-based approaches or algorithms for 

anomaly detection create normal instances and then labels anything else that does not fit in as 

an anomaly. Liu et al. (2008) however proposed a different approach that focuses on identifying 

the outliers or anomalies primarily. They argue that the use of isolation using the iForest 

algorithm allows for sub-sampling to extends not achieved by existing methods at the time of 

writing. Liu et al. (2008) did experiments to show that outliers or anomalies have short path 

lengths compared to normal points indicating they are more prone to isolation under random 

partitioning.  iForest has great efficiency when dealing with large datasets, multidimensional 

data and works well with data that has no anomalies Liu et al. (2008). The characteristics of 

the isolation forest make it suitable for fraud detection as it has been shown to work well on 

data that has little to no anomalies. On the other hand, Penvy (2008) argued that in supervised 

learning a collection of weak classifiers can give similar results and sometimes even 

outperform state of the art methods. However, when it comes to unsupervised learning for 

example anomaly detection this concept is still yet to be proved. Penvy proposed a lightweight 

anomaly detector suitable for online data capable of detecting causes of anomalies in datasets 

called the Lightweight online detector of anomalies (LODA). Penvy conducted experiments 

using mainly network datasets and concluded a single model to solve all kinds of classification 

problems existed but the LODA despite giving comparable results to other methods could also 

explain reasons for anomalies and account for missing data.  

2.6 Issues in fraud detection systems 

FDS has brought a breakthrough in the fight against credit card fraud. But like any other 

technology, there are also critical issues that might arise. FDS are no exception and have 

been faced with several critical issues which have led to the need for further research in 

the field to address these critical issues. One of the main critical issues is False Positives. 

False positives are when legitimate transactions are classified as fraudulent as an error 

from the FDS. Fraud detection can be thought of as a Cost-Sensitive problem as the cost 

of loss resulting from false positives and that of false negatives is different (Alejandro 

Correa Bahnsen∗, 2016). A false negative is when a fraudulent transaction is classified 

as a legitimate transition. This can be more costly than what the FDS is trying to prevent. 
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The following critical issues will be discussed: (i) concept drift; (ii) skewed data; (iii) 

data volume and dimensionality; (iv) real-time detection.  

 Concept drift 

Concept drift is a feature or variable that exists in a feature space and changes with time and 

the change can not be estimated or predetermined and is therefore unforeseen (Dal Pozzolo 

Andrea, 2015). This happens when a model has learnt patterns of users and that of fraudsters 

but then by nature fraudsters are always coming up with new ways so their behaviour changes 

frequently. Features that can change include amount, location and time. Models can learn these 

behavioural changes but because they are dynamic this doesn’t happen at the same speed as 

the change in behaviour.  

  Skewed Data 

Skewed data is another critical issue faced by FDS. According to Dal Pozzolo Andrea (2015), 

skewed data refers to how data is not evenly distributed. This phenomenon is also called 

imbalanced data. Sorournejad et al. (2016) highlight that skewed datasets negatively impact 

the detection of fraudulent transactions. If a model is run on skewed data the output can ignore 

data points that are few or considered as minority class resulting in reduced performance 

(Samaneh Sorournejad, 2016). Real-world credit card datasets have approximately 98% 

legitimate transactions and 2% as illegitimate transactions (Zareapoora & Shamsolmoalia, 

2015), (Lu & Chunhua, 2011) and (Juszczak, Adams, Hand, Whitrow, & Weston, 2008).   

 Data Volume and Dimensionality 

Many transactions are being performed every hour and as a result banking datasets are large. 

This is referred to as Big Data. Big Data explains the Velocity, Variety and Volume of data 

that is being generated continually. E-commerce datasets grow exponentially every hour and 

the data has many features which makes it a big data problem (Chan, Fan, Prodromidis, & 

Stolfo, 1999). Feature extraction is very complex given the volume and variety of the data.  

The Principal Component Analysis (PCA) can be applied to data to reduce data dimensionality. 

By reducing data dimensions or features computation speed increases and feature extraction 

becomes easy.  
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 Real-time detection 

Credit card fraud needs to be detected in real-time. This is because fraud needs to be stopped 

in real-time or detected as early as possible so that appropriate action can be taken immediately. 

Real-time detection is important in Fraud detection and prevention as it is cost-effective to stop 

fraud before it occurs than to detect fraud that has already been committed. The cost of 

investigating and following up on the suspected fraud is an addition to the money already lost 

due to the fraud. Real-time detection requires high computational power and time complexity 

that is relatively small as credit card users want their transactions to be completed in a relatively 

small space of time.  

 Availability of Training Data 

Most banks make use of centralised learning for training FDS, this is due to privacy concerns. 

Banks are not willing to share clients’ information as it is treated with high confidentiality. As 

a result, the availability of training datasets is limited to the single bank's database. Research 

companies and academic institutions are limited to few banking datasets made available 

(Bolton & Hand, 2001). This results in less effective and reliable models as more data is 

required to train the model more effectively (Jha, Montserrat, & Christopher, 2012), (Lu & 

Chunhua, 2011) and (Ngai, Hu, Wong, Chen, & Sun, 2011).  

2.7 Dealing with Skewed data 

Several methods have been proposed to solve the issue of skewed data. Two main approaches 

to deal with skewed data can be applied, the data level approach which pre-processes the data 

before it is fed into the classifier and the algorithmic level approach which doesn’t pre-process 

the data but rather modifies the model (Krawczyk, 2016).  

 Data level Approaches  

The data level approach makes use of either of the following sampling techniques, that is, either 

undersampling or oversampling.  

2.7.1.1 Undersampling 

Undersampling is when the number of observations is reduced by removing some observations 

until the data becomes balanced thereby solving the data imbalance. Chawla et al. (2004) 

further break undersampling into Random undersampling (RUS) and Direct undersampling 
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(DUS). RUS means that data is removed from the majority class randomly and DUS means 

that predefined and known data is removed from the majority class. Figure 2-3 depicts how 

training data is undersampled to make it match with the test data. 

 

Figure 2-3: Under sampling (Roweida Mohammed, 2019) 

2.7.1.2 Oversampling 

The oversampling technique upscales the minority class by creating synthetic data points in the 

feature space to get more observations of that minority class (Chawla, Bowyer, Hall, & Philip, 

2002). The additional data points must be within the proximity of the observed points in the 

minority class. The problem that may result from oversampling is overfitting the model as the 

points are added to the minority class without considering the majority class. 

 

Figure 2-4: Oversampling (Roweida Mohammed, 2019) 
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2.7.1.3 Synthetic Minority Oversampling Technique 

The widely used oversampling technique is the Synthetic Minority Oversampling Technique 

(SMOTE) (Aisha Abdallah, 2016; Chawla, Bowyer, Hall, & Philip, 2002). The SMOTE 

formulates new synthetic instances of the minority class by inserting features between close 

neighbours. This is a preferred method compared to random oversampling as it reduces the 

problem of overfitting the training data (Shakya, 2018).  

 

Figure 2-5: Generation of new minority classes (Shakya, 2018) 

 Algorithmic level approaches 

Algorithmic level approaches act as tools that modify the model by either making the model 

adapt to handling minority classes or applying cost-sensitive learning. Data level approaches 

are favoured in contrast to algorithmic level approaches to solve data imbalance as they are 

easy to implement and do not increase computational complexity.  

2.7.2.1 Bagging  

Bagging is an abbreviation for Bootstrap Aggregation. Bagging makes use of bootstrapping 

that formulates new training data sets using only a sample of the original training dataset (Jismy 

& Kesavaraj, 2019). This is achieved through the process of replacement. The new training 

datasets are called bootstrap training samples. Each model is trained using these bootstrap 

training samples and a final prediction can be achieved by averaging in regression models and 

voting in classification problems. Random Forests implement Bagging using decision trees. 

Figure 2-6 shows the bagging procedure, starting with how imbalanced data is sub-sampled 

into bootstraps with no replacements. 



20 

 

 

Figure 2-6: Bagging procedure (Jismy & Kesavaraj, 2019; Guest Blog, 2018) 

2.7.2.2 Boosting 

Boosting involves combining weak learners also called base learners that will work together to 

produce a stronger learner. Unlike in Bagging where models are trained all at the same time 

and then aggregated at the end, boosting trains the weak learners in a sequence such that the 

succeeding learner will try and correct or rectify data that was misclassified. Figure 2-7 shows 

how weak learners are trained with results of one learner feeding into the other so that it tries 

to correct the misclassifications of the previous learner.  
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Figure 2-7: Boosting (Shakya, 2018; Guest Blog, 2018) 

Examples include ADA Boost, Gradient Boost and XGBoost. Boosting takes a linear 

combination of predictions 𝑝𝑖(𝑋) by decision tree classifiers (Breiman, 2020): 

 𝑓(𝑥) =  ∑ 𝑎𝑖𝑝𝑖(𝑋)

𝑖

 (2.1) 

Where 

 

 

𝑝𝑖(𝑋) = {
 1, 𝑖𝑓 𝑡ℎ𝑒 𝑖𝑡ℎ 𝑡𝑟𝑒𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑠 𝑓𝑟𝑎𝑢𝑑

−1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(2.2) 

And predict  

 
𝑌 = {

 1, 𝑖𝑓 𝑓(𝑥) ≥ 0

−1, 𝑖𝑓 𝑓(𝑥) < 0
 (2.3) 

 Federated Learning 

Most banks make use of centralised learning for training FDS, this is due to privacy concerns. 

Banks are not willing to share clients’ information as it is confidential. As a result, the 

availability of training datasets is limited to the single bank's database. The federated approach 

implements a decentralised approach where banks can collaborate and build more robust FDS. 

McMahan et al. (2016) introduced the term federated learning in 2016 (McMahan, Eider, 

Daniel, Seth, & Blaise, February 2016). They defined federated learning as several devices 
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collaborating under the supervision of a central server to train a model. This collaboration does 

not share information but rather parameters that are required by the model only. Kairouz et. al 

(2019), emphasised the desire by organizations to collaborate to develop more robust and 

decisive models in addition to edge devices that had been highlighted by McMahan et al. 

(2016).  McMahan grouped these two types of federated learning as cross-device and cross-

silo, where cross-silo is organisations collaborating and cross-devices is between devices. This 

collaboration between banks can be a breakthrough as more training data from different banks 

will result in better Classifiers, as shown by the simulation done by Kairouz et. al (2019). Figure 

2.6-6 depicts a model of federated averaging as proposed by Axelsson et al. (2020).  

 

Figure 2-8: Training procedure in a Federated Learning framework (Axelsson, Jansson, & 

Mans, 2020) 

Figure 2-8 shows how 4 banks sharing data through a central repository. The data shared will 

hide sensitive information and only share data that is required for training models. This will 
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allow for more data from different banks to be available for training models. This will lead to 

the development of more robust models without compromising privacy and security. 

2.8 Analysis of impact of false positives on businesses 

According to the business insider, businesses in the United States of America were set to 

experience losses of up to $8.6 billion due to legitimate transactions that are falsely declined 

(Bakker Evan, 2016). The actual fraud that will be prevented will save businesses in the USA 

amounts up to $6 billion. Losses experienced from false positives are more than $2 billion 

compared to the actual fraud prevented by Fraud Detection and Prevention systems. As a result, 

false-positive undermine the effort being put in trying to combat fraud.  

 

Figure 2-9: Fraud losses, prevention and false decline in the USA in 2016 (Bakker Evan, 

2016) 

Fraud detection and prevention systems that are designed to protect a business from losses 

arising from fraud might end up costing the business more than it is trying to save. The impact 

of false declines cannot be overlooked as it goes beyond just immediate revenue loss. False 

declines can affect a business in the following four critical ways: Immediate revenue loss, lost 

lifetime customer value, wasted acquisition cost and damage to the business brand. Figure 2-9 

shows that the cost of fraud is less than that of false declines as per study done in the USA. 
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 Immediate Revenue Loss 

Around 60% of businesses that monitor false declines on their transactions have recorded a 

false decline rate of up to 5% (Bakker, 2016). According to a report from Business Insider 

(2016), a business that has an annual turnover of $50 million can lose up to $2.5 million of the 

annual turnover due to false declines.  

 Lost Customer Lifetime Value 

Lifetime customer value is the overall profit a business would have projected to earn from all 

future purchases by a customer (Bakker Evan, 2016). A customer who has experienced 

purchases falsely declined as fraud may never buy from that business again. As a result, that 

business would have lost all the potential profit from purchases that were going to be made by 

that customer. 

 Wasted Acquisition Cost 

Acquisition cost is the money that a business spends in trying to convince an individual to 

purchase their business (Bakker Evan, 2016). This includes all the money, time and effort spent 

on advertisements and targeted research to strategically meet customer needs. For example, if 

it costs R1000 to acquire a customer and the customer eventually makes a purchase experiences 

a false decline, the business will have lost the acquisition cost plus the expected revenue from 

the immediate sale.  

 Brand Damage 

False declines also affect the business image. False declines can be frustrating and 

embarrassing to the customer. Social media and word-of-mouth are powerful tools in 

marketing, advertising and building brand image. A customer can write negative comments on 

social media platforms based on their frustration from false declines and that will negatively 

impact the business. Word-of-mouth refers to when people tell other people about a business. 

A customer who has experienced false declines from a business will likely tell other people 

about it, unfortunately, these could be existing customers or potential customers who might 

never buy from that business again.   
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2.9 Conclusion 

The chapter introduced fraud broadly and then credit card fraud. After that, we looked at how 

machine learning had been used in detecting fraud   We also looked at the process of detecting 

and preventing fraud. The critical issues that lead to misclassification were also discussed. 

Lastly, we discussed how misclassifications affect businesses.  

The literature discussed in this chapter answered the first research question. Critical factors that 

lead to misclassifications and the impact of misclassifications were explored in detail.  

The next chapter discusses the concept of decision trees and how they can be used to detect 

credit card fraud.   
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Chapter Three 

3 Ensemble Decision Trees 

3.1 Introduction 

This chapter looks at the theory behind decision trees. Section 3.2 discusses decision trees and 

also the two parameters that are used for selecting the best split for every node, these are Gini 

and entropy. Section 3.3 looked at ensemble tree classifiers and the underlying algorithms. The 

ensemble classifiers discussed include the random forest, Adaboost, gradient boost and Extra 

trees. Section 3.4 looked at the justification for algorithms that were used in this study. We 

concluded the chapter by giving a conclusion section which consolidated this chapter and 

introduced the next chapter.  

3.2 Decision Trees 

A decision tree is a supervised machine learning algorithm where data is split into a tree-like 

structure based on a chosen node or specific parameter (Jehad Ali, 2012). Decision trees are an 

ensemble learning technique as they make use of weak classifiers combined to produce a 

stronger classifier. Decision trees are made up of root nodes, edges and leaf nodes. The root 

node is the assumed root of all the data in a given feature space. Edges or branches are the 

corresponding result of a test and also act as a connection to the next node or leaf. The leaf 

node also referred to as terminal nodes give the outcome or prediction.  
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Figure 3-1: Decision tree example (Shakya, 2018; Liberman, Jan 2017) 

Figure 3-1 shows a decision tree for the weather outlook of a particular day. The goal is to 

determine if sport can be played on that day based on the weather. There are three possible 

conditions, sunny, overcast and rainy. Outlook is the root node and the possible outcomes are 

the leaf nodes of the tree. To further split nodes there are different criteria that can be used and 

the next section will look at these.  

 Entropy 

Each time a node is split entropy is used. Entropy is simply the measure of disorder in a given 

dataset. The purpose of entropy is to control how a decision tree is going to split the data. 

Entropy ranges from 0 to 1. The smaller the entropy the smaller the level of uncertainty and 

the higher the entropy the higher the level of uncertainty. Equation 3.1 shows how entropy is 

calculated.  

 𝐻(𝑆) =  −𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 log2(𝑝 +) −  −𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 log2(𝑝 −) (3.1) 

Where:  

(p+) = % of positive class 

(p-) = % of negative class 
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Figure 3-2 clearly shows that the maximum impurity can be attained when the division of 

values in a dataset are equal. Figure 3-2 depicts the relationship between entropy and 

probability.  

 

Figure 3-2: Relationship between entropy and probability (Kerecha, 2021) 

 Gini 

The Gini index performs the same function as entropy but differs slightly. The Gini index 

measures the probability that a randomly selected feature in a dataset will be incorrectly 

classified. The equation 3.2 for calculating the Gini index as stated by Kerecha (2021): 

 

𝐺𝑖𝑛𝑖 =  ∑ 𝑃(𝑖)2

𝐾

𝐼=1

 (3.2) 

The Gini index makes use of larger partitions which makes it computationally intensive 

(Kerecha, 2021). The Gini index is maximum when the data is evenly balanced.  

3.3 Ensemble Approach 

This approach deals with highly unbalanced class distributions at the algorithm level. This is 

achieved by combining different classifiers to solve a classification problem and at the end, 

they will vote for the best solution. There are two major approaches for the ensemble approach, 
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that is, Boosting and Bagging as discussed in sections 2.6.2.1 and 2.6.2.2. In the next section, 

we will look at algorithms that make use of bagging and boosting using decision trees.  

 Random Forests 

A random forest is a group of decision trees combined to solve a problem. Each decision tree 

computes a prediction and the trees will vote at the end and the majority votes will be the final 

prediction. Each tree comprises nodes arranged in hierarchical order with information flowing 

from top to bottom. At each node entropy and information gain will be calculated to determine 

the best feature to split the data. In random forest decision trees have access to different random 

sub-samples of a feature set Ai which has d features chosen from all features A1, A2………Ad. 

Random forests use bagging and are examples of ensemble methods that combine predictions 

of weak classifiers.  

 

Figure 3-3: Random Forest example (Shakya, 2018; Liberman, Jan 2017) 

Figure 3-3 depicts how random forests derives their outcomes. All the data present is first split 

into random subsets, and these random subsets were to construct random trees. Each random 

tree will process the data it has and come up with a prediction. After all trees have outcomes, 

they go through a voting process and the majority votes wins. In the case above the red dot had 

one vote and the green dot had two votes and the overall prediction will be green as it has the 

majority vote. 

 AdaBoost 

Adaboost stands for Adaptive boosting, which is an ensemble machine learning algorithm. 

Boosting as described in chapter 2.6.2.2 combines weak learners in a sequence using the output 
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of one leaner as the input of the other. Adaboost build n models during the training phase. The 

incorrectly classified outputs from the first model were given a priority and only these are sent 

to the next model. In this case, the model can be a decision tree.  

 

Figure 3-4: Adaboost training (Team Great Learning, 2020) 

In figure 3-4, it can be seen that errors from the first model are recorded and passed on to the 

next model as input. This iteration is repeated until the ideal results are produced at the nth 

model. Wrongly classified records are passed as weaknesses.  

Unlike in Random Forests where the decision trees have no fixed depth, Adaboost has a fixed 

depth. Adaboost creates one node with two leaves, called a stump as shown in figure 3-5 (Team 

Great Learning, 2020): 

 

Figure 3-5: Adaboost stump (Team Great Learning, 2020) 

The stump in the figure 3-5 has only two leaves. The stump is a weak learner. For example, 

let’s say we have a dataset with three features the Adaboost algorithm will create three stumps 
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and from these stumps, it will make decision trees. From the three stumps, only one will be 

selected after calculating the entropy and Gini. The stump that has the lowest value becomes 

the first learner. For example, in a data set with features f1……. f3, and f1 has the lowest Gini 

or Entropy then f1 will be the base model as shown in figure 3-6. 

 

Figure 3-6: Stumps with feature 1 as a base learner (Team Great Learning, 2020) 

The Adaboost algorithm will calculate total error (TE) which is the sum of the weight of all 

errors in data that has been misclassified. The total area will be used to calculate the 

performance of the stump using the formula (Team Great Learning, 2020):  

 
𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑜𝑓 𝑆𝑡𝑢𝑚𝑝 =

1

2
ln

(1 − 𝑇𝐸)

𝑇𝐸
 (3.3) 

After the performance has been calculated the weights of the misclassified records will be 

updated using the formula (Team Great Learning, 2020):  

 New Sample Weight =  Sample Weight ∗  e^(Performance)  (3.4) 

This is repeated until the sum of all the weights is 1.  

 Gradient Boost 

According to Lu & Mazumder (2018), “Gradient Boosting Machine (GBM) is a powerful 

supervised learning algorithm that combines multiple weak-learners into an ensemble with 

excellent predictive performance”. The gradient boost also creates weak learners during 

training and combines these to come up with a relatively stronger learner. The weak learner 

will calculate a loss which is the difference between the predicted value of a feature and the 

actual feature value (Shakya, 2018; Chen & Guestrin, 2016; Lu & Mazumder, 2018; Friedman, 

2001). A new learner will then be made based on the loss and is trained based on the errors 

(Shakya, 2018).  GBM can handle missing data, unnormalized data and correlated data (Lu & 

Mazumder, 2018).  

The pseudo-code for the GBM algorithm as stated by Friedman (2001) is shown below: 
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Figure 3-7: Gradient Boost Machine algorithm (Friedman, 2001) 

 Isolation Forest 

The term isolation as used by Liu et al. (2008) refers to separating a feature from the rest of the 

features in a feature space. The isolation forest algorithm splits datapoints in a feature space 

until features are isolated. Anomalies form the minority class and have characteristics that 

differ from normal instances making them prone to isolation (Liu, Ting, & Zhou, 2008). The 

separation proposed by Liu et al. (2008) implements a binary tree structure called isolation 

trees(iTrees). Anomalies are closer to the root node of iTrees as they have a shorter part length 

as compared to normal instances. Liu et al. (2008) proved that outliers or anomalies have short 

path lengths compared to normal points indicating they are more prone to isolation under 

random partitioning. iForest has great efficiency when dealing with large datasets, 

multidimensional data and works well with data that has no anomalies. 

  

Figure 3-8: Isolating Xi and X0 (Liu, Ting, & Zhou, 2008) 
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Figure 3-9: Average path length for Xi and X0 (Liu, Ting, & Zhou, 2008) 

Figures 3-8 shows that fewer random partitions are required to isolate an anomalous point in a 

data set compared to isolating a point in the majority class. Figure 3-9 show that anomalies 

generally have shorter average path lengths compared to normal instances in a data set.   

3.3.4.1 Anomaly detection using Isolation Forest 

Anomaly detection using the isolation forest occurs in two stages. The first stage is the training 

stage which builds iTrees using random sub-samples of a training dataset. The second stage is 

the evaluation stage. In the evaluation phase test instances pass through the iTrees to obtain an 

anomaly score for each instance.  

3.3.4.2 Training stage 

In this stage features in a feature space X recursively partitioned in sub-sample 𝑋′ until all 

instances are isolated, thereby creating iTrees. iTrees are constructed from sub-samples 𝑋′ 

which is randomly selected from X without replacement. The training stage as stated by Lui et 
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al. (2008) makes use of iForest and iTrees algorithms. Below the pseudo-code of the iForest 

algorithm is shown during the two training stages (Liu, Ting, & Zhou, 2008).  

Algorithm 1: iForest (X, t, ψ) 

Inputs: 𝑋 − input data, 𝑡 − number of trees, 𝜓 - subsampling size  
Output: a set of 𝑡 iTrees 
1: Initialize Forest 
2: for 𝑖 = 1 to 𝑡 do 
3:  𝑋′ ← sample e(𝑋, 𝜓) 
4: Forest ← Forest ∪ Tre e(𝑋′)  
5: end for 
6: return Forest 

The next stage is the building of iTrees (Liu, Ting, & Zhou, 2008): 

 

In Appendix J, all symbols used in the pseudo-code are explained.   

 Extremely Randomised Tree Classifier 

The Extremely Randomised Tree Classifier (ETC), was first proposed by Geurts et al. (2006). 

They proposed an ensemble tree classifier that was fully random. The Extra tree classifier is an 

ensemble tree classifier that builds a forest of trees with fully randomised splits when 

constructing the trees (Geurts, Ernst, & Louis, 2006). When constructing the trees, the entire 

original sample is used and not just a bootstrapped replica of the original sample. The results 

produced by each tree are aggregated by voting criteria in classification problems and 

averaging in regression problems. The extra tree classifier uses the whole sample to reduce 

bias, which is a major problem in the other random tree classifiers, like the random forest.  

Below is the extra tree splitting algorithm as specified by Geurts et al. (2006). 
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Extra-Trees splitting algorithm (for numerical attributes) 

Split a node(S) 

Input: the local learning subset S corresponding to the node we want to split 

Output: a split [a < ac] or nothing 

– If Stop split(S) is TRUE then return nothing. 

– Otherwise select K attributes {a1, . . . , aK } among all non constant (in S) candidate 

attributes; 

– Draw K splits {s1, . . . , sK }, where si = Pick a random split(S, ai ), ∀i = 1, . . . , K; 

– Return a split s∗ such that Score(s∗, S) = maxi=1,...,K Score(si , S). 

 

Pick a random split(S, a) 

Inputs: a subset S and an attribute a 

Output: a split 

– Let aS
max and aS

min denote the maximal and minimal value of a in S; 

– Draw a random cut-point ac uniformly in [aS
min, aS

max]; 

– Return the split [a < ac]. 

 

Stop split(S) 

Input: a subset S 

Output: a boolean 

– If |S| < nmin, then return TRUE; 

– If all attributes are constant in S, then return TRUE; 

– If the output is constant in S, then return TRUE; 

– Otherwise, return FALSE. 

There are two important variables in the algorithm, that is, K and nmin. K is the number of 

randomly selected features at each node and nmin, the least number of samples required to split 

a node.    

3.4 Justification of Algorithms  

There are many algorithms that have been developed that use decision trees as their base 

learners. For the purposes of this study the Extra tree classifier, AdaBoost, Gradient Boost, 

Isolation Forest and Decision tree classifier were chosen as they had shown to be better 

classifiers in other domains like image recognition, speech synthesis and in networking 

(Husejinovic, 2020). The research made use of Jupyter notebooks and algorithms that have 

existing implementations were preferred over those that have not been implemented yet in 

Jupyter notebooks.   
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3.5 Conclusion 

The chapter firstly gave an introduction to decision trees and how they work. Underlying 

concepts behind decision trees were discussed in detail. Two important factors that were 

discussed were the Gini index and entropy which are critical to splitting the nodes of decision 

trees. Thereafter, we looked at ensemble decision tree classifiers and the underlying algorithms. 

We started by looking at the random forest classifier which builds an ensemble forest of trees 

using either Gini or entropy to split the nodes. Random forests use Bagging. Then we looked 

at Adaptive boosting, Adaboost, which makes use of base learners to produce a more robust 

classifier. The gradient boosting classifier was also discussed in detail. The last classifier 

discussed was the Extra tree classifier.  

The next chapter is the methodology section and looked at the research methodology that was 

adapted for this research, the research design, expected results and justification of why the 

methodology was chosen was ideal for this study.



37 

 

Chapter Four 

4 Methodology, Design and Implementation 

4.1 Introduction 

This chapter details the methodology framework adopted in the design of ensemble tree 

classifier-based fraud detection models. Sections 4.2 describes the methodology used and 4.3 

outlines the research design that was followed in this research. Section 4.4 describes the dataset 

that was used and section 4.5 explores the data to gain insights. Section 4.6 outlines data 

splitting for the experiments and section 4.7 describes how the data was sampled. Section 4.8 

gives details of the experimental design. Section 4.9 discussed performance measures followed 

by a conclusion of the chapter.  

4.2 Methodology 

This study employed experimental approach. We investigate the following parameters in this 

study:  the choice of sampling technique, the sample size of the training dataset and the split 

criterion to establish how they influence the accuracy of credit card fraud detection. In 

experimental methodology we need to first determine the independent and dependent variables. 

The independent variables describe the cause of an outcome while the dependent variable is 

the outcome. In our study sample size, sampling technique and split criterion are the 

independent variables and the fraud class or outcome is the independent variable. 

The experiments will be setup such that one independent variable will be manipulated at a time. 

This will enable us to see how each variable will affect outcome. Sample size was varied from 

10% to 100% using intervals of 10%. Three sampling techniques were analysed: Random 

Oversampling, Random Undersampling and SMOTE. The split criterion will be Gini index and 

Entropy. Six algorithms were analysed: Decision tree classifier, Random Forest, Extra tree 

classifier, Adaboost, Isolation Forest and gradient boost. 

The experimental methodology was chosen because it permits control of different independent 

variables or parameters being investigated to establish how they affect outcome. Sadgali et al. 

(2018) states that experiments are best used if analysing performance of different algorithms 
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and in this study, we analyse different algorithms which makes the experimental methodology 

the most appropriate. 

4.3 Research Design 

This research was undertaken using the framework depicted in figure 4-3.  We made use of the 

e-commerce dataset for credit card fraud detection for the construction of decision tree 

classifiers. The classifiers were trained using supervised machine learning and a test dataset 

was used to evaluate the performance of the classifiers. The classifiers are implemented for 

credit card fraud detection tasks. 

 
 

Our research design made use of the following steps: 

1. Split dataset into training and testing set 

2. Data Pre-processing 

3. Build decision tree classifiers using the training set 

4. Evaluate classifiers using the Test set 

The first step is to split the data into training data set and test data set. The data we used is 

secondary data and has labels in feature ‘Class’ and therefore the need to first split the data into 

two groups. The training dataset will be used to train the classifiers. The labels for the ‘Class’ 

feature will be dropped in the test dataset to allow the classifiers to predict outcomes.  

Data pre-processing is critical in data mining as data is not always structured. We checked our 

data first for missing values using the column counts and our data did not have any missing 

values in all columns. We visualised our data and we could see that the data was highly 

imbalanced and hence we had to resample the data. How we resampled the data will be 

Credit card 

dataset 

Training Labelled 

data 70% 

Data pre-processing 

Data resampling 

Visualization 

Classifiers 

iForest, Random Forest, 

AdaBoost,GradientBoost 

Classifier 

Classification  

Fraud 

Not Fraud 

Test unlabelled data 

30% 

Figure 4-1: Conceptual Framework 
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discussed in detail in Section 4.6. After data pre-processing, we used the training dataset to 

train our model.  

4.4 Dataset 

 This study made use of secondary data provided by Vesta Corporation, which has made 

available real-world e-commerce transactions on Kaggle an online competition site for Data 

Science (Credit Card Fraud Detection | Kaggle, 2020). The data was collected over two days 

in September 2012 from European cardholders. The dataset has 284,807 transactions of which 

492 are fraud making the dataset skewed. 

 Table 4-1: Summary of Dataset 

Appendix K has a detailed description of the data set. Table 4-1 shows a summary of the 

dataset, which has a total of 284 807 transactions of which 284 315 is legitimate and only 492 

are fraudulent transactions. The data is labelled with 0 and 1, where 0 is a legitimate transaction 

and 1 is for fraudulent transactions. Figure 4-5 shows that the dataset is highly imbalanced with 

the majority class being the legitimate transactions.  

 

Figure 4-2 Highly imbalanced dataset 

The data contains 31 features of which only three are defined, which are, amount, time and 

class. The amount is the money spent on the transaction, Time is the amount of time, in seconds, 

Total dataset Number of 

Non-Fraud 

Number of 

Fraud 

Fraud label Non-Fraud 

label 

284 807 284 315 492 1 0 
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elapsed between any given transaction in the dataset and the first transaction in the dataset and 

class specify whether a transaction is fraudulent or not. The remaining features labelled as V1 

– V28 are a result of Principal Component Analysis, a dimensionality reduction to protect user 

identity and sensitive features. There is no noise in the dataset as the data was released with 

labels that specify whether a transaction was fraudulent or not. Figure 4-3 shows a summary 

and description of the dataset.     

 

Figure 4-3: Description of dataset 

4.5 Data Visualisation 

When dealing with big data problems and predictive analytics it is important to visualise the 

data. Data visualisation is when large data sets are graphically represented so that data users 

can have an idea of how the data is structured (Tableau, 2021). One of the important reasons 

to visualise data is to find out how features in a feature space may be positively or negatively 

related. This is called correlation. Understanding correlations between features and predictions 

is important during the training phase of models.  
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Figure 4-3: Heatmap of correlation between columns of Data Frame 

Figure 4-6 shows the correlation between all the features in the feature space against each other. 

The correlation heatmap shows that the principal components V1 to V28 are in no way 

correlated. However, some of the principal components are positively correlated to the outcome 

variable.   
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Figure 4-4: Plot of time vs amount by different classes 

 Figure 4-7 is a plot of all the fraud and non-fraud instances in the dataset on a scale of time 

and amount. We can see that all the high amount transactions were legitimate and fraudulent 

transactions can barely be seen as they are in the mixture of legitimate majority transactions. 

A boxplot of the amount by class will give us an even better picture of the different amounts 

on fraudulent transactions.   
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Figure 4-5: Amounts per transaction sorted by Class 

 

Figure 4-6: Boxplot of Amount by Class type 

Figure 4-9 clearly shows that the fraudsters in the dataset made transactions with amounts less 

than 5000. Figure 4-8 and figure 4-9 suggests that fraudsters tried to go unnoticed by using 

smaller amounts. We then looked at the time series by class. 
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Figure 4-7: Time series classification 

The feature time as highlighted earlier represents the time taken between transactions from the 

first recorded transaction in the dataset. The time feature is in seconds. Figure 4-10 shows that 

fraudulent transactions have less time between them compared to normal transactions. Next, 

we used histograms to visualise how the data is distributed. 
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Figure 4-8: Distribution of Features in Data Set 

Figure 4-11 shows the distribution of all the features in our feature space. The time distribution 

is bimodal. Since the data was collected over two days the different peaks are possible for the 

two different days. It is hard to tell which time fraudsters were most active as the time shown 

is the time difference from the first transition to every other transaction. However, most of the 

other features have a normal distribution.  

4.6 Data splitting 

The dataset contained labelled output variable ‘Class’, so we had to split the dataset into two 

data frames. The first is the training data and the other for testing the model. The dataset was 

split into 70% training data and 30% test dataset. Figure 4-12 shows how the dataset was split. 
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The test size specifies the percentage of the data that must be used for the test and in this case, 

we used 30% .  

 

Figure 4-9: Splitting data into train and test set 

The training dataset was used for resampling and training the model. The test data was used to 

measure the classification performance of the trained model.     

Table 4-6: Summary of training and test dataset for the experiments 

 
Percentage of Dataset 

Number of Non-

Fraud 
Number of Fraud 

Train 70 199 008 356 

Test 30 85 307 136 

4.7 Data sampling 

The dataset we used is highly skewed or unbalanced. The class of non-fraudulent transactions 

greatly exceeds the class of fraudulent transactions. The non-fraudulent class is referred to as 

the majority class and the fraudulent as the minority class. As discussed earlier, if skewed data 

is used to train a model it will be biased towards the majority class which will result in poor 

classification performance. To make our training dataset balanced we used the Random 

Oversampling and Random Undersampling techniques so that both classes become balanced. 

Random oversampling was applied to the dataset and increased the instances of the minority 

class until it was the same as those of the majority class. Figure 4-13 shows the python code 

used to apply random oversampling and how the minority class which had 356 instances was 

oversampled to match the majority class with 199 008 instances. 
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Figure 4-10: Code used to apply random oversampling on the training set 

  

  Figure 4-11: Random Oversampling 

Figure 4-14 depicts the data after being Oversampled. Random undersampling was also used 

to reduce the number of instances in the majority class to match those in the minority class. 

Figure 4-15 shows how the majority class was reduced from 199 008 to 356 instances which 

is the same number as those in the minority class.  

 
 

Figure 4-12: Random undersampling 

Lastly, we used the Synthetic minority over-sampling technique (SMOTE). The SMOTE 

formulates new synthetic instances of the minority class by inserting features between close 

neighbours (Aisha Abdallah, 2016; Chawla, Bowyer, Hall, & Philip, 2002). Shakya (2018) 

preferred SMOTE method compared to random over-sampling as it reduces the problem of 

overfitting the training data (Shakya, 2018). Figure 4-16 shows how SMOTE was implemented 

in Python. 
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Figure 4-13:Applying  SMOTE on training data 

4.8 Experiments Setup 

Figure 4-17 depicts the flow chart that we used in carrying out the experiments. In the first 

experiment, we investigate how different sampling techniques affect the classification 

performance of ensemble tree classifiers.  

 

Figure 4-17: System flow chart that was used in the study 
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We used ROS, RUS and SMOTE to balance the training data as described in detail in section 

4.6. The second experiment investigated the effect of sample size on classification 

performance. The total training data was made up of 199 364 records of which 199 008 were 

legitimate transactions and 356 were fraudulent as shown in table 4-6. The total training set 

was sampled from 10% and was incremented by a margin of 10% until 100% of the training 

data was used.  

Table 4-2:The  number of records for each sample size 

Sample 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 

Size 19 936 39 873 59 809 79 746 99 682 119 618 139 555 159 491 179 428 199 364 

Table 4-2 shows the observations for each sample, from 19 936 to 199 364 which represents 

the whole data set. In our third experiment, we looked at how the split criterion affected 

classification performance. Ensemble tree classifiers use Gini indexing as a split criterion by 

default, so we changed the split criterion to entropy to determine how classification accuracy 

was influenced. Lastly, we investigated how the choice of learning approach influence the 

classification performance of ensemble tree classifiers. In this experiment, we investigated how 

supervised learning algorithms performed compared to unsupervised ones. Random Forest, 

Extra Tree Classifier, Decision Tree Classifier, Adaboost, Gradient boost are supervised 

classifiers and were compared to the iForest which is an unsupervised classifier. The nature of 

the data provided had labels hence the learning approach for the iForest was semi-supervised.  

4.9 Performance Measurement 

A machine learning model must be evaluated to establish how correct and accurate it is. To 

achieve this a good performance measure is required to evaluate the model. When dealing with 

two-class classification problems the confusion matrix is ideal.  

 Confusion Matrix 

A confusion matrix produces four outcomes, True Positives (TP), False Positives (FP), True 

Negatives (TN) and False Negatives (FN). These outcomes help to establish transactions that 

are accurately classified and the number of those that are classified incorrectly. 

 

 



50 

 

 ACTUAL 

PREDICTION 

 POSITIVE NEGATIVE 

POSITIVE 
TRUE POSITIVE (TP) 

FALSE POSITIVE 

(FP) 

NEGATIVE 
FALSE-NEGATIVE (FN) 

TRUE NEGATIVE 

(TN) 

Figure 4-14: Confusion Matrix for Binary classification 

True Positive (TP) is when the predicted value is positive and the actual value was positive. 

For example, a classifier predicts that a transaction is a fraud yet the transaction was fraudulent.  

False Positive (FP) is when the predicted value is positive and the actual value is negative. For 

example, a classifier predicts that a transaction is fraudulent yet the transaction was authentic.   

True Negative (TN) is when the predicted value is negative and the actual value is negative. 

For example, a classifier predicts that a transaction is non-fraudulent and the transaction is non-

fraudulent. 

False Negative (FN) is when the predicted value is negative and yet the actual is positive. For 

example, a classifier predicts that a transaction is non-fraudulent yet the transaction is 

fraudulent.  

To measure the accuracy of a binary classifier the following formula can be used from the 

outcomes of the confusion matrix. The accuracy will be a fraction of data points that have been 

classified correctly. Accuracy is defined as the number of true positives and true negatives 

divided by the number of true positives, true negatives, false positives, and false negatives as 

shown in equation 4.1 (Jason, 2020):  

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
 (4.1) 

 

Macaraeg (2019) argues that accuracy is not the best measure for models that detect fraudulent 

transactions due to skewed data.  In the case of fraudulent transactions other performance 

measures such as cost-sensitive learning (Andrea, Giacomo, Oliver, Cesare, & Gianluca, 2015). 

According to Dal Pozzolo et al. (2015) for every instance, a misclassification cost is assigned 

based on the effect of the misclassification on the total misclassification cost. This is because 

the misclassification of a non-fraudulent transaction can be more costly as compared to the 
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misclassification of a fraudulent transaction. However, getting the information from banks on 

the cost of misclassification is almost impossible and as a result, two other methods can be 

applied. 

The Area Under the Curve Receiver Operating Characteristic (AUC-ROC) and Area Under the 

Precision-Recall Curve (AUPRC) are other performance measures that can be used to measure 

the classification performance of Binary Classifiers.  

 AUC-ROC 

The AUC-ROC is a curve that plots True Positive Rate (TPR) against False Positive Rate 

(FPR). TPR also called Recall is defined as the number of true positives divided by the number 

of true positives and false negatives as shown in equation 4.2  (Jason, 2020):  

 
𝑇𝑃𝑅 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4.2) 

 

TPR is a fraction that measures true fraudulent transactions that are correctly classified. FPR 

is defined as the number of false positives divided by the number of false positives and true 

negatives as shown in equation 4.3 (Jason, 2020): 

 
𝐹𝑃𝑅 =  

𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 (4.3) 

 

FPR determines non-fraudulent transactions that are not classified as fraudulent. The area under 

the AUC curve is called the AUC score. The AUC score is used to determine how well the 

model performs. If a model gives a high AUC score, then it performs better.  
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Figure 4-15: Example of ROC (Shakya, 2018) 

 AUPRC 

The AUPRC is a plot of Precision against Recall. Recall as specified earlier is the TPR. 

Precision is defined as the number of true positives divided by the number of true positives and 

false positives as shown in equation 4.4 (Jason, 2020): 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4.4) 

 

The area under the Precision-Recall Curve shows the efficacy of a model. The larger the area 

under the curve the better the model performs. The maximum area under the curve is one, and 

a model with an area of one can correctly classify all fraudulent transactions s fraud. According 

to Brownlee (2018), the AUC-ROC performs best when used in instances where the data points 

in classes are balanced, else the AUPRC measure must be used as it handles imbalanced 

datasets better.  
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Figure 4-16: Example of Precision-Recall Curve (Shakya, 2018) 

 F1 Score 

F1 Score also called F score or F-measure is the harmonic mean of the recall and precision. Its 

value ranges from 0 to 1, where 0 is considered worst, and 1 is considered best. It can be 

calculated as follows (Jason, 2020): 

 
𝐹1 =  

2 ∗ (𝑃𝑟𝑒𝑐𝑒𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4.5) 

4.10 Conclusion 

This chapter outlined the methodology that was adopted and the research design implemented 

in this study. A conceptual framework was also designed for the experiments we carried out. 

The training data used was described and data visualisation techniques were used in data pre-

processing to gain insight into the data before using it. The last chapters of the chapter discussed 

the parameters that are used to evaluate the performance of classifiers. The confusion matrix is 

one of the most used performance measures for two-class classification problems. The next 

chapter presents the analysis of the results of this study.  
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Chapter Five 

5 Data presentation, Analysis and Results 

5.1 Introduction 

This chapter presents the results from the empirical experiments discussed in chapter four and 

a discussion of the results. The chapter is arranged as follows, section 5.2 presents the results 

from the empirical experiments, section 5.3 contains analysis and discussions of the 

experiments conducted and lastly, section 5.4 gives an overall conclusion of the chapter. This 

chapter used different graphs drawn from the experiments to establish how the split criterion, 

sample size, sampling technique and learning technique affected the classification performance 

of ensemble tree classifiers.  

5.2 Data presentation 

 Sampling Technique 

In our first experiment, we look at how different sampling techniques affect the classification 

performance of classifiers when interrogated using a test data set. We used two main techniques 

in our experiments, random oversampling and random undersampling. Several authors have 

investigated the use of hybrid, SMOTE (Chawla Nitesh V, 2002) and SHRINK system to 

sample datasets to deal with the imbalance problem. Our study investigates which sampling 

technique between oversampling and undersampling leads to a better classifier and gives the 

lowest amount of false positives on the credit card dataset. We also implemented the SMOTE 

to solve the class imbalance in addition to the random oversampling technique. Firstly, the 

dataset was split into 70%, training set, and 30% test set. After, the decision tree classifiers 

were trained with the randomly oversampled dataset. In this case, the minority class was 

replicated to match the majority class, where the minority class was the fraud class. The results 

of the classifiers are shown in table 5-1. Figure 5-1 and 5-2 shows the confusion matrix of the 

classifiers. 
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Classifier Accuracy 
Precision Recall F1-Score 

0 1 0 1 0 1 

Decision Tree  99.9262 1 0.81 1 0.75 1 0.78 

Extra Tree 99.9531 1 0.97 1 0.75 1 0.78 

Random Forest 99.9531 1 0.95 1 0.77 1 0.85 

AdaBoost 98.7886 1 0.11 0.99 0.84 0.99 0.19 

Gradient Boost 99.4522 1 0.22 0.99 0.86 1 0.35 

Table 5-1: Performance of Classifiers using Random oversampling technique 

Table 5-1 shows the classification performance of ensemble tree classifiers. The performance 

matrix listed are accuracy, precision, recall and f1-score. 

   

Figure 5-1: Confusion matrix of Random over-sampling applied on test data. Left: Decision 

Tree Classifier. Centre: Extra Tree Classifier. Right: Random Forest Classifier 

  

 

Figure 5-2: Confusion matrix of Random over-sampling applied on test data. Left: AdaBoost 

Classifier. Centre: Gradient Boost Classifier 

Figures 5-1 and 5-2 depict the confusion matrix of when ROS was applied to the data. This is 

important as it will show us the actual number of false positives and false negatives.  

Secondly, we trained the classifiers with a random under-sampled dataset. The randomly 

under-sampled dataset reduced the majority class to match the minor class. Table 5-2 shows 

the results. Figures 5-3 and 5-4 show the confusion matrix for the classifiers.  
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Classifier Accuracy 
Precision Recall F1-Score 

0 1 0 1 0 1 

Decision Tree  39.1489 1 0.00 0.39 0.97 0.56 0.01 

Extra Tree 89.6223 1 0.02 0.90 0.93 0.95 0.03 

Random Forest 68.5790 1 0.01 0.69 0.94 0.81 0.01 

AdaBoost 49.8706 1 0.00 0.50 0.97 0.66 0.01 

Gradient Boost 58.9375 1 0.00 0.59 0.96 0.74 0.01 

Table 5-2: Performance of classifiers using the random under-sampling technique 

   

Figure 5-3: Confusion matrix of random under-sampled training data applied on test data. 

Left: Decision Tree Classifier. Centre: Extra Tree Classifier. Right: Random Forest Classifier 

  

 

Figure 5-4: Confusion matrix of random under-sampled training data applied on test data. 

Left: AdaBoost Classifier. Centre: Gradient Boost Classifier.   

Lastly, we trained our classifiers with a training set that was sampled using SMOTE. This 

technique reduces overfitting from classifiers and we will see how this will influence 

classification performance. Table 5-3 shows the results. Figures 5-5 to 5-6 show the confusion 

matrix plots for the classifiers. 
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Classifier Accuracy 
Precision Recall F1-Score 

0 1 0 1 0 1 

Decision Tree  99.7741 1 0.42 1 0.77 1 0.54 

Extra Tree 99.9566 1 0.91 1 0.83 1 0.87 

Random Forest 99.9520 1 0.90 1 0.82 1 0.85 

AdaBoost 99.1034 1 0.14 0.99 0.84 1 0.24 

Gradient Boost 99.5552 1 0.26 1 0.86 1 0.40 

Table 5-3: Performance of classifiers using SMOTE 

   

Figure 5-5: Confusion matrix of SMOTE training data applied on test data. Left: Decision 

Tree Classifier. Centre: Extra Tree Classifier. Right: Random Forest Classifier 

  

 

Figure 5-6: Confusion matrix of SMOTE training data applied on test data. Left: AdaBoost 

Classifier. Centre: Gradient Boost Classifier.  

Table 5-4 and Figure 5-7 depict how accuracy is impacted by the sampling technique used in 

handling the data imbalance problem.  

Classifier ROS RUS SMOTE 

Decision Tree  99.9262 39.1489 99.7741 

Extra Tree 99.9531 89.6223 99.9566 

Random Forest 99.9531 68.5790 99.9520 

AdaBoost 98.7886 49.8706 99.1034 

Gradient Boost 99.4522 58.9375 99.5552 

Table 5-4: Comparison of different sampling techniques 
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Figure 5-7: Comparison of how the accuracy of classifiers is impacted by ROS, RUS and 

SMOTE 

 Sample size 

In this experiment, we investigated how sample size affected the classification performance of 

ensemble decision tree classifiers. The data was partitioned into subsets of 10%, 20%, 30%, 

40%, 50%, 60%, 70%, 80%, 90% and 100% of the entire dataset.  

Table 5-5: Training size and accuracy of classifiers 

Sample 

Size 

Data Size Decision 

Tree  

Extra 

Tree 

Random 

Forest 

AdaBoost 

Classifier 

Gradient 

Boost 

10% 19936 99.9169 99.9309 99.9180 99.9075 99.9075 

20% 39873 99.9087 99.9344 99.9332 99.9286 99.9040 

30% 59809 99.9180 99.9367 99.9356 99.9262 99.9204 

40% 79746 99.9204 99.9438 99.9461 99.9332 99.9169 

50% 99682 99.9321 99.9508 99.9473 99.9286 99.9356 

60% 119618 99.9110 99.9520 99.9473 99.9274 99.9356 

70% 139555 99.9169 99.9508 99.9485 99.9262 99.8993 

80% 159491 99.9063 99.9508 99.9520 99.9250 99.9309 

90% 179428 99.9063 99.9508 99.9554 99.9286 99.9087 

100% 199364 99.9192 99.9531 99.9531 99.9098 99.9274 
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Table 5-5 shows the sample size, data size and the accuracy of the classifiers at varying 

sample sizes from 10% through to 100% of the training data. Figure 5-8 and figure 5-9 

graphically depict the results. 

 

Figure 5-8: Classification accuracy for different training sizes 

 

Figure 5-9: Boxplot of classifiers and accuracy 

 Split Criterion 

Decision tree classifiers make use of either Gini or Entropy to look for the best node to split 

the data. Both methods evaluate how impure the data is to choose the best split that will result 

in a better tree classifier. In this experiment, we looked at how the two split criteria affected 
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classification performance. Out of curiosity we also investigated how each of the split criteria 

affected execution times of ensemble tree classifiers. Table 5-6 shows accuracy and execution 

times for the classifiers when using varying split criteria. Figure 5-10 depicts how the accuracy 

of the classifiers was affected by split criteria.  Figures 5-11 and 5-12 depict how varying split 

criteria affected execution time during the training and testing phases.  Appendix E shows the 

code and results of both Gini and entropy.  

Table 5-6: Accuracy, training and test time of ensemble tree classifiers based on a split 

criterion 

Classifier Entropy 

Accuracy 

Gini 

Accuracy 

Entropy 

Train 

Entropy 

Test 

Gini 

Train 

Gini 

Test 

DTC 99.9215 99.9192 11.6 0.0163 16.5 0.0138 

ETC 99.9555 99.9531 16.7 1.19 18 1.27 

RFC 99.9531 99.9496 148 0.731 200 0.932 

ADB 99.9180 99.9157 12.5 0.0235 16.9 0.0249 

 

Figure 5-10: Accuracy of ensemble tree classifiers based on a split criterion 
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Figure 5-11: Training time of ensemble tree classifiers based on a split criterion 

 

Figure 5-12: Test time of ensemble tree classifiers based on a split criterion 

 Supervised vs unsupervised ensemble tree classifiers 

There are different types of learning techniques that are used by machine learning algorithms. 

The most popular are supervised and unsupervised learning. Ensemble tree classifiers also can 

use the two-learning technique in performing classification tasks. In this experiment, we 

explore if the choice of learning technique leads to an improved classifier when detecting credit 
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card fraud. The Isolation Forest is an unsupervised anomaly detection algorithm proposed by 

Liu et al. (2008). We explored how the iForest compared to supervised algorithms in detecting 

fraud. Table 5-7 shows the accuracy of the algorithms when detecting credit card fraud. Figure 

5-13 depicts a comparison of supervised and unsupervised ensemble tree algorithms. 

 Table 5-7: Comparison of classification performance of supervised and unsupervised 

algorithms in detecting credit card fraud 

Classifier Learning Accuracy  

Decision Tree  Supervised 99.9192 

Extra Tree Supervised 99.9531 

Random Forest Supervised 99.9531 

Adaboost Supervised 99.9098 

Gradient Boost Supervised 99.9274 

Isolation Forest Unsupervised 99.7659 

 

Figure 5-13: A comparison of accuracy between supervised and unsupervised ensemble tree 

classifiers 

We also considered the AUPRC because our data is highly imbalanced. AUPRC ignores true 

negatives so it is useful to see how true positives or fraudulent transactions are classified.  
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Figure 5-14: AUPRC for Decision Tree Classifier 

 

Figure 5-15: AUPRC for Extra Tree Classifier 
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Figure 5-16: AUPRC for Random Forest Classifier 

 

 

Figure 5-17: AUPRC for AdaBoost Classifier 

 



65 

 

 

Figure 5-18: AUPRC for Gradient Boost Classifier 

5.3 Discussions 

This subsection is devoted to discussing the results that have been presented in section 5.2. The 

results presented are based on experiments that comprised of parameters that were kept 

constant while varying others to observe the behaviour of classifiers. For example, in one of 

the experiments, we investigated how the choice of split criterion influenced the performance 

of classifiers. To achieve this, we used spilt criterion as a variable while keeping all the other 

parameters like sample size and training data constant. The goal was to determine how different 

parameters affect the classification performance of ensemble decision tree classifiers in credit 

card fraud detection.  

 Sampling Technique 

In this section, we analyse how the choice of sampling technique affects the classification 

performance of ensemble decision tree classifiers in the detection of credit card fraud. We start 

our analysis by making reference to Figure 5-7 which depicts the classification accuracy of 

different ensemble tree classifiers against sampling techniques. In Figure 5-7 it can be seen that 

oversampling produced better classification accuracy as compared to undersampling. Table 5-

4 shows that for RUS, the ETC classifier achieved the highest accuracy of 89.6223% while for 

ROS the highest accuracy was 99.9531% with the ETC classifier. For SMOTE the highest 
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accuracy was 99.9566% with the ETC classifier. Based on the results SMOTE technique is the 

favourite of the 3 techniques investigated as it produced the highest classification accuracy. 

SMOTE outperformed ROS as it reduces the problem of overfitting (Shakya, 2018).  

Figures 5.-1 and 5-2 depict the confusion matrix of the ensemble classifiers when using ROS. 

When using ROS, the ETC classifier had the lowest rate of false positives, 3, and ADB had the 

worst rate of false positives, 1012. Figures 5-3 and 5-4 depict the confusion matrix of the 

ensemble classifiers when using RUS. When using RUS, the ETC classifier had the lowest 

false positives of 8 859 while the DTC classifier had the highest rate of false positives, 51 988. 

Figures 5-5 and 5-6 depict the confusion matrix of the ensemble classifiers when using 

SMOTE. When using SMOTE, the ETC classifier had the lowest number of false positives, 

12, while the ADB classifier had the highest ratio of false positives, 359.  

Based on the rate of false positives, the ROS technique would be the best to use as it produced 

the lowest number of false positives. Marrying the two, Accuracy and rate of False positives, 

the ideal sampling technique would be ROS as its accuracy is insignificantly behind that 

produced when using SMOTE and has the best rate of false positives. The best classifier to 

detect fraud and keep false positives under check is the ETC classifier trained on the data that 

has been sampled using the random oversampling technique. 

 Sample size 

This section deals with the analysis of how varying training sample sizes affects the 

classification performance of ensemble tree classifiers in detecting credit card fraud. Firstly, 

figure 5-8 shows a general improvement in accuracy as the training sample size increases. The 

graph shows a clear trend for RF, ETC Classifiers as the accuracy increases steadily as the 

training sample size increases. ADB, GDB and DTC classifier increase proportionally to 

increase in sample size until approximately 50% of the sample size thereafter the graph 

becomes haphazard as indicated by the sharp decline from 50% to 80% of the training sample. 

This decline can be attributed to bias as the data becomes highly skewed as the sample size 

increases. The training data has fewer fraudulent transactions compared to normal instances 

and this variance will continue to grow as sample size increases as more and more normal 

points are added compared to fraudulent points. The RF classifier achieved its highest accuracy 

of 99.9554% at 90% of the training sample size. The ETC classifier achieved its highest 

accuracy of 99.9531% at 100% of the training sample. The sharp decline of the DTC, ADB 
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and GDB classifiers from 50% of the training sample suggests that they do not perform well 

when exposed to very large datasets.  

Figure 5-9 depicts how the range of accuracy is spread for the different ensemble tree 

classifiers. DTC classifier has a thin box which suggests that its accuracies are more 

dependable. However, there is a dot outside the maximum of the bar plot which shows the 

presence of an outlier, which in this case is a rare high accuracy. The ETC classifier has a 

relatively narrow range which shows less variance. Its median, however, is interesting as it is 

on the same point as the upper quartile(Q3) of the box plot. There is also a small gap between 

the median and the maximum accuracy which clearly shows that the ETC classifiers will give 

an accuracy close to the maximum accuracy with high dependence. The ETC classifier has no 

outliers. The RF classifier bar plot is almost similar to the ETC classifier bar plot but differs in 

that the RF classifier has a higher max and its median is lower than that of the ETC classifier. 

There is also an outlier that shows an unusually low accuracy that was recorded as the sample 

size varied. Adaboost classifier had a thin box which shows consistency but two outliers show 

a lower accuracy compared to the rest of the recorded accuracies. Gradient Boost classifier has 

a large range and thicker box which shows that the accuracies are not dependable as they vary 

so much when sample size varies.  

 Split criterion 

This section deals with the analysis of how the choice of split criterion affects the classification 

performance of ensemble tree classifiers in detecting credit card fraud. As discussed in sections 

3.1.1 and 3.1.2 two impurity measures are used in decision trees. These are Entropy and Gini 

index. Table 5-6 shows the accuracy, training time and test time of the ensemble tree classifiers 

using Gini and Entropy as split criteria. Figure 5-10 clearly shows that ensemble tree classifiers 

produce better classification accuracy when entropy is used as the split criterion. For all the 

classifiers in this study, the use of entropy resulted in higher accuracy compared to using the 

Gini index. The ETC classier had the highest accuracy of 99.9555% when using entropy, 

followed by the RF classifier which had an accuracy of 99.9531% using entropy.  

Figure 5-11 shows how the choice of split criterion affected the training times of the classifiers. 

Training times for all the classifiers were highest when the Gini index was used as a split 

criterion. This clearly shows that entropy increases classification performance and has the least 

training time complexity. RF classifier had the highest training times for both split criteria, that 

is, 200 seconds using the Gini index and 150 seconds using entropy.  The rest of the classifiers 
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had training times under 25 seconds for both split criteria. Although RF uses a similar approach 

to ETC classifiers have a longer execution time. This may result from RF selecting the optimal 

splits which will require more time while ETC classifiers do not select optimal splits but split 

the data randomly.  

Figure 5-12 depicts how the choice of split criterion affected the time required for the classifiers 

to compute predictions of the test data set. Classifiers with the Gini index generally had a 

greater execution time compared to those that used entropy. The ETC classifier had the highest 

execution time, slightly above 1.2 seconds, compared to the other classifiers. RF had a lower 

execution time compared to the ETC classifier. However, DTC and Adaboost had almost equal 

execution times for both split criteria. Based on split criterion and execution times, the ETC 

classifier gives the highest accuracy and has a relatively low training time. Despite having the 

highest test execution time, it remains the better classifier as it has better accuracy and far lower 

training time compared to its closest rival, the RF classifier.  

 Supervised vs unsupervised ensemble tree classifiers 

This section deals with the comparison of supervised and unsupervised classifiers to determine 

the learning method that gives better classification performance when detecting credit card 

fraud using ensemble tree classifiers. Table 5-7 shows the accuracy of both supervised and 

unsupervised ensemble tree classifiers in detecting credit card fraud. The RF and the ETC 

classifier had the highest classification accuracy of 99.9531%. iForest had the least 

classification accuracy of 99.7659%. Figure 5-13 depicts a comparison of the accuracy of 

ensemble tree classifiers for supervised and unsupervised learning. Figure 5-14 to 18 depicted 

the AUPRC for the ensemble tree classifiers. The ETC classifier had the highest AP score of 

0.84 and the DTC had the lowest of 0.58. 

 Lui (2008) stated that iForest can detect anomalies even if the training data has no anomalies 

because it has a contamination feature which allows it to estimate a certain percentage of the 

data to be anomalies. The iForest did not do so in this case as fraudulent transactions were too 

close to the normal points and as a result, required more random split to separate them. This 

resulted in higher path length resulting in most fraudulent transactions being classified as not 

fraud. The iForest had very low accuracy and gave the highest number of false-positive 

compared to all the supervised classifiers. 
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5.4 Summary 

This chapter discussed the classification performance of ensemble decision tree classifiers 

when subjected to varying empirical settings. The experiments were described in detail in 

chapter 4 and a detailed analysis of the results was presented and discussed in this chapter. 

Different graphs and plots were used to depict the observations made and conclusions were 

drawn based on the graphs. For all the experiments conducted the ETC classifier gave the 

highest effectiveness in detecting fraud and also minimising false positives. The Random 

Forest also proved to be effective in detecting credit card fraud. The isolation forest did not 

show effectiveness compared to other ensemble decision tree classifiers. This may be as a result 

of parameters like contamination which makes the model have bias. The model will be biased 

as contamination estimates the percentage of dataset that is expected to be fraud forcing the 

model to aim for that percentage.   

The final chapter of this dissertation is for the conclusion and future works that can be explored 

from this research. 
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Chapter Six 

6 Conclusion and Future Work 

6.1 Introduction 

Our study was an empirical investigation to answer the following critical questions: how do 

misclassifications impact companies that use e-commerce? how does the choice of sampling 

technique impact the performance of ensemble decision tree classifiers? how does the sample 

size of the training dataset impact the classification performance of ensemble decision tree 

classifiers? how does split criterion affect the performance of ensemble decision tree classifiers 

and how supervised and unsupervised ensemble tree classifiers compare in performing 

classification tasks. We made use of e-commerce data provided by Vesta corporation to 

perform experiments to help answer these questions. This chapter aims to consolidate the 

research questions and the findings of this study. We conclude this chapter by looking at future 

work that can be adopted from this study.  

6.2 Empirical findings vs research questions 

1) How do misclassifications impact companies that use e-commerce?   

In chapter 2 a systematic literature review was done to explore causes and ways of handling 

misclassifications and how they impact businesses. From the review, there were strong 

indications that the cost of false declines might be harming companies more than harm from 

fraud. The main causes of misclassifications include lack of real-life data for training models, 

skewed data, concept drift and the lack of cooperation between banks to come up with more 

robust FDS. To handle misclassifications approaches could be implemented at the data level 

and algorithm level. At the data level concepts of sampling techniques like under sampling and 

oversampling could be used to balance the training data. At the algorithm level bagging and 

boosting algorithms could be used to establish classifiers with higher efficacy.    

2) How does the choice of sampling technique impact the performance of ensemble 

decision tree classifiers?  

Empirical experiments were done to investigate how varying sampling techniques impact the 

classification performance of ensemble tree classifiers when detecting fraud. The most popular 
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techniques were undersampling the majority class or oversampling the minority class to have 

a balanced dataset. When random undersampling has been implemented the accuracy of 

classifiers dropped significantly and also the number of false positives. This is largely due to 

the small amount of training data as the minority class has less than 1% of the entire dataset. 

When the random oversampling technique and SMOTE were used the accuracy was high and 

the number of false positives was relatively low. 

3) How does the sample size of the training dataset impact the classification performance 

of ensemble decision tree classifiers?  

Empirical experiments were done and results were discussed in chapter 5 to establish the 

impact of sample size on the performance of ensemble tree classifiers. The results showed a 

general improvement in classification performance as the sample size increased. These were 

the expected results as most machine learning algorithms learn better when there are large 

volumes of training instances. The extra tree classifier and the random forest had the best 

overall performance as the sample size increased. The decision tree classifier, Adaboost and 

Gradient boost improved accuracy score until about 50% of the sample and thereafter the 

accuracy fluctuated.  

4) How does split criterion affect the performance of ensemble decision tree classifiers? 

For decision tree classifiers splitting of nodes is very important as it ensures that each point is 

optimally split to produce the highest information gain. The Gini index and entropy are the two 

main split criteria used by decision tree classifiers. When entropy was chosen for splitting 

nodes the best accuracy score was achieved for all the ensemble decision tree classifiers. The 

Gini index was not far off but the results showed that entropy was the better of the two when 

dealing with credit card fraud data. We also looked at how execution time was affected by the 

split criterion. From the results, it was observed that entropy took the least time to execute 

during the training stage while the Gini index had the shortest execution time during the testing 

stage.   

5) How supervised and unsupervised ensemble tree classifiers compare in performing 

classification tasks. 

The empirical experiment results for comparison between supervised and unsupervised 

ensemble tree classifiers in performing classification tasks were discussed in section 5.1.4. The 

ETC, DTC, Adaboost and Gradient Boost are supervised algorithms and their performance was 

compared to that of the iForest which is an unsupervised algorithm. All the supervised 

algorithms outperformed the iForest greatly. We, therefore, concluded that supervised 
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algorithms perform better when dealing with credit card fraud detection compared to 

unsupervised algorithms.  

6.3 Thesis Conclusion 

The main research question was to investigate how well ensemble decision tree classifiers 

perform the classification task of detecting fraud.  The research question was broken down into 

sub-questions that helped answer the main question. Based on the results collected in this 

research we can conclude that ensemble decision tree classifiers can detect credit card fraud 

with high accuracy and while also keeping the false positives minimum. Ensemble tree 

classifiers have parameters that need to be set and if these are not set correctly their 

performance can drop drastically. One such parameter is contamination. By default, 

contamination is set to 0.1 which tells the model that 10% of the data has anomalies. This 

parameter will influence the model as it will try to classify 10% of the data as anomalies.  

6.4 Recommendations and Future work 

Since our study answered many questions there remains questions that can be further explored. 

The study can be extended to explore how the models would behave if exposed to real-time 

test datasets. This would be crucial to observe the execution time required per each transaction. 

The study can also be extended to observe how the models would perform if data with more 

features are used. The data used in this study have undergone PCA to reduce features and hide 

sensitive data. It, therefore, remains ambiguous how the model’s accuracy would change when 

all features are available such as location and time as well. Another area to explore in future 

would be investigating the feasibility of collaborations between financial institutions to come 

up with more robust FDS, while not compromising on privacy.  
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Appendix A 

 Importing libraries and credit card fraud data file into Notebook. 
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Appendix B 

Description of the data set  
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Appendix C 

Code for ROS, RUS and SMOTE 
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Appendix D 

Code for training and testing classifiers using RUS, ROS and SMOTE  
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Appendix E 

Code for training and testing classifiers using Gini index and Entropy as split Criteria. 
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Appendix F 

Code for training and testing classifiers by varying sample size 
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Appendix G 

Code for training and testing classifiers that use supervised and unsupervised learning to 

compare accuracy. 
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Appendix H 

Results. 
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Appendix I 

Code for performance measures.  
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Appendix J 
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Appendix K 

Feature 

name  

Description  Type 

Time Number of seconds elapsed between the current transaction 

and the first transaction in the dataset 

Continuous 

V1 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V2 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V3 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V4 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V5 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V6 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V7 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V8 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V9 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V10 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V11 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V12 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V13 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V14 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V15 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V16 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V17 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V18 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V19 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V20 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V21 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 
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V22 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V23 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V24 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V25 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V26 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V27 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

V28 Might be a result of a PCA Dimensionality reduction to 

protect user identities and sensitive features 

Continuous 

Amount Amount spend on the transaction Double/Float 

Class 1 if the transaction is fraud or 0 if the transaction is not fraud Discrete 
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