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ABSTRACT Heart disease is a serious worldwide health issue with wide-reaching effects. Since heart
disease is one of the leading causes of mortality worldwide, early detection is crucial. Emerging technologies
like Machine Learning (ML) are currently being actively used by the biomedical, healthcare, and health
prediction industries. PaRSEL, a new stacking model is proposed in this research, that combines four
classifiers, Passive Aggressive Classifier (PAC), Ridge Classifier (RC), Stochastic Gradient Descent
Classifier (SGDC), and eXtremeGradient Boosting (XGBoost), at the base layer, and LogitBoost is deployed
for the final predictions at the meta layer. The imbalanced and irrelevant features in the data increase the
complexity of the classification models. The dimensionality reduction and data balancing approaches are
considered very important for lowering costs and increasing the accuracy of the model. In PaRSEL, three
dimensionality reduction techniques, Recursive Feature Elimination (RFE), Linear Discriminant Analysis
(LDA), and Factor Analysis (FA), are used to reduce the dimensionality and select the most relevant features
for the diagnosis of heart disease. Furthermore, eight balancing techniques, Proximity Weighted Random
Affine Shadowsampling (ProWRAS), Localized Randomized Affine Shadowsampling (LoRAS), Random
Over Sampling (ROS), Adaptive Synthetic (ADASYN), Synthetic Minority Oversampling Technique
(SMOTE), Borderline SMOTE (B-SMOTE), Majority Weighted Minority Oversampling Technique
(MWMOTE) and Random Walk Oversampling (RWOS), are used to deal with the imbalanced nature of
the dataset. The performance of PaRSEL is compared with the other standalone classifiers using different
performance measures like accuracy, F1-score, precision, recall and AUC-ROC score. Our proposed model
achieves 97% accuracy, 80% F1-score, precision is greater than 90%, 67% recall, and 98% AUC-ROC
score. This shows that PaRSEL outperforms other standalone classifiers in terms of heart disease prediction.
Additionally, we deploy SHapley Additive exPlanations (SHAP) on our proposed model. It helps to
understand the internal working of the model. It illustrates how much influence a classifier has on the final
prediction outcome.

INDEX TERMS Data balancing, dimensionality reduction, heart disease, machine learning, prediction,
stacking model.

The associate editor coordinating the review of this manuscript and

approving it for publication was Md Kafiul Islam .

I. INTRODUCTION
Each organ that is a part of the human body has a distinct
function. The heart is one such organ that pumps blood
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FIGURE 1. Major symptoms of heart attack.

throughout the body; if it malfunctions, this could lead
to major health issues [1]. Heart disease is one of the
leading causes of death on a massive scale worldwide.
Major symptoms of heart attack are chest pain, fatigue, high
blood pressure, pain in the arm and dizziness which are
expressed in Figure 1. Professionals have recently enhanced
their use of computer technology to improve decision-making
support. The diagnosis of patients using Machine Learning
(ML) is becoming increasingly important in the healthcare
industry [2].

ML is an analytical technique that is employed when a
task is difficult and complex to program, such as turning
medical records into knowledge, forecasting pandemics, and
analyzing genetic data. Understanding the large dataset in
the healthcare industry is greatly helped by data mining. The
extraction of patterns and significant information from the
data enhances forecasts [3].

Treatment costs are reduced overall because ML algo-
rithms are effective in identifying possibly at-risk patients
early on. There are many ML classifiers that are used to
diagnose heart illness. Regarding medical data, they must
be dependable and function well in the healthcare industry.
The early detection of cardiovascular disease before major
issues arise is the main objective of these classifiers. The
complications are significantly worse when a healthy patient
is mistaken as having a problem than when a patient with
heart illness is misdiagnosed.

ML techniques have been applied in research to diagnose
heart issues. It has been shown that when the models are
generated correctly, traditional classifiers perform effectively
in terms of accuracy [4]. A variety of strategies can be used
to improve the performance of these classifiers. In the work
covered in this study, the adoption of the stacking model
improves the performance of numerous algorithms because
it has more than one stage for learning [5].

A. CONTRIBUTIONS
In this paper, the major contributions of our suggested model
are as follows.

• A stackingmodel is designed using four classifiers at the
base level and a classifier at the meta layer for the heart
disease prediction.

• Useful information is extracted from the dataset using
three different dimensionality reduction techniques.

• Data balancing is performed using eight balancing
techniques to balance the dataset before classification.

• SHAP is deployed on the model to evaluate the impor-
tance of features influenced the model performance.

• Extensive simulations are performed using various
performance metric to check the proposed model’s
efficacy.

II. RELATED WORK
To effectively treat and prevent heart failure, cardiac illness
must be accurately and quickly diagnosed.ML algorithms are
badly impacted by data drift, requiring constant monitoring
and modification. The authors in [6] investigated the
properties of data drift for predicting sepsis, assisting in
creating efficient patient monitoring systems. This study uses
Electronic Health Records (EHRs) to evaluate the impact of
data drift on sepsis patients. The study shows that XGBoost
outperforms baseline models.
In [7], the authors utilized traditional approaches which

frequently suffer from loss of functionality and early conver-
gence and historical medical data. The suggested technique
reduces loss functions and prevents from getting stuck in local
minima using a Levy Flight-Convolutional Neural Network
(LV-CNN) and Sunflower Optimization Algorithm (SFO) for
the diagnosis of heart issues. In a MATLAB simulation,
the suggested technique achieves 95.74% accuracy. Millions
of people are affected each year by the common and
fatal condition known as Chronic Kidney Disease (CKD).
Due to the lack of significant symptoms that serve as a
benchmark, diagnosing CKD is difficult. Using information
from 400 persons, a deep neural network-based Multi-Layer
Perceptron (MLP) classifier was proposed to detect CKD
in [8]. The approach outperformed traditional ML models
like Support Vector Machines (SVM) and Naive Bayes (NB)
in classification. Neural network models act as a superior
alternative for categorizing chronic diseases.
The strategy for predicting diseases using ensemble deep

learning is presented in [9], which blends supervised and
unsupervised learning paradigms. It uses disease scoring
techniques, builds a score selection mechanism, learns poten-
tial sample representations, and trains composite features
with gradient boosting classifiers for the efficient diagnosis
of heart failure. In [10], a classification strategy is suggested
for people with heart disease and healthy subjects using ML
algorithms. To improve classification accuracy and shorten
calculation time, the system employs a sequential backward
selection of feature techniques. 70% of the Cleveland heart
disease dataset is used for training and the remaining 30%
is used for validation in the assessment. The experimental
findings demonstrate that the suggested model success-
fully distinguishes between patients having heart disease

VOLUME 11, 2023 116027

IEEEAccess· 



A. Noor et al.: Heart Disease Prediction Using Stacking Model

and healthy patients. Using Principal Component Analysis
(PCA), Agglomerative Hierarchical Clustering (AHC), and
Random Forest (RF) in [11], the authors offer an Integrated
Decision Making System (IDMS) for predicting cardiac
disease. In comparison to previous methods, the system per-
forms better than the six traditional categorization strategies.
The technology can provide significant information on heart
illness and assist clinicians in making accurate diagnoses
of heart patients. Large-scale data generated by digitization
in a variety of industries allows ML algorithms to identify
patterns and make predictions. Not all qualities, though,
are crucial for algorithmic training. The four well-known
ML algorithms investigated in [12] are Decision Tree (DT),
SVM, NB, and RF. The dimensionality reduction techniques
investigated in this study are Linear Discriminant Analysis
(LDA) and PCA. In all measurements, the results reveal
that PCA beats LDA. For treating cardiovascular patients
before heart failure, an accurate prognosis of heart disease
is essential. Datasets related to cardiovascular disease can
be processed using Artificial Intelligence (AI) methods
like gradient boosting-based sequential feature selection to
extract features. A comparison model is developed using
ML methods in [13], outperforming existing frameworks and
reaching a test accuracy of 98.78% with the stacking model.
When it comes to forecasting cardiac sickness, this paradigm
is more effective than other cutting-edge methods.

Coronary arteriography is an accurate invasive technique
for diagnosing coronary heart disease. However, its invasive
nature makes it unsuitable for annual physical examinations.
In [14], authors use ML to integrate multiple algorithms and
verify feature selection methods with personal clinical infor-
mation. A two-level stacking-based model is designed with
a meta-level input being the base-level classifiers’ output.
The model achieves accuracy, sensitivity, and specificity of
95.43%, 95.84%, and 94.44% respectively. This effectively
aiding clinicians in detecting normal coronary arteries from
those with Congenital Heart Disease (CHD). For making
predictions based on historical data, data scientists employ
ML, a potent approach. Weak algorithms’ accuracy is
increased through ensemble classification, a technique that
mixes different classifiers. On a dataset of cardiac disease,
experiments were carried out with the goal of enhancing
prediction precision in [15]. The results show that ensemble
techniques, such as bagging and boosting, efficiently increase
the prediction accuracy of weak classifiers and determine
the risk of heart disease. Ensemble classification yielded
an accuracy boost of up to 7%, while feature selection
implementation further improved the method, leading to
considerable gains in prediction accuracy.

Atherosclerotic plaques on the coronary arteries are
the primary cause of Coronary Artery Disease (CAD),
an illness that affects the heart. Medical intervention and
lifestyle modifications can postpone or stop CAD. In [16],
authors apply ML algorithms to predict long-term risk. After
Synthetic Minority Over-sampling Technique (SMOTE), the
stacking ensemble model achieved 90.9% accuracy, 96.7%

TABLE 1. Description of dataset before and after data balancing.

precision, 87.6% recall, and 96.1% AUC using 10-fold cross-
validation. The diagnosis of Cardio Vascular Disease (CVD),
a leading cause of death, requires excellent accuracy. In [17],
classification techniques, sound signal processing, and image
processing are used to compare ML methods. RF, which
has a dataset accuracy of 90.16%, is the best classifier.
Experts can enter patient health information into a web
program to forecast CVD. The effectiveness of Artificial
Neural Networks (ANNs) as predictors has increased their
popularity. In [18], the authors suggest a novel method for
heart disease prediction using PCA, LR, and DNN that
have already been trained. With accuracy rates of 91.79%
and 93.33% in training and testing data, respectively, the
suggested method exceeds cutting-edge methods.

III. PROPOSED SYSTEM MODEL
The system models that are proposed in this work are
thoroughly discussed in this section. The two modules that
make up the system models are data pre-processing and
classification.

A. PRE-PROCESSING OF DATA
In our suggested system models, we employed the dataset of
heart patients gathered by the Centers for Disease Control
and Prevention (CDC). The kaggle website makes this dataset
accessible to the general audience. The dataset has 10 features
and a total of 100000 instances. The description of the dataset
is mentioned in Table 1.

B. DATA BALANCING
The process of data balancing helps to mitigate class
imbalance issue. The dataset is an imbalance when one class
has more instances than the other, and this could affect the
model’s performance. There are several ways to balance
the classes, but it’s important to remember that balancing
should be done with great caution because it could result in
information loss and overfitting.

1) PROXIMITY WEIGHTED RANDOM AFFINE
SHADOWSAMPLING
Proximity Weighted Random Affine Shadowsampling
(ProWRAS) uses synthetic sampling as part of its oversam-
pling process. Minority class is divided, and then clusters
made up of those members of minority class are constructed.
Each cluster is given a particular weight. The cluster closest
to the dominant class is given the most weight. Each cluster’s
weights is expressed in a normalized form. The ProWRAS
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then determines the number of samples to be generated from
each cluster. The fresh samples are used as input for the
model’s classification [19]. The ProWRAS balancing method
is extremely effective since it generates new samples from the
largest possible minority class.

Algorithm 1 shows the basic steps of ProWRAS.

Algorithm 1 Proximity Weighted Random Affine Shad-
owsampling
1: Input: Training data
2: ProWRAS-Oversampling (Dataset)
3: Start
4: Generate clusters of dataset
5: Initialize synthetic samples with an empty set
6: For (Cluster, Weight ) ∈ Clusters do
7: Num_samples← [num_samples_generate * Weight]
8: Synth_samples← synth_samples ∪ synth
9: End For

10: Resulting set of generated data points
11: End

2) LOCALIZED RANDOMIZED AFFINE SHADOWSAMPLING
Localized Randomized Affine Shadowsampling (LoRAS)
is an oversampling technique that is used to generate
new synthetic samples of the minority class samples. The
minority class samples are surrounded by small regionswhere
LoRAS generates Gaussian noise, and convex combinations
of several noisy data points are used to build our final
synthetic data points [20].

Algorithm 2 shows the basic steps of LoRAS.

Algorithm 2 Localized Randomized Affine Shadowsam-
pling
1: Inputs:
2: Majority class = Cmaj
3: Minority class = Cmin
4: Start
5: Initialize loras_set as an empty list
6: For each minority class data point p in Cmin do
7: Calculate k nearest neighbor of p
8: Initialize neighborhood_shadow_sample as an empty list
9: For each minority class data point p in Cmin do

10: Sp = Draw shadow samples of the minority class
11: Repeat until desired resulting points are created
12: Return resulting set of LoRAS data points as loras_set
13: End For
14: End

3) ADAPTIVE SYNTHETIC
The Adaptive Synthetic (ADASYN) sampling technique
creates minority data samples from the total samples [21].
Using the minority class as a source, new data points are
produced. To create a synthetic sample between a minority

class sample and one of its k closest neighbors, ADASYN
computes a synthetic sample for each minority class sample.
The basis for this balancing strategy is the difference in
feature values between the minority sample and its k nearest
neighbors. The weight given to a minority sample increases
as the feature values of that minority sample diverge from
those of its neighbors. To create fresh data points that serve
to balance the dataset, new synthetic samples and minority
samples are mixed [22].

Algorithm 3 shows the basic steps of ADASYN.

Algorithm 3 Adaptive Synthetic
1: Input: Training data
2: No. of majority samples N−

3: No. of minority samples N+

4: Start
5: Set the threshold value
6: Maximum degree of class imbalance = d th

7: Synthetic samples G= (N− − N+) ∗ β

8: Normalized each minority sample rx = ri/
∑
ri

9: Total no. of synthetic samples gi = rx ∗ G
10: End

The total number of minority data points to generate is G.
The ratio of minority classes is represented as β. For each
minority class, the k nearest neighbor is calculated as ri [23].

4) SYNTHETIC MINORITY OVERSAMPLING TECHNIQUE
To overcome the issue of data imbalance, Synthetic Minority
Oversampling Technique (SMOTE) is used. It generates
synthetic samples using the minority class attributes. SMOTE
increases the percentage of only the minority cases after
taking the complete dataset as input. SMOTE works the best
and helps to balance the dataset [24].

Algorithm 4 presents the working of SMOTE.

Algorithm 4 Synthetic Minority Oversampling Technique
1: Input: Training data
2: The training set = Tr as an input
3: Nearest neighbor = p
4: Nearest neighbor during data cleaning = k
5: Output: The training set after SMOTE = New_Tr
6: Start
7: For i = 1 to N do
8: Generate the new samples from the minority class and

add it to New_Tr
9: End For
10: End

5) RANDOM OVER SAMPLING
RandomOver Sampling (ROS) is themost common oversam-
pling method. ROS chooses samples at random and produces
fresh samples of the minority class samples. Even when the
number of samples is increased, new samples are frequently
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very identical to the original samples, which could lead to
overfitting because the generated samples are perfect replicas
of the original samples. Algorithm 5 presents the working of
ROS [25].

Algorithm 5 Random Over Sampling
1: Input: Training data
2: Samples of minority class C_min as input
3: Samples of majority class C_maj as input
4: Start
5: For i = 1 to N do
6: Randomly generate the new samples from the minority

class
7: End For
8: End

6) MAJORITY WEIGHTED MINORITY OVERSAMPLING
TECHNIQUE
The hard-to-learn informative minority class samples are
first identified by Majority Weighted Minority Oversampling
Technique (MWMOTE), which then weights them based on
how far they are from the nearbymajority class samples in the
Euclidean space. Then, using a clustering method, it creates
the synthetic samples from the weighted informativeminority
class samples. All of the created samples are done so that they
all fall into a single minority class cluster [26]. Algorithm 6
presents the working of MWMOTE.

Algorithm 6 Majority Weighted Minority Oversampling
Technique
1: Input: Data x
2: Minority class samples S_min
3: Majority class samples S_maj
4: N = Number of synthetic samples
5: Minority class clusters= L1,L2, . . . ,LM
6: Start
7: For j = 1, 2, . . . , N do
8: Select a random sample from the set of clusters.
9: Generate new sample s

10: Add new sample in S_min
11: End For
12: End

7) BORDERLINE- SYNTHETIC MINORITY OVERSAMPLING
TECHNIQUE
The Borderline - Synthetic Minority Oversampling Tech-
nique (B-SMOTE) technique focuses specifically on the
samples that are located on the periphery of minority
classes, from which new samples are created. As the
boundaries between classes grow more distinct, a successful
classifier prediction is achieved. However, the generated
synthetic samples will emphasize the overlapping regions,
particularly when the distinction between classes is unclear
[27]. Algorithm 7 presents the working of B-SMOTE.

Algorithm 7 Borderline-Synthetic Minority Oversampling
Technique
1: Input:
2: M =Minority class samples
3: S = New synthetic samples
4: k = Nearest neighbor
5: Output: (S/100)*M
6: Start
7: For i = 1 to M do
8: Compute k nearest neighbor for each minority instance
9: Check the number of majority instances M’
10: If k2 < M’ < k
11: Add instance M to to borderline subset
12: End If
13: End For
14: End

8) RANDOM WALK OVERSAMPLING TECHNIQUE
By randomly walking from the real data, the Random Walk
Over Sampling (RWOS) technique balances the samples of
each class. The minority class instance set and the training
data set T are both specified. A point in the m-dimensional
space is represented by each of the m qualities corresponding
tom dimensional vectors.We give the attribute set a name and
use it to indicate an instance’s attribute value. The number
s indicates how many synthetic samples are produced from
each instance. If, each real instance in P is utilized once,
n synthetic instances are made, and the minority class is
oversampled at a rate of 100% [28]. The working of RWOS
is explained in Algorithm 8.

Algorithm 8 Random Walk Oversampling Technique
1: Input: Training data
2: Start
3: For i = 1 to m do
4: Calculate the mean µi =

∑n
j=1 ai(j)
n

5: Calculate the variance σ 2
i =

1
n

∑n
j−1 (ai(j)− µi)2

6: Generate random synthetic samples
7: End For
8: End

C. DIMENSIONALITY REDUCTION
Dimensionality reduction is a method of reducing the number
of variables taken into account. It can be used to extract
latent features from raw datasets or to reduce data while
maintaining its original structure. In this work, three different
dimensionality reduction methods are used. These methods
are discussed below.

1) RECURSIVE FEATURE ELIMINATION
Recursive Feature Elimination (RFE) is a method used
to select the most important features. Features are ranked
according to their importance in the dataset. The least
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important features are ranked the lowest and discarded [29].
When utilizing RFE, there are two crucial configuration
choices: the number of features to choose and the algorithm
that will be used to aid in feature selection. Although the
effectiveness of the approach is not largely dependent on
the configuration of these hyperparameters, it is possible to
investigate both of them.

The working of RFE [30] is explained in Algorithm 9.

Algorithm 9 Recursive Feature Elimination
1: Input
2: Start
3: Training set
4: Set of features F= f1, . . . , fM
5: Number of features to select = N
6: Output:
7: Most highest ranked set of features→ F t

8: For each n in N, do
9: Perform RFE and select n features→ F t

10: Train with RF using F t

11: End For
12: F = F t

13: End

2) LINEAR DISCRIMINANT ANALYSIS
LDA is a supervised method used to reduce the dimension
of data. LDA works in a linear combination, that uses
several data items and applies a function to that location
to individually analyze distinct classes. Finding the linear
combination of features that distinguishes two ormore classes
of objects is performed by LDA approach. In other words,
LDA is a method that enables us to determine which features
are most advantageous for classifying various types of data
[31]. The working of LDA is explained in Algorithm 10.

Algorithm 10 Linear Discriminant Analysis
1: Input:
2: Training data: (x1, y1), (x2, y2), . . . , (xn, yn),where xi ∈
Rd and yi ∈ 1, 2, . . . , k for i = 1, 2, . . . , n

3: Start
4: Learn projection matrix: W ∈ Rd∗(k−1)

5: Compute class means mj = 1
nj

∑
i:yi = jxi for j = 1,2,

. . . , k
6: Compute between class matrix: SB =

∑
j=1knj(mj −

m)(mj − m)T ,wherem = 1
n

∑
i = 1nxi

7: Compute within class matrix: SW =
∑

j=1k
∑
i : yi =

j(xi − mj)(xi − mj)T

8: Compute eigen decomposition of S−1W SB : S
−1
W SB =

U3UT

9: Select the first k-1 eigen vectorsW= [ui, u2, . . . , uk−1],
where ui is the ith eigen vector of S−1W SB

10: Project data onto the learned subspace: x ′ = W T x
11: End

The input data D has a wide range of features and k
number of classes. Firstly, the mean class mj is calculated.
Secondly, the between class matrix and within class matrix
are calculated as SB and SW. ProjectionmatrixW is composed
using the eigen vector k-1 using the eigen decomposition of
a matrix. At last, the data is projected as x.

3) FACTOR ANALYSIS
An unsupervised learning technique used to reduce the
dimension of data is Factor Analysis (FA). In order to express
the common variance, or variation resulting from correlation
among the observed variables, this approach constructs
factors from the observed variables. The mathematical
formulation of FA is given in the equation 1 [32].

xi − µi = l1F1+ . . .+ lnFn + ϵi (1)

Variable x, factor F and the loading factor which acts as the
factor weight is l, for the corresponding variable.

4) CRITICAL ANALYSIS
The optimal dimensionality reduction approach can have a
big impact on the efficiency of the proposed model. A crucial
phase of model creation is dimensionality reduction. In the
proposed model, RFE and LDA have shown great results,
however, FA has not shown good results. For feature selec-
tion, RFE is a helpful method because it shows the features
that are important for the proposedmodel. In order to improve
the class separation, LDA is very helpful in restructuring the
feature space, which enhances the performance of the base
classifiers. The low performance of FA indicates that the
underlying latent factors generating the observed features are
not supporting the dataset used for the prediction of heart
disease.

D. MACHINE LEARNING TECHNIQUES
In the field of medicine, data science and ML have been
extensively applied to the risk assessment of multiple
disorders. The primary goal of the most widespread use of
these models is to identify the most appropriate variables
for long-term risk prediction in order to prevent significant
health issues and support specialists. This study presents the
forecasting abilities of the stacking model. To estimate the
long-term risk of an individual developing CVD, in particular,
the proposed system model is compared with benchmark
techniques.

1) PASSIVE AGGRESSIVE CLASSIFIER
PAC is anML algorithm commonly known as online learning
algorithm. It works efficiently on big data. It almost looks
like the perceptron algorithm where the data is entered in
sequence and updated. PAC works in a way that it has no
learning rate. The data comes in an order, the classifier
learns from it and then discards that data automatically. This
algorithm is quick enough to detect and modify the changes
in the model as new data comes. It has a regularization
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parameter for the efficiency of the model. The regularization
parameter helps to validate the model in a way that it does
not misclassify the results. It only changes the parameter
when it is unable to accurately classify the data. If the model
is unable to classify the new incoming data, then it will
change the weight and move the hyperplane for the accurate
classification. This is known as the aggressive part of the
algorithm. Whereas, the passive part of PAC is that when
it classifies the new data accurately and does not make any
change in the model. It is a memory efficient model as it is
not able to store previous data. It reads the data, updates it
and then discards the data [33]. This process is explained in
Algorithm 11. X represents the training instances and target
labels are represented as Y in the dataset N. The cost function
of PAC is ρ. Whereas, weights are assigned as W and l
denotes the loss function.

Algorithm 11 Passive-Aggressive Classifier
Require: Dataset N

Weight =W
xi = Training Set
yi = Testing Set

1: Cost function ρ (y, y’)
2: Start
3: Weight VectorW = 1/N where i = 1, 2, . . . , N
4: If PA == PB
5: Return y

′

i = argmaxy∈Y (Wi.φ(xi, y))
6: End If
7: If PA method==Max-loss(ML)
8: Return y’= arg maxr∈Y (Wi.φ(xi, r)) − (Wi.φ(xi, yi)) +
√

ρ(yi, r)
9: End If

10: Loss function: li= (Wi.φ (xi, yi′ ))-(Wi.φ (xi,yi′ ))+
√

ρ(yi,
yi′ )

11: Update weight W
12: End

PAC is modified in two updated versions, PA-I and
PA-II, which are used to increase the dimensions of x
and to minimize the misclassification. The mathematical
formulation of PA-I and PA-II is given in the equations below.

τt = min{C, ∥ lt/xt ∥2} (2)

τt = min{∥ lt/xt ∥2 +1/2C} (3)

In equations 2 and 3, τ is the lagrange multiplier and the
positive parameter is represented as C.

2) RIDGE CLASSIFIER
RC is an ML algorithm that deals with the linear discriminant
model. It is used for regularization and to prevent the model
from overfitting. In the regularization method, a penalty is
given to the model coefficient (cost function), which helps
to reduce the complexity of the model. When we are giving
the penalties, we have to check the coefficient value. When
we are dealing with small data, the penalty will be more and

the coefficient value will be smaller. This helps to prevent
the model from overfitting. On the other hand, the model will
underfit as the coefficient value is large with the penalty while
dealing with big data [33]. RC uses L2 (ridge) regularization,
which is basically a ridge function that helps to improve
model performance and increase the training speed. This
process is explained in Algorithm 12. Regression parameter
α is calculated for each entry in the dataset.

Algorithm 12 Ridge Classifier
1: Input Data matrix X holds the training set
2: Data matrix Y holds the testing set
3: Start
4: For each test data y ∈ Y do
5: Calculate the regression parameter vector:

α = argα imin ∥ x − Xiα i ∥22 +λ ∥αi ∥
2
2

6: Calculate distance between the test sample y and yi
7: Assign y to that class whose distance is minimum
8: End For
9: End

RC seeks to reduce the sum of error terms as well as the
sum of the squares of the coefficients [34]. Regularization
refers to the sum of the squares of the coefficients, and it also
has the regularization coefficient, represented by λ and β is
the regression coefficient used in equation 4.

argminβoβ{1/N
∑N

i=1
(yi − βo

∑p

j=1
xijβj)2} (4)

3) STOCHASTIC GRADIENT DESCENT CLASSIFIER
Traditionally, gradient descent was designed to find a slope.
It starts from a random point and then shifts its slope step
by step downwards to find the minimum value of a function.
It performs well on small data. However, if we have big
data, it slows down the processing. This will cause overhead
and become computationally expensive [35]. To encounter
this issue, SGDC is introduced where Stochastic generally
means random. So, in this case, we just work on a single
point from the entire dataset at every iteration. This reduces
the computation complexity and speeds up the model. This
process is explained in Algorithm 13.
The mathematical representation of SGDC is written in

equation 5.

ω = ω − η∇Qi(ω) = ω − η/n
∑n

i−1
∇Qi(ω) (5)

η is the learning rate, ω is the initial vector from where we
start and Qi is the loss function.

4) EXTREME GRADIENT BOOSTING CLASSIFIER
XGBoost is an optimization algorithm. It is a modified
version of gradient boosting classifier that helps to enhance
the accuracy of a model. It is an ensemble learning method,
which works in a sequential order [36]. It works on building
trees in a sequential order. The wrong predictions are moved
to the next tree, which will train it again with the original
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Algorithm 13 Stochastic Gradient Descent Classifier
Require: Input Data N

Training Set X
W = Initialize as small random numbers

1: while not converged do
2: For n← 1, N do
3: ynk ←

∑i=1
d ωkiXin + bk

4: For k← 1, K do
5: For i← 1, d do
6: ω = ω − η∇Qi(ω) = ω − η/n

∑n
i−1 ∇Qi(ω)

7: End For
8: bk ← bk − η.ω

9: End For
10: End For
11: End while
12: End

dataset and this process continues. The implementation is
done in a parallelization loop between leaf nodes and the
features [37]. Equation 6 expresses the quadratic functions
of one variable in XGBoost.

L(t) =
∑N

i=1
[gift(xi) = 1/2hif 2t (xi)]+�(ft ) (6)

L is the loss function, g is the gradient and � is the
optimization.

In Algorithm 14, f(x) is the number of weak learners for k
number of iterations. Base classifiers are represented by b(k)
and weight of each tree is given by ω.

Algorithm 14 Extreme Gradient Boosting Classifier
Require: Input Data N

Training samples in X
Gain = G

1: Start
2: Dataset N = (xi, yi),. . . , (xn, yn), where xi ∈ X and
yi ∈ Y {(0,1)}

3: Initialize f (x) =
∑
bk (x)

4: For k=1, 2, . . .M whereM is the number of base learners
do

5: Calculate gk =
∂L(y,f )

∂f
6: Determine the structure by choosing split withmaximum

gain

7: A = 1
2 [

G(2)
L
HL
+

G(2)
R
HR
+

G(2)

H ]

8: Determine the leaf weights w∗ = −G(2)

H
9: Determine the base learner b(x) =

∑( T )(j− 1) wi
10: Add tree fk (x) = fk−1(x)+ b(x)
11: End For
12: Return output
13: End

5) LOGITBOOST CLASSIFIER
It is a boosting algorithm and is used to improve the
performance of DT classifiers on binary classification. It is

commonly known as additive logistic regression and is used
to minimize the logit loss by using L2 regularization. Value of
L2 regularization is not mentioned during the classification.
The model tends to drive the slope towards zero and leads
to overfitting. To resolve this issue, L2 regularization is
initialized. Logitboost is less sensitive to outliers and noise.
In this model, on every round, new weights are assigned
to the previous wrongly predicted samples. This process is
explained in Algorithm 15 [38].

Algorithm 15 LogitBoost Classifier
Require: Input Data N

Training samples in X
Weight =W

1: Start
2: Dataset N= (x1, y1),. . . ,(xi, yi),. . . , (xn, yn), where xi ∈
X and yi ∈ Y {(0, 1)}

3: K = Number of iterations (1, 2, . . . , k)
4: Weight VectorW = 1/N where i = 1, 2,. . . , N
5: Function F(x) = 0
6: Probability p(xi)=1/2
7: Calculate the weights on each iteration

Wi=p(xi)/(1− p(xi))
zi = yi − p(xi)/p(xi)(1− p(xi))

8: Fit the function F (x) by a weighted least squares
regression of zi to xi using weights Wi

9: Update F(x) = F(x) + 1/2fk(x)
p(x)← ef (x)

eF(x)+e−F(x)
10: Output sign [F(x)] =

∑
[Fk(x) ]

11: Return Output
12: End

The dataset is separated into two classes and is represented
by N in Algorithm 15. Let the training set consists of the
following values: {(x1, y1), . . . , (xi, yi), . . . , (xn, yn)}, where
X represents the feature vector and Y represents the target
class. The mathematical formulation to minimize the logistic
loss [37] is mentioned in equation 7.∑

i

log(1+ e−yif (x)) (7)

E. HYPERPARAMETER TUNING
Hyperparameters are a set of parameters that are used to regu-
late how a model or algorithm behaves and can be changed to
produce an improvised model with the best performance. The
process of choosing the best collection of hyperparameters
for an ML model is known as hyperparameter tuning. Since
the selection of hyperparameters has a significant influence
on the model’s performance, it is an important step in the
model-building process [39]. We have used the Random
Search approach for tuning the hyperparameters. The model
is trained using a set of combinations of hyperparameters
that are randomly selected from a preset list in the random
search approach [40]. The Table 2 shows the used ranges
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TABLE 2. Hyperparameters’ range of the machine learning techniques used in this work.

of the hyperparameters used by the classifiers (ML). The
Random Search optimization technique is used to adjust
hyperparameters of all of the machine learning classifiers
used in this work. The range of hyperparameters of the many
thresholds in the base (benchmark) classifiers and also in the
proposed modesl are provided in the Table 2. The Random
Search method is used to modify the hyperparameters of
all classifiers. By using these specific hyperparameters, the
performance of the proposed model is enhanced and it
becomes more efficient than the base classifiers.

F. SHAPLEY ADDITIVE exPLANATIONS
SHAPley Additive exPlanations (SHAP) is a visualization
tool that is used to make a ML model’s output more
understandable. It can be used to explain the prediction of any
model by estimating the contribution of each feature to the
forecast. In order for SHAP to work, a model’s output must
be divided into the sums of the impacts of all of its features.
The value obtained by SHAP represents the contribution
of each feature to the model outcome. These values can
be used to explain the model’s result to someone and help
them understand the importance of each component. This is
especially beneficial for businesses and teams that report to
clients or management [41].

G. PROPOSED STACKING MODEL
ML plays an important role in the diagnosis of cardiovas-
cular disease prediction. Many ML techniques have been
introduced for the prediction of heart patients. The proposed

FIGURE 2. Proposed system model’s flow diagram.

stacking model is a great contribution to heart disease
prediction.

The proposed system model flow diagram is expressed in
Figure 2.
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FIGURE 3. Proposed system model PaRSEL.
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Firstly, the data is transformed into low dimension from
high dimension without compromising on the quality of data
using three different approaches. Secondly, eight different
balancing techniques are implemented on the dataset to
solve the issue of class imbalance. Classification is being
performed using a stacking model named PaRSEL. The base
layer of the PaRSEL consists of four passive classifiers,
namely PAC, RC, SGDC andXGBoost. Each classifier has its
own prediction based on the training data. The training data
serves as the primary building block for classifier algorithms.
The data is fed to the algorithms, which then discover patterns
and correlations between features and related labels present
in the data. Meta layer uses the LogitBoost classifier as
an active learner. The PaRSEL is used to predict the heart
disease. The model is trained on a labeled dataset. The most
relevant features are used for the training of model such
as hypertension, physical health, stress level, smoking and
alcohol consumption.

Algorithm 16 explains how our proposed model PaRSEL
works. First, the dataset D is loaded. Data is labeled in the
form of 0 and 1. Null values and outliers present in the dataset
are removed. Dimensionality reduction is used to reduces the
number of features in the dataset. The dataset is split into the
two sub sets, the training set and the testing set. Afterward,
data balancing techniques are used to solve the imbalance
nature of the dataset, as in [42]. Four base classifiers, namely
PAC, RC, SGDC and XGBoost, are initialized at level 0 and
trained on the training data. Each classifier learns different
patterns and makes predictions. The classifications done by
the base machine learning machine classifiers are fed as input
to the meta layer classifiers for final predictions.

IV. RESULTS AND DISCUSSION
The proposed model PaRSEL’s simulation results are eval-
uated and discussed in this section. Four different ML
classifiers, PAC, RC, SGDC and XGBoost, are implemented
at the base layer and their results are compared with
the proposed model. LogitBoost is deployed at the meta
layer in the proposed model. The simulation tool for
Python’s code implementation is Google Colab. We use the
heart patients’ dataset, which comprises 100000 instances
and is imbalanced. To balance the dataset, eight different
balancing techniques have been used, and for accurate and
efficient results, three dimensionality reduction techniques
are implemented.

A. PERFORMANCE RESULTS
The best outcomes of our suggested model, PaRSEL, are
discussed in this section using dimensionality reduction and
data balancing approaches. Figure 4 and Table 3 show
that PaRSEL achieves 97% accuracy, 80% F1-score, 96%
precision and 70% recall value after applying dimensionality
reduction and ProWRAS balancing approach. As the number
of features are reduced using RFE, LDA and FA, the model’s
performance is enhanced. For RFE and LDA, the proposed
model outperforms the standalone techniques. However, with

Algorithm 16 Proposed Model: PaRSEL’s Algorithm
1: Input: Training data D
2: Start
3: Remove null values
4: Apply dimensionality reduction techniques one by one
5: Split D into train and test
6: Apply balancing techniques to balance the dataset
7: Create base layer classifiers
8: PAC = (level 0)
9: RC = (level 0)

10: SGDC = (level 0)
11: XGBoost = (level 0)
12: For t = 1 to T do
13: learn ht based on D
14: End For
15: Construct a new dataset of predictions
16: For i = 1 to m Do
17: Dh = {x ′i , yi}, where x

′
i = {h1(xi), . . . , ht (xi)}

18: End For
19: Create meta layer classifier
20: LogitBoost = (level 1)
21: learn H based on Dh
22: return H
23: Train the model
24: Fit the model (x-train, y-train)
25: Final Prediction
26: End

FIGURE 4. PaRSEL’s comparison with the base classifiers using ProWRAS,
RFE, LDA and FA.

FA, it underperforms and does the achieve the desired
outcomes.

Table 4 shows that PaRSEL achieves 98% accuracy, 95%
F1-score, 94% precision and 97% recall value after applying
dimensionality reduction, ProWRAS balancing approach
and hyperparameter tuning. This clear change caused by
hyperparameter tuning is given in Table 3.
Figure 5 and Table 5 show that PaRSEL achieves 97%

accuracy, 81% F1-score, 99% precision and 68% recall
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TABLE 3. Proposed Model: PaRSEL’s comparison with the base classifiers.

TABLE 4. Proposed Model: PaRSEL’s comparison with the base classifiers using balancing technique ProWRAS with LDA dimension reduction technique
using hyperparameter tuning.

FIGURE 5. PaRSEL’s comparison with the base classifiers using LoRAS,
RFE, LDA and FA.

value after applying dimensionality reduction and LoRAS
balancing approach. As the number of features reduced using
RFE, LDA and FA, the model’s performance is enhanced.
The model performs efficiently when using RFE and LDA.

FIGURE 6. PaRSEL’s comparison with the base classifiers using ROS, RFE,
LDA and FA.

However, when using FA, themodel’s performance is reduced
and less than 50% accuracy is achieved.

Figure 6 and Table 6 show that PaRSEL achieves 97%
accuracy, 80% F1-score, 99% precision and 67% recall value
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Proposed Model: PaRSEL's Comparison with the Base Classifiers nsing Balancing Technique ProWRAS without any Dimension Reduction Technique 
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TABLE 5. PaRSEL’s comparison with the base classifiers using LoRAS.

FIGURE 7. PaRSEL’s comparison with the base classifiers using ADASYN,
RFE, LDA and FA.

after applying dimensionality reduction and ROS balancing
approach. The model’s performance is enhanced via reducing
the number of features using RFE, LDA and FA. The model
performs poorly when using FA while it performs efficiently
when RFE and LDA are used.

Figure 7 and Table 7 show that PaRSEL achieves 97%
accuracy, 81% F1-score, 99% precision and 67% recall
value after applying dimensionality reduction and ADASYN
balancing approach. Due to the feature reduction application
of RFE, LDA and FA, the model’s performance is enhanced.
However, unlike when RFE and LDA are used, the model
does not work efficiently when FA is used.

Figure 8 and Table 8 show that PaRSEL achieves 97%
accuracy, 80% F1-score, 99% precision and 77% recall

FIGURE 8. PaRSEL’s comparison with the base classifiers using SMOTE,
RFE, LDA and FA.

value after applying dimensionality reduction and SMOTE
balancing approach. As the no of features are reduced using
RFE, LDA and FA, the model’s performance is enhanced.
However, due to random selection of features by FA, the
model is not performing as efficiently as with RFE and LDA.

Figure 9 and Table 9 show that PaRSEL achieves 97%
accuracy, 80% F1-score, 99% precision and 68% recall
value after applying dimensionality reduction and B-SMOTE
balancing approach. Due to the feature reduction application
of RFE, LDA and FA, the model’s performance is enhanced.
However, the model does not work efficiently when FA is
used unlike when RFE and LDA are used.

Figure 10 and Table 10 show that PaRSEL achieves 97%
accuracy, 80% F1-score, 93% precision and 68% recall value
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Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique LoRAS without any Dimension Reduction Technique 
Classifier Accuracy Fl-Score Precision Recall Execution Time 
PAC 70% 76% 10% 70% 41 sec 
RC 76% 80% 30% 78% 39 sec 
SGDC 68% 70% 45% 62% 45sec 
XGBoost 83% 83% 52% 81% 31 sec 
LogitBoost 83% 82% 52% 82% 55 sec 
Proposed Model 97% 80% 97% 68% I min40 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique LoRAS with RFE Dimension Reduction Technique 

PAC 69% 75% 18% 69% 19 sec 
RC 85% 87% 34% 75% 10 sec 
SGDC 90% 91% 93% 90% 17sec 
XGBoost 94% 94% 67% 73% 13 sec 
LogitBoost 95% 94% 69% 73% 24 sec 
Proposed Model 97% 80% 99% 67% I min 7 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique LoRAS with LDA Dimension Reduction Technique 

PAC 94% 93% 75% 94% 19 sec 
RC 87% 89% 38% 81% 24 sec 
SGDC 90% 91% 93% 90% 14sec 
XGBoost 92% 90% 99% 18% 13 sec 
LogitBoost 92% 90% 99% 17% 16 sec 
Proposed Model 97% 81% 99% 65% I min 8 sec 
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LogitBoost 50% 35% 25% 31% 30 sec 
Proposed Model 50% 31% 20% 35% 10 sec 
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TABLE 6. PaRSEL’s comparison with the base classifiers using ROS.

TABLE 7. PaRSEL’s comparison with the base classifiers using ADASYN.

after applying dimensionality reduction and MWMOTE
balancing approach. Due to the feature reduction capability
of RFE, LDA and FA, the proposed model’s efficiency is
enhanced. However, unlike when RFE and LDA are used, the
model performs poorly using FA.

Figure 11 and Table 11 show that PaRSEL achieves 97%
accuracy, 81% F1-score, 99% precision and 67% recall value
after applying dimensionality reduction andRWOSbalancing

approach. The proposed model’s efficiency is enhanced due
to reducing the number of features using RFE, LDA and FA.
On the contrary to the model’s performance with RFE and
LDA, the model performs poorly with FA.

Moving ahead, the proposed model is tested on a new
independent dataset using the same process flow. The dataset
of cardiovascular patients is acquired from Kaggle, which
makes this dataset accessible to the general audience. The
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Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique ROS without any Dimension Reduction Technique 
Classifier Accuracy Fl-Score Precision Recall Execution Time 
PAC 89% 90% 41% 89% 49 sec 
RC 87% 89% 39% 86% 53 sec 
SGDC 86% 88% 93% 86% 32 sec 
XGBoost 92% 93% 52% 88% 1 min 
LogitBoost 91% 92% 50% 90% 37 sec 
Proposed Model 97% 80% 99% 67% 1 min 19 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique ROS with RFE Dimension Reduction Technique 

PAC 49% 90% 59% 13% 49 sec 
RC 87% 89% 39% 87% 10 sec 
SGDC 76% 81% 93% 76% 25 sec 
XGBoost 92% 93% 52% 88% 28 sec 
LogitBoost 91% 92% 50% 90% 21 sec 
Proposed Model 97% 80% 99% 67% 1 min 3 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique ROS with LDA Dimension Reduction Technique 

PAC 79% 84% 28% 79% 12 sec 
RC 87% 89% 38% 81% 26 sec 
SGDC 87% 89% 93% 87% 23 sec 
XGBoost 87% 90% 39% 80% 6 sec 
LogitBoost 88% 89% 40% 80% 18 sec 
Proposed Model 97% 81% 99% 64% 1 min 4 sec 

Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique ROS with FA Dimension Reduction Technique 
PAC 49% 31% 0% 50% 8 sec 
RC 49% 31% 0% 0% 9 sec 
SGDC 50% 33% 25% 50% 14 sec 
XGBoost 49% 33% 0% 0% 14 sec 
LogitBoost 49% 33% 0% 0% 9 sec 
Proposed Model 50% 0% 0% 0% 13 sec 

Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique ADASYN without any Dimension Reduction Technique 
Classifier Accuracy Fl-Score Precision Recall Execution Time 
PAC 83% 86% 31% 83% 59 sec 
RC 82% 85% 30% 88% 43 sec 
SGDC 65% 73% 92% 65% 41 sec 
XGBoost 88% 90% 43% 88% 1 min 4 sec 
LogitBoost 88% 90% 41% 89% 56 sec 
Proposed Model 97% 80% 98% 67% 1 min 18 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique ADASYN with RFE Dimension Reduction Technique 

PAC 83% 86% 31% 83% 39 sec 
RC 81% 85% 30% 88% 10 sec 
SGDC 92% 92% 93% 92% 56 sec 
XGBoost 88% 90% 43% 88% 56 sec 
LogitBoost 88% 90% 41% 90% 52 sec 
Proposed Model 96% 78% 78% 77% 1 min 8 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique ADASYN with LDA Dimension Reduction Technique 

PAC 84% 86% 33% 84% 7 sec 
RC 87% 89% 39% 81% 5 sec 
SGDC 88% 90% 93% 88% 14 sec 
XGBoost 92% 90% 99% 18% 13 sec 
LogitBoost 92% 91% 99% 17% 9 sec 
Proposed Model 97% 80% 98% 66% 1 min 5 sec 

Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique ADASYN with FA Dimension Reduction Technique 
PAC 50% 34% 0% 50% 14 sec 
RC 50% 33% 0% 0% 24 sec 
SGDC 50% 33% 25% 50% 14 sec 
XGBoost 49% 33% 0% 0% 15 sec 
LogitBoost 49% 33% 0% 0% 60 sec 
Proposed Model 50% 10% 0% 0% 19 sec 
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TABLE 8. PaRSEL’s comparison with the base classifiers using SMOTE.

TABLE 9. PaRSEL’s comparison with the base classifiers using B-SMOTE.

dataset has 11 features and a total of 50000 instances.
Table 12 shows that PaRSEL achieves 98% accuracy, 95%
F1-score, 94% precision and 97% recall after applying
dimensionality reduction and ProWRAS balancing approach
on the new dataset. The proposed model efficiently outper-
forms the individual classifiers.

In Figures 12 the execution time of PaRSEL is mentioned
using eight different balancing approaches and labeled them

as PaRSEL 1, PaRSEL 2, PaRSEL 3, PaRSEL 4, PaRSEL 5,
PaRSEL 6, PaRSEL 7 and PaRSEL 8. By applying data
balancing and dimensionality reduction approaches, the time
complexity is reduced. The models take less time to predict
the disease as compared to the time taken by the model using
all features.

Figure 13 displays the proposed model’s AUC-ROC
curves. The proposed model obtains an AUC-ROC score
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Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique SMOTE without any Dimension Reduction Technique 
Classifier Accuracy Fl-Score Precision Recall Execution Time 
PAC 69% 76% 20% 69% 39 sec 
RC 85% 87% 35% 85% 41 sec 
SGDC 65% 73% 92% 65% 1 min 
XGBoost 91% 92% 49% 84% 55 sec 
LogitBoost 90% 91% 47% 86% 34 sec 
Proposed Model 97% 80% 99% 67% 2 min 12 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique SMOTE with RFE Dimension Reduction Technique 

PAC 81% 85% 30% 81% 41 sec 
RC 85% 87% 35% 85% 15 sec 
SGDC 91% 92% 93% 91% 7 sec 
XGBoost 91% 92% 50% 85% 12 sec 
LogitBoost 90% 91% 47% 86% 21 sec 
Proposed Model 97% 81% 99% 64% 1 min 2 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique SMOTE with LDA Dimension Reduction Technique 

PAC 94% 93% 79% 94% 14 sec 
RC 94% 92% 78% 49% 29 sec 
SGDC 94% 94% 94% 95% 18 sec 
XGBoost 94% 93% 75% 47% 6 sec 
LogitBoost 94% 93% 75% 51% 21 sec 
Proposed Model 97% 81% 99% 65% 1 min 5 sec 

Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique SMOTE with FA Dimension Reduction Technique 
PAC 48% 32% 0% 50% 6 sec 
RC 49% 33% 0% 0% 14 sec 
SGDC 50% 33% 25% 50% 17 sec 
XGBoost 48% 31% 0% 0% 43 sec 
LogitBoost 49% 33% 0% 0% 6 sec 
Proposed Model 50% 0% 0% 0% 12 sec 

Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique B-SMOTE without any Dimension Reduction Technique 
Classifier Accuracy Fl-Score Precision Recall Execution Time 
PAC 87% 89% 37% 87% 1 min 
RC 83% 86% 33% 87% 56 sec 
SGDC 74% 80% 92% 74% 49 sec 
XGBoost 91% 92% 50% 85% 1 min 5 sec 
LogitBoost 90% 91% 47% 83% I min 
Proposed Model 97% 80% 99% 68% 1 min 45 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique Borderline-SMOTE with RFE Dimension Reduction Technique 
PAC 87% 88% 38% 87% 27min 
RC 83% 86% 33% 87% 5 sec 
SGDC 81% 85% 93% 81% 17 sec 
XGBoost 91% 92% 49% 85% 12 sec 
LogitBoost 90% 91% 47% 87% 22 sec 
Proposed Model 97% 80% 98% 67% 1 min 15 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique Borderline-SMOTE with LDA Dimension Reduction Technique 
PAC 94% 94% 72% 94% 22 sec 
RC 94% 93% 78% 49% 30 sec 
SGDC 93% 94% 93% 94% 15sec 
XGBoost 91% 87% 94% 40% 6 sec 
LogitBoost 94% 93% 80% 46% 15 sec 
Proposed Model 97% 80% 98% 65% 1 min 7 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique Borderline-SMOTE with FA Dimension Reduction Technique 

PAC 47% 31% 0% 50% 5 sec 
RC 48% 33% 0% 0% 6 sec 
SGDC 49% 33% 25% 50% 14 sec 
XGBoost 49% 33% 0% 0% 15 sec 
LogitBoost 50% 34% 0% 0% 3 sec 
Proposed Model 50% 0% 0% 0% 13 sec 
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TABLE 10. PaRSEL’s comparison with the base classifiers using MWMOTE.

TABLE 11. PaRSEL’s comparison with the base classifiers using RWOS.

TABLE 12. Proposed Model: PaRSEL’s comparison with the base classifiers using ProWRAS with LDA on a new dataset.

of 98%. It simply indicates that our proposed model
distinguished between the two classes quite efficiently and

correctly, which validates its performance, and makes it
effective and useful for heart prediction.
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Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique MWMOTE without any Dimension Reduction Technique 
Classifier Accuracy Fl-Score Precision Recall Execution Time 
PAC 90% 91% 45% 90% 53 sec 
RC 87% 89% 39% 86% 39 sec 
SGDC 82% 85% 93% 82% 59 sec 
XGBoost 97% 96% 96% 69% 1 min 2 sec 
LogitBoost 97% 97% 97% 69% 49 sec 
Proposed Model 97% 80% 95% 65% 1 min43 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique MWMOTE with RFE Dimension Reduction Technique 

PAC 85% 87% 35% 85% 20 sec 
RC 87% 89% 39% 86% 6 sec 
SGDC 94% 93% 93% 94% 7 sec 
XGBoost 97% 96% 95% 69% 17 sec 
LogitBoost 97% 97% 97% 70% 8 sec 
Proposed Model 97% 81% 98% 64% 1 min 18 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique MWMOTE with LOA Dimension Reduction Technique 

PAC 93% 92% 95% 93% 9 sec 
RC 92% 91% 99% 18% 18 sec 
SGDC 92% 90% 93% 92% 13 sec 
XGBoost 92% 91% 99% 18% 8 sec 
LogitBoost 93% 90% 99% 18% 4 sec 
Proposed Model 97% 80% 93% 67% 1 min 6 sec 

Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique MWMOTE with FA Dimension Reduction Technique 
PAC 48% 33% 0% 50% 12 sec 
RC 45% 31% 0% 0% 5 sec 
SGDC 50% 35% 25% 50% 24 sec 
XGBoost 50% 34% 0% 0% 15 sec 
LogitBoost 49% 33% 0% 0% 35 sec 
Proposed Model 50% 0% 0% 0% 10 sec 

Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique RWOS without any Dimension Reduction Technique 
Classifier Accuracy Fl-Score Precision Recall Execution Time 
PAC 82% 86% 31% 82% 43 sec 
RC 87% 89% 39% 86% 54 sec 
SGDC 78% 83% 93% 78% 1 min 2 sec 
XGBoost 92% 93% 52% 88% 55 sec 
LogitBoost 91% 92% 50% 90% 49 se3c 
Proposed Model 97% 80% 98% 67% 1 min 19 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique RWOS with RFE Dimension Reduction Technique 

PAC 85% 87% 35% 85% 20 sec 
RC 87% 89% 39% 86% 6 sec 
SGDC 94% 93% 93% 94% 7 sec 
XGBoost 97% 96% 95% 69% 17 sec 
LogitBoost 97% 97% 97% 70% 8 sec 
Proposed Model 97% 81% 98% 64% 1 min 18 sec 
Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique RWOS with LOA Dimension Reduction Technique 

PAC 93% 91% 97% 93% 9 sec 
RC 92% 91% 99% 18% 37 sec 
SGDC 92% 90% 97% 92% 23 sec 
XGBoost 92% 90% 99% 18% 5 sec 
LogitBoost 92% 90% 99% 17% 18 sec 
Proposed Model 97% 81% 99% 67% 1 min 7 sec 

Proposed Model: PaRSEL's Comparison with the Base Classifiers using Balancing Technique RWOS with FA Dimension Reduction Technique 
PAC 48% 33% 0% 50% 12 sec 
RC 45% 31% 0% 0% 5 sec 
SGDC 50% 35% 25% 50% 24 sec 
XGBoost 50% 34% 0% 0% 15 sec 
LogitBoost 49% 33% 0% 0% 35 sec 
Proposed Model 50% 0% 0% 0% 10 sec 

Classifier Accuracy Fl-Score Precision Recall Execution Time 
PAC 92% 94% 92% 94% 15 sec 
RC 79% 86% 53% 60% 12 sec 
SGDC 81% 88% 97% 81% 10 sec 
XGBoost 79% 86% 52% 59% 15 sec 
LogitBoost 79% 86% 54% 60% 14 sec 
Proposed Model 98% 95% 94% 97% 10 sec 
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FIGURE 9. PaRSEL’s comparison with the base classifiers using B-SMOTE,
RFE, LDA and FA.

FIGURE 10. PaRSEL’s comparison with the base classifiers using
MWMOTE, RFE, LDA and FA.

FIGURE 11. PaRSEL’s comparison with the base classifiers using RWOS,
RFE, LDA and FA.

The proposed model performed the best with all eight
data balancing techniques and two dimensionality reduction
techniques, RFE and LDA. Whereas, the proposed model
does not perform well and gives less accuracy when FA is
employed for dimensionality reduction.

FIGURE 12. Comparing the execution time of PaRSEL with different
techniques.

FIGURE 13. AUC-ROC curve of PaRSEL.

FIGURE 14. SHAP value impact on the PaRSEL using summary plot.

Figure 14 the feature names are displayed on the Y-axis
from top to bottom. The X-axis shows the SHAP value,
which represents the amount of change in log odds. To show
the value of the relevant characteristic, each point on the
graph is colored, with red suggesting high values and blue
denoting low values. Each point represents a row of data from
the original dataset. BMI, hypertension, blood sugar, and
haemoglobin ALC levels are typically high and have a good
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FIGURE 15. SHAP value impact on the PaRSEL using waterfall plot.

FIGURE 16. SHAP Value Impact on the PaRSEL using Dependence Plot.

SHAP value. This suggests that it has a beneficial impact
on the result. Figure 15 show the individual contributions
made by features used in the PaRSEL as well as the sum
of all contributions that resulted in the final forecast. In
Figure 16 we can notice an overall pattern that favors the
‘‘bmi’’ characteristic, where the contribution increases as
the ‘‘bmi’’ value increases. This suggests that higher ‘‘bmi’’
values are beneficial for the model’s forecast.

V. LIMITATIONS
In the disciplines of data science and medicine, the demand
for automated diagnostic tools is on the rise. The field
of medical care has benefited from a number of models
developed by data scientists in an effort to save lives. The
large dimensionality of the dataset is a significant challenge
for ML. A considerable amount of memory is needed for
the analysis of many features. The proposed stacking model
PaRSEL is complex in naturewhich also results in overfitting.
As the number of features rises, the amount of redundant
data and processing time also rise. However, due to the

nonlinear and high frequency data, ML-based heart disease
prediction algorithms struggle with serious overfitting. Also,
more computational resources are required to run a stacking
model.

VI. CONCLUSION
This study suggests a new stacking model named PaRSEL
that incorporates four classifiers at the base layer, PAC, RC,
SGDC, and XGBoost, and one classifier, LogitBoost, at the
meta layer. The redundant and inconsistent data present in
the dataset, along with the unbalanced and irrelevant features,
expand the search space and complicate the classification
models. The data needs to be balanced, redundant data
needs to be deleted, and unnecessary components need
to be removed in order to improve classification accu-
racy. Therefore, efforts for dimensionality reduction and
data balancing are crucial for reducing costs and raising
accuracy. Three dimensionality reduction methods, RFE,
LDA, and FA, are employed in PaRSEL to choose the
most pertinent features for the diagnosis of heart disease.
Eight balancing approaches are also utilised to address the
dataset’s imbalance nature, including ProWRAS, LoRAS,
ROS, ADASYN, SMOTE, B-SMOTE, MWMOTE, and
RWOS. On our suggested model, we apply SHAP. SHAP
values are frequently used to get an objective and consistent
explanation of how each feature affects the prediction of the
model. It is beneficial to translate ML model predictions.
The information of each input feature is given a value, which
shows how much it affects the prediction’s outcome. Using
several performance metrics, including accuracy, F1-score,
precision, recall, execution time, and AUC-ROC score,
PaRSEL, is contrasted with other standalone classifiers.
Our proposed model achieves 97% accuracy, 80% F1-score,
precision is greater than 90%, 67% recall and 98%AUC-ROC
score. This shows that PaRSEL outperforms other standalone
classifiers in terms of heart disease prediction. Translational
research aims to translate (convert) basic research results into
clinical results that benefit humans directly. So, in future we
will conduct clinical research to further verify the results
obtained via this work.
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